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Neslihan İYİT, Harun YONAR, Aynur YONAR..................................201



Chapter 1

WRAPPED TWO-SIDED LINDLEY 
DISTRIBUTION

 Cenker BİÇER1, 
Abdullah YILMAZ 2

1  Assoc.Prof.Dr., Kırıkkale Unv, Dep. of Statistics. ORCID: 0000-0003-2222-
3208, cbicer@kku.edu.tr.
2  Asst.Prof.Dr., Kırıkkale Unv., Dep. of Actuarial Sciences. ORCID: 0000-0002-
1196-9541, a.yilmaz@kku.edu.tr.



CENKER BİÇER,  ABDULLAH YILMAZ 2 .

INTRODUCTION 

Data is the most basic way of understanding and describing the events 
happening around our nature. Due to technological developments, we have 
access to much more data today. Statistical models provide us great 
convenience in the processing and modeling of these data. Optimal 
modeling of the data in terms of statistics is possible by using the most 
appropriate model for the data. There are different types of observations in 
our nature, such as linear or circular. In determining the most appropriate 
statistical model for the data, first of all, the type of data should be 
revealed. There are many distribution models in the vast literature of 
statistics for modeling linear data. However, although new breakthroughs 
have been made in recent years for derivating circular probability models, 
new developments are still needed. This type of data is encountered in a 
wide range of science such as meteorology, astronomy, medicine, biology, 
geology, physics, and sociology. 

There are several methods in the literature that can be used to generate 
a circular distribution based on a distribution family in linear structure. The 
wrapping method is one of these approaches, and the models derived from 
this method are effectively used in modeling of circular data.We can 
exemplify some circular models derived so far based on the wrapping 
method as follows. Pewsey (Pewsey, 2000) obtained the probability 
density function of the wrapped skew-normal distribution by using the 
skew normal distribution given by Azzalini (Azzalini, 1985). 
Jammalamadaka and Kozubowski examined some stochastic properties of 
the circular distributions obtained by the wrapping Exponential, Laplace 
(Jammalamadaka & Kozubowski, 2004), and asymmetric Laplace 
(Jammalamadaka & Kozubowski, 2003) distributions. Pewsey obtained a 
new distribution by reparameterizing the wrapped-skewed normal 
distribution and worked on maximum likelihood estimations and 
simulation of this distribution (Pewsey, 2006) Lee focused on regression 
and correlation for such data in his study, which he published as a review 
for circular models (Lee, 2010). Jones and Pewsey (Jones & Pewsey, 
2012) studied on a unimodal and symmetric circular probability density 
function, which includes smooth, von-Mises, cardioid, and 
wrapped-Cauchy distributions. In addition, Sanchez and Scarpa 
(Hernández-Sánchez & Scarpa, 2012) successfully modeled local wind 
data using the flexible generalized skewed normal (FGSN) distribution 
defined by Ma and Genton (Ma & Genton, 2004), using the circular 
distribution they named wrapped-FSGN. Yılmaz and Biçer (Yilmaz, & 
Biçer, 2018) introduce transmuted wrapped exponential distribution as 
new circular model and studied its properties. The aim of this work is to 
introduce a new flexible circular distribution based on two- sided Lindley 
distribution by employing the wrapping methodology, which is called 
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wrapped two-sided Lindley distribution (W2SLD). 

The remainder of this article is organized as follows: Section 2 
introduces the pdf and cdf of W2SLD. Some statistically important 
characteristics of W2SLD are investigated in Section 3, such as 
characteristic function, survival function, and the hazard function. Section 
4 covers the solution to the estimation problem of W2SLD parameters by 
employing the maximum likelihood and least squares methodologies. A 
comprehensive Monte-Carlo simulation study is provided in Section 5 to 
compare the estimators obtained in this study according to bias and mean 
squared error criteria. Section 6 exemplifies real data modeling with 
W2SLD. Section 7 concludes the study. 

WRAPPED TWO-SIDED LINDLEY DISTRIBUTION  

Let 𝑋𝑋 is a Two-Sided Lindley random variable with parameters 𝛼𝛼 
and 𝛽𝛽. then the pdf of the 𝑋𝑋 is 

𝑓𝑓𝑋𝑋(𝑥𝑥;𝛼𝛼,𝛽𝛽) = �

𝛼𝛼2(𝑥𝑥+1)𝑒𝑒−𝛼𝛼𝑥𝑥

2(𝛼𝛼+1)
, 𝑥𝑥 > 0

𝛽𝛽2(1−𝑥𝑥)𝑒𝑒𝛽𝛽𝑥𝑥

2(𝛽𝛽+1)
, 𝑥𝑥 ≤ 0

,  

and the corresponding cdf is 

𝐹𝐹𝑋𝑋(𝑥𝑥,𝛼𝛼,𝛽𝛽) =

⎩
⎨

⎧
1

2(𝛼𝛼 + 1)
(𝛼𝛼 − 𝛼𝛼𝑥𝑥 + 1)exp(𝛼𝛼𝑥𝑥), 𝑥𝑥 < 0

1
2

+
1
2
�1−

𝛽𝛽 + 1 + 𝛽𝛽𝑥𝑥
𝛽𝛽 + 1

exp(−𝛽𝛽𝑥𝑥)� , 𝑥𝑥 > 0
, 

where 𝛼𝛼  and 𝛽𝛽  are the positive valued shape parameters of the 
distribution. The parameters 𝛼𝛼 and 𝛽𝛽  regularize both tail probabilities 
and skewness of the two-sided Lindley distribution. Some specific features 
of the distribution have been investigated by Altun (Altun, 2019). 

Now we define a random variable by transformation  

Θ = 𝑋𝑋(𝑚𝑚𝑚𝑚𝑚𝑚2𝜋𝜋).  

Thus, considering the transformation given by the equation (2) the W2SLD 
is given the following proposition. 

 
Proposition 1. Let Θ a random variable have W2SLD. Then the pdf 

of Θ is 𝑓𝑓Θ(𝜃𝜃;𝛼𝛼,𝛽𝛽) = ∑  ∞
𝑟𝑟=−∞ 𝑓𝑓𝑋𝑋(𝜃𝜃 + 2𝜋𝜋𝑟𝑟;𝛼𝛼,𝛽𝛽),or clearly  
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𝑓𝑓Θ(𝜃𝜃;𝛼𝛼,𝛽𝛽) =
𝑒𝑒−𝛼𝛼𝛼𝛼

2Λ𝛼𝛼Λ𝛽𝛽
�𝑒𝑒2𝜋𝜋𝜋𝜋𝛼𝛼2Λ𝛽𝛽(𝑒𝑒2𝜋𝜋𝜋𝜋(𝜃𝜃 + 1) − 𝜃𝜃 + 2𝜋𝜋 𝜋 1)

+ 𝛽𝛽2Λ𝛼𝛼�𝑒𝑒2𝜋𝜋𝜋𝜋(−𝜃𝜃 + 2𝜋𝜋 + 1) + 𝜃𝜃 𝜃 1�𝑒𝑒𝜃𝜃(𝛼𝛼𝛼𝛼𝛼)�, 

where Λ𝛼𝛼 = (𝑒𝑒2𝜋𝜋𝜋𝜋 − 1)2(𝛼𝛼 + 1) and Λ𝛽𝛽 = �𝑒𝑒2𝜋𝜋𝜋𝜋 − 1�
2

(𝛽𝛽 + 1). Also, 
the CDF of Θ is 

𝐹𝐹Θ(𝜃𝜃;𝛼𝛼,𝛽𝛽) =
𝑒𝑒α(2π−θ) �

(α + 1)𝑒𝑒α(θ+2π) + �(2π− 1)α − 1�𝑒𝑒αθ

+α(θ − 2π + 1) − 𝑒𝑒2πα(αθ + α+ 1) + 1
�

2Λ𝛼𝛼

+
�𝑒𝑒

βθ(β(θ − 1) − 1) + β − 𝑒𝑒2πβ(2πβ + β + 1)
+𝑒𝑒β(θ+2π)(−βθ + 2πβ + β + 1) + 1

�

2Λ𝛽𝛽
. 

We present Figure 1 to show possible behaviours of the pdf of 
W2SLD for different values of the parameters. 

 
Figure 1. Pdf of the W2SLD for different values of the parameters 𝛼𝛼 and 

𝛽𝛽. 

Figure 1 lucidly shows the W2SLD is a unimodal circular 
distribution. Inaddition, for different values of the parameters 𝛼𝛼 and 𝛽𝛽, 
the distribution has clokwise or anti-clokwise skewness. If 𝛼𝛼 = 𝛽𝛽  the 
distribution concentrates around zero. 

SOME CHARACTERISTICS OF W2SLD 
This section of the study investigates the basic statistical features of 

the W2SLD such as survival function, hazard function, and characteristic 
function. 
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Survival and Hazard Function 

Let Θ be a random variable distributed W2SLD with parameters 𝛼𝛼 
and 𝛽𝛽. The surival function 𝑆𝑆(. ) of W2SLD is obtained, following the 
formal definition of the survival function, as 

𝑆𝑆(𝜃𝜃;𝛼𝛼,𝛽𝛽) = 1− 𝐹𝐹Θ(𝜃𝜃;𝛼𝛼,𝛽𝛽) 

   = −2𝑒𝑒2𝜋𝜋𝜋𝜋−3𝑒𝑒4𝜋𝜋𝜋𝜋+1
8(𝑒𝑒2𝜋𝜋𝜋𝜋−1)2 + 4𝑒𝑒2𝜋𝜋𝜋𝜋−𝛼𝛼𝛼𝛼

8Λ𝛼𝛼
�

(−2𝜋𝜋𝜋𝜋 + 𝛼𝛼 + 1)𝑒𝑒𝛼𝛼𝛼𝛼
+𝛼𝛼(−𝜃𝜃 + 2𝜋𝜋 − 1)

+𝑒𝑒2𝜋𝜋𝜋𝜋(𝛼𝛼𝛼𝛼 + 𝛼𝛼 + 1) − 1
� 

 

+
1

8Λ𝛽𝛽
⎝

⎜
⎛
�7𝑒𝑒4𝜋𝜋𝜋𝜋 + 3� + 𝑒𝑒𝛽𝛽𝛽𝛽�4− 4𝛽𝛽(𝜃𝜃 − 1)�

−4𝛽𝛽𝑒𝑒𝛽𝛽(𝜃𝜃+2𝜋𝜋) �−𝜃𝜃 + 2𝜋𝜋 + 1 +
1
𝛽𝛽
�

+2𝑒𝑒2𝜋𝜋𝜋𝜋�(4𝜋𝜋 − 5)𝛽𝛽 − 5� ⎠

⎟
⎞

 

Hence, we follows the general definition of the hazard function, see 
(Tuncel, 2017), 𝐻𝐻(. )  hazard function of the W2SLD is immediately 
obtained as 

𝐻𝐻(𝜃𝜃;𝛼𝛼,𝛽𝛽) =
𝑓𝑓Θ(𝜃𝜃;𝛼𝛼,𝛽𝛽)
𝑆𝑆(𝜃𝜃;𝛼𝛼,𝛽𝛽)

 

 

=
𝑒𝑒−αθ �

Λ𝛼𝛼β2�𝑒𝑒2πβ(−θ + 2π + 1) + θ − 1�𝑒𝑒θ(α+β)

+𝑒𝑒2παα2Λ𝛽𝛽(𝑒𝑒2πα(θ + 1) − θ + 2π − 1) �

⎣
⎢
⎢
⎢
⎡ Λ𝛼𝛼 �

𝑒𝑒βθ(−βθ + β + 1) − 𝑒𝑒β(θ+2π)(−βθ + 2πβ + β + 1)
−β + 𝑒𝑒2πβ(2πβ + β + 1) − 1

�

+Λ𝛽𝛽 �2Λ𝛼𝛼 − 𝑒𝑒2πα−αθ �
(α + 1)𝑒𝑒α(θ+2π) + �(2π − 1)α − 1�𝑒𝑒αθ

+α(θ − 2π + 1) − 𝑒𝑒2πα(αθ + α+ 1) + 1
��
⎦
⎥
⎥
⎥
⎤
 

 
 

Characteristic Function 

The characteristic function 𝜑𝜑Θ(𝑝𝑝) of the W2SLD is given by 

𝜑𝜑Θ(𝑝𝑝) = 𝐸𝐸(𝑒𝑒𝑖𝑖𝑖𝑖Θ) 
 

=
(𝑝𝑝 + 𝑖𝑖𝛼𝛼)−2

2Λ𝛼𝛼𝛼𝛼−2
�
𝑒𝑒2𝜋𝜋(𝛼𝛼+𝑖𝑖𝑖𝑖)�2𝜋𝜋𝜋𝜋 − 𝑒𝑒2𝜋𝜋(𝛼𝛼−𝑖𝑖𝑖𝑖) − 2𝑖𝑖𝜋𝜋𝑝𝑝 + 1�
+𝑒𝑒2𝑖𝑖𝜋𝜋𝑝𝑝�−2𝜋𝜋𝜋𝜋 + 𝑒𝑒2𝜋𝜋(𝛼𝛼−𝑖𝑖𝑖𝑖) + 2𝑖𝑖𝜋𝜋𝑝𝑝 − 1�

� 
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+
(𝑝𝑝 + 𝑖𝑖𝛼𝛼)−1

2Λ𝛼𝛼𝛼𝛼−2
�
−𝑒𝑒2𝜋𝜋𝜋𝜋 + 𝑒𝑒2𝑖𝑖𝜋𝜋𝑝𝑝 + 𝑒𝑒2𝜋𝜋𝜋𝜋�𝑒𝑒2𝜋𝜋𝜋𝜋 − 𝑒𝑒2𝑖𝑖𝜋𝜋𝑝𝑝�

+2𝜋𝜋�𝑒𝑒2𝜋𝜋𝜋𝜋 − 𝑒𝑒2𝑖𝑖𝜋𝜋𝑝𝑝�
� 

+
(𝛽𝛽 + 𝑖𝑖𝑖𝑖)−2

2Λ𝛽𝛽𝛽𝛽−2
�

�1 + 𝑒𝑒2𝜋𝜋(𝛽𝛽+𝑖𝑖𝑖𝑖)(2𝜋𝜋𝜋𝜋 + 2𝑖𝑖𝜋𝜋𝑝𝑝 − 1)�

−𝑒𝑒2𝜋𝜋𝜋𝜋 �1 + 𝑒𝑒2𝜋𝜋(𝛽𝛽+𝑖𝑖𝑖𝑖)(2𝜋𝜋𝜋𝜋 + 2𝑖𝑖𝜋𝜋𝑝𝑝 − 1)�
� 

 

+
(𝛽𝛽 + 𝑖𝑖𝑖𝑖)−1

2Λ𝛽𝛽𝛽𝛽−2
�
𝑒𝑒2𝜋𝜋𝜋𝜋�−1 + 𝑒𝑒2𝜋𝜋(𝛽𝛽+𝑖𝑖𝑖𝑖)� + 1 − 𝑒𝑒2𝜋𝜋(𝛽𝛽+𝑖𝑖𝑖𝑖)

+2𝜋𝜋𝑒𝑒2𝜋𝜋𝜋𝜋�−1 + 𝑒𝑒2𝜋𝜋(𝛽𝛽+𝑖𝑖𝑖𝑖)�
�. 

One can also write 𝑝𝑝th trigonometric moments in terms of 𝛼𝛼𝑝𝑝 and 
𝛽𝛽𝑝𝑝  

𝜑𝜑𝑝𝑝 = 𝜑𝜑Θ(𝑝𝑝) = 𝛼𝛼𝑝𝑝 + 𝑖𝑖𝛽𝛽𝑝𝑝,    𝑝𝑝 = 0, ±1, ±2, …. 

where 𝛼𝛼𝑝𝑝 is 𝑝𝑝th cosine moment and defined as        𝛼𝛼𝑝𝑝 = 𝐸𝐸(cos𝑝𝑝Θ), 
𝛽𝛽𝑝𝑝 is 𝑝𝑝th sine moment and defined as   𝛽𝛽𝑝𝑝 = 𝐸𝐸(sin𝑝𝑝Θ). The resultant 
vector length and direction for the p.cosine and sine moments of a circular 
distribution are calculated by, 

𝜌𝜌𝑝𝑝 = �𝛼𝛼𝑝𝑝2 + 𝛽𝛽𝑝𝑝2  , 𝜇𝜇𝑝𝑝 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎∗ �𝛼𝛼𝑝𝑝
𝛽𝛽𝑝𝑝
� 

respectively, where 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎∗(. ) is a quadrant-inverse tangent function. 
The first trigonometric moment can be expressed as 𝜑𝜑1 = 𝜌𝜌1𝑒𝑒𝑖𝑖𝜇𝜇1 and has 
a special meaning. The values of 𝜌𝜌1  and 𝜇𝜇1  are called the angular 
concentration and the mean direction, respectively. The mean direction 
vector gives information about the mean of the circular distribution, as an 
analogy of the mean in linear models. The length of this vector is a 
measure of the spread of the distribution around the mean. This is 
equivalent variance or standard deviation in circular models. Figure 2 
presents contour plots of mean direction and angular concentration for 
values of parameter in range (1,5). 
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Figure 2. Contour plots of mean direction and angular concentration. 

As can be seen from Figure 2, when the parameter values are changed, 
the value of the mean direction remains the same and its sign changes. The 
angular concentration increases as the parameter values increase. 

INFERENCE 
This section covers solution of inference problem of W2SL 

parameters by two different points of view, Maximum likelihood and least 
square estimation methods. 

Maximum Likelihood Estimation 

Let Θ1,Θ2, . . . ,Θ𝑛𝑛  be a random sample drawn W2SLD with 
parameters 𝛼𝛼 and 𝛽𝛽. The logarithmic likelihood function for the random 
variables Θ𝑖𝑖 , 𝑖𝑖 = 1,2, . . . ,𝑛𝑛 can be immediately written as 

𝐿𝐿(𝛼𝛼,𝛽𝛽; 𝜃𝜃1,𝜃𝜃2 , . . . ,𝜃𝜃𝑛𝑛) = ∑  𝑛𝑛
𝑖𝑖𝑖𝑖 log�

𝑒𝑒2𝜋𝜋𝜋𝜋−𝛼𝛼𝛼𝛼𝑖𝑖𝛼𝛼2�𝑒𝑒2𝜋𝜋𝜋𝜋(𝜃𝜃𝑖𝑖+1)−𝜃𝜃𝑖𝑖+2𝜋𝜋𝜋𝜋�
2Λ𝛼𝛼

+ 𝑒𝑒𝛽𝛽𝛽𝛽𝑖𝑖𝛽𝛽2�𝑒𝑒2𝜋𝜋𝜋𝜋(−𝜃𝜃𝑖𝑖+2𝜋𝜋𝜋𝜋)+𝜃𝜃𝑖𝑖−1�
2Λ𝛽𝛽

�.  

To obtain the maximum likelihood estimators of the 𝛼𝛼  and 𝛽𝛽 
parameters, we first derive the logarithmic likelihood function given by the 
equation (3) according to the parameters. Thus, we have the following 
score functions. 

∂
∂𝛼𝛼
𝐿𝐿(𝛼𝛼,𝛽𝛽;𝜃𝜃1 ,𝜃𝜃2, . . . ,𝜃𝜃𝑛𝑛) = 0,  

∂
∂𝛽𝛽
𝐿𝐿(𝛼𝛼,𝛽𝛽; 𝜃𝜃1,𝜃𝜃2 , . . . ,𝜃𝜃𝑛𝑛) = 0.  

The maximum likelihood estimators of the 𝛼𝛼 and 𝛽𝛽 parameters can 
be obtained by solving the nonlinear system of equations constructed by 
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equation (4) and equation (5). Unfortunately, this system of equations 
cannot be solved analytically. However, the maximum likelihood 
estimates of the parameters can be easily obtained from the numerical 
solution of the system of equations given by the equations (4) and (5) using 
a numerical method such as Newton's method. 

Least-Squares and Weighted Least Squares Estimation 
In this sub section we investigate the least- square estimators of the 

W2SLD parameters based on approximation given by the study of Swain 
(Swain et al., 1988). Let Θ1,Θ2, . . . ,Θ𝑛𝑛  be a random sample drawn 
W2SLD with parameters 𝛼𝛼 and 𝛽𝛽 and   𝜃𝜃1 ≤ ⋯ ≤ 𝜃𝜃𝑛𝑛  shows an order 
of it. Thus, following the notation of the, the least-square estimators of 
W2SLD parameters are obtained by minimizing utility function  

𝑄𝑄 =

∑  𝑛𝑛
𝑗𝑗=1 �

1
2Λ𝛼𝛼

�(𝛼𝛼 + 1)𝑒𝑒4𝜋𝜋𝜋𝜋 + 𝑒𝑒2𝜋𝜋𝜋𝜋((2𝜋𝜋 − 1)𝛼𝛼 − 1) + 𝑒𝑒2𝜋𝜋𝜋𝜋−𝛼𝛼𝜃𝜃𝑗𝑗(𝛼𝛼(𝜃𝜃𝑗𝑗 −

2𝜋𝜋 + 1) + 1) − 𝑒𝑒4𝜋𝜋𝜋𝜋−𝛼𝛼𝜃𝜃𝑗𝑗(𝛼𝛼 + 𝛼𝛼𝜃𝜃𝑗𝑗 + 1)�+ 1
2Λ𝛽𝛽

�(𝛽𝛽 + 1) − 𝑒𝑒2𝜋𝜋𝜋𝜋(2𝜋𝜋𝜋𝜋 +

𝛽𝛽 + 1) + 𝑒𝑒𝛽𝛽𝜃𝜃𝑗𝑗(𝛽𝛽(𝜃𝜃𝑗𝑗 − 1) − 1) + 𝑒𝑒𝛽𝛽(𝜃𝜃+2𝜋𝜋)(2𝜋𝜋𝜋𝜋 + 𝛽𝛽 + 𝛽𝛽(−𝜃𝜃𝑗𝑗) + 1)� −

𝑗𝑗
𝑛𝑛+1

�
2
, 

with respect to parameters 𝛼𝛼 and 𝛽𝛽, where 𝑗𝑗 (𝑛𝑛 + 1)⁄  is the value of the 
empirical distribution function for 𝑗𝑗𝑡𝑡ℎ  observation. The solution of the 
utility function 𝑄𝑄 can be obtained numerically. A lower biased form of the 
least-squares estimator is known as weighted least-squares. The weighted 
least-squares estimators of the W2LSD parameters are obtained by 
minimizing  

𝑄𝑄1 = �  
𝑛𝑛

𝑗𝑗=1

(𝑛𝑛 + 1)2(𝑛𝑛 + 2)
𝑗𝑗(𝑛𝑛 − 𝑗𝑗 + 1) �

1
2Λ𝛼𝛼

�(𝛼𝛼 + 1)𝑒𝑒4𝜋𝜋𝜋𝜋 + 𝑒𝑒2𝜋𝜋𝜋𝜋�(2𝜋𝜋 − 1)𝛼𝛼 − 1�

+ 𝑒𝑒2𝜋𝜋𝜋𝜋−𝛼𝛼𝜃𝜃𝑗𝑗�𝛼𝛼�𝜃𝜃𝑗𝑗 − 2𝜋𝜋 + 1� + 1� − 𝑒𝑒4𝜋𝜋𝜋𝜋−𝛼𝛼𝜃𝜃𝑗𝑗�𝛼𝛼 + 𝛼𝛼𝜃𝜃𝑗𝑗 + 1��

+  
1

2Λ𝛽𝛽
�(𝛽𝛽 + 1) − 𝑒𝑒2𝜋𝜋𝜋𝜋(2𝜋𝜋𝜋𝜋 + 𝛽𝛽 + 1) + 𝑒𝑒𝛽𝛽𝜃𝜃𝑗𝑗(𝛽𝛽(𝜃𝜃𝑗𝑗 − 1) − 1)

+ 𝑒𝑒𝛽𝛽(𝜃𝜃𝑗𝑗+2𝜋𝜋)(2𝜋𝜋𝜋𝜋 + 𝛽𝛽 + 𝛽𝛽(−𝜃𝜃𝑗𝑗) + 1)� −
𝑗𝑗

𝑛𝑛 + 1
�
2

 

with respect to 𝛼𝛼 and 𝛽𝛽. 
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SIMULATION STUDY 

This part of the study covers some simulation studies comparing the 
estimation performances of ML, LS and WLS estimators of W2SLD 
parameters according to bias and mean squared error (MSE) criteria. In 
Monte-Carlo simulations based on 1000 iterations, parameter values are 
set as (𝛼𝛼,𝛽𝛽) = (5,3) and (𝛼𝛼,𝛽𝛽) = (2,7). In addition to comparing the 
estimation performances of the estimators, it is also aimed to demonstrate 
the large sample properties of the estimators. For this, the sample size has 
been set as 𝑛𝑛 = 30,50,100 and 1000 and the simulations are repeated 
for each sample size. The results obtained from the simulation study are 
tabulated in Table 1-2.  

According to the results given in Tables 1-2, all of the ML, LS and 
WLS estimators showed very satisfactorly estimation performance 
according to used comparison criteria the Bias and MSE. All estimators 
have both lower Bias and lower MSE values as sample size 𝑛𝑛 increases. 
Therefore, it can be said that the obtained estimators in the study are 
asymptotically consistent and unbiased. Also, as can be clearly seen from 
Tables 1-2, the MLE estimators outperformed the other estimators with 
lower Bias and MSE values in all cases. 

Table 1: Simulation results for W2SLD parameters 
(𝛼𝛼,𝛽𝛽) = (5,3) 

Method 𝑛𝑛 𝛼𝛼� Bias 𝛼𝛼� MSE 𝛼𝛼� 𝛽̂𝛽 Bias 𝛽̂𝛽 MSE 𝛽̂𝛽 

ML 50 5.22110 0.73637 0.87920 3.06128 0.37717 0.22274 

 100 5.04477 0.43503 0.29709 3.05026 0.27945 0.12324 

 500 5.02929 0.21842 0.07142 2.98206 0.12338 0.02529 

 1000 5.00863 0.16546 0.04476 3.0030 0.08362 0.01121 

LS 50 5.37945 1.22891 2.47327 3.07793 0.62713 0.63710 

 100 5.05430 0.71548 0.75450 3.08386 0.44023 0.33008 

 500 4.98863 0.38735 0.23838 3.00863 0.16483 0.04788 

 1000 4.99258 0.25740 0.10128 3.00961 0.14906 0.0373 

WLS 50 5.41047 1.17297 2.47779 3.07745 0.62390 0.64869 

 100 5.09795 0.64676 0.74897 3.10410 0.44395 0.34315 

 500 4.99574 0.38348 0.24808 3.01457 0.17467 0.05044 

 1000 4.99888 0.26280 0.10301 3.00901 0.15000 0.03790 
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Table 2: Simulation results for W2SLD parameters 
(𝛼𝛼,𝛽𝛽) = (2,7). 

Method 𝑛𝑛 𝛼𝛼� Bias 𝛼𝛼� MSE 𝛼𝛼� 𝛽̂𝛽 Bias 𝛽̂𝛽 MSE 𝛽̂𝛽 

ML 50 2.05809 0.25634 0.12295 7.36224 1.02371 1.73922 

 100 1.99895 0.18257 0.05179 7.19795 0.6973 0.79941 

 500 2.00370 0.08738 0.01211 7.02473 0.32482 0.16112 

 1000 2.00276 0.06051 0.00560 7.02063 0.22922 0.07750 

LS 50 2.16291 0.40151 0.31728 7.18124 1.66306 4.57383 

 100 1.95953 0.40670 0.36572 7.34014 1.44127 5.00045 

 500 2.01182 0.13339 0.02761 6.97537 0.53737 0.39721 

 1000 1.99394 0.09609 0.01483 7.06190 0.39053 0.24670 

WLS 50 2.19172 0.42853 0.37047 7.27440 1.72993 4.90817 

 100 2.05589 0.32887 0.18029 7.15618 1.17870 2.17144 

 500 2.01823 0.13835 0.02857 6.95116 0.55901 0.42588 

 1000 1.99539 0.09862 0.01581 7.07235 0.40127 0.26323 

REAL-DATA EXAMPLE 

This section exemplifies modeling a real-life dataset with W2SLD. 
For this purpose, we consider the ant dataset, which is a circular dataset. 
Ant data set includes the directions chosen by 100 ants in response to 
evenly illuminated black targets placed, as shown (Fisher et al., 1993). We 
obtain the ML, the LS, and the WLS estimations of the parameters 𝛼𝛼 and 
𝛽𝛽 by using the Octave software (Eaton et al., 2019).  

Remark: When applying the fixing subroutines, the parameter ranges 
should be selected as wide as possible to bypass the local maximum. 

For the ant data set, parameter estimates, negative log-likelihood 
value (-𝐿𝐿), Akaike information criterion (𝐴𝐴𝐴𝐴𝐴𝐴) and Bayesian information 
criterion (𝐵𝐵𝐵𝐵𝐵𝐵) values are presented in Table 3. The values given in Table 3 
show that the best data fit is achieved with the ML estimates. 

Table 3: Parameter estimates, -L, AIC, and BIC values for the Ant data  
Method 𝛼𝛼� 𝛽̂𝛽 -L AIC BIC 
ML 3.5778 0.8496 126.048 256.095 261.305 
LS 3.8361 0.8134 126.278 256.378 261.489 
WLS 3.8031 0.8515 126.133 256.266 261.476 



 .11Research & Reviews in Science and Mathematics

Plots of the fitted density with ML estimates are shown in Figure 3, 
where panel (a) displays the circular data plot, rose diagram, and fitted pdf 
of the W2SLD. with ML estimations. The dashed arrow shows the sample 
mean resultant vector with 𝑚𝑚1 = 3.14∘ and resultant length 𝑟𝑟1 = 0.6101, 
and the solid arrow shows the mean direction vector and the resultant 
length of the fitted W2SLD, 𝜇𝜇1 = 352.29∘  and 𝜌𝜌1 = 0.5319 
respectively. 

 
(a) (b)      (c) 

Figure 3. Plots for ant data set, (a)circular data plot, fitted pdf of W2SLD 
and rose diagram, (b) histogram and fitted pdf of W2SLD, and (c) 

empirical cdf and fitted cdf. 

CONCLUSION 

In this study, we have derived a new circular model called as W2SLD 
to model circular data. In the study, pdf and cdf of the derived distribution 
have been obtained in closed form and the formal behavior of its pdf in 
different values of the parameters has shown in Figure 1. In addition, 
statistically significant properties of the distribution have been 
investigated, such as the survival function, hazard function, characteristic 
function, and distribution of rank statistics. Also, several estimators based 
on maximum likelihood, least squares and weighted least squares methods 
for unknown parameters of the introduced distribution have been 
investigated. The performances of the estimators obtained in the study 
were also compared with a carried out series of Monte-Carlo simulation 
studies. In the light of the information obtained from the simulation study, 
it can be said that all obtained estimators of the W2SLD parameters are 
asymptotically consistent and unbiased. Moreover, MLE estimators have 
had lower bias and MSE values in all cases. Finally, the usability of the 
derived distribution has been exemplified by an application performed on a 
real-world dataset. 
  



CENKER BİÇER,  ABDULLAH YILMAZ 12 .

REFERENCES 

1. Altun, E. (2019). Two-sided Lindley distribution with inference and 
applications. Journal of the Indian Society for Probability and 
Statistics, 20(2), 255-279. 

2. Azzalini, A. (1985). A class of distributions which includes the normal 
ones. Scandinavian journal of statistics, 171-178. 

3. Eaton, J. W., Bateman, D., Hauberg, S., & Wehbring, R. (2019). GNU 
Octave version 4.0. 0 manual: a high-level interactive language for 
numerical computations. 2015. URL http://www. gnu. 
org/software/octave/doc/interpreter, 8, 13. 

4. Fisher, N. I., Lewis, T., & Embleton, B. J. (1993). Statistical analysis of 
spherical data. Cambridge university press. 

5. Hernández-Sánchez, E., & Scarpa, B. (2012). A wrapped flexible 
generalized skew-normal model for a bimodal circular distribution 
of wind directions. Chilean Journal of Statistics (ChJS),3(2). 

6. Jammalamadaka, S. R., & Kozubowski, T. J. (2003). A new family of 
circular models: The wrapped Laplace distributions. Advances and 
applications in statistics, 3(1), 77-103. 

7. Jammalamadaka, S. R., & Kozubowski, T. J. (2004). New families of 
wrapped distributions for modeling skew circular 
data. Communications in Statistics-Theory and Methods, 33(9), 
2059-2074. 

8. Jones, M. C., & Pewsey, A. (2012). Inverse Batschelet distributions for 
circular data. Biometrics, 68(1), 183-193. 

9. Lee, A. (2010). Circular data. Wiley Interdisciplinary Reviews: 
Computational Statistics, 2(4), 477-486. 

10. Ma, Y., & Genton, M. G. (2004). Flexible class of skew‐symmetric 
distributions. Scandinavian Journal of Statistics, 31(3), 459-468. 

11. Pewsey, A. (2000). The wrapped skew-normal distribution on the 
circle. Communications in Statistics-Theory and Methods, 29(11), 
2459-2472. 

12. Pewsey, A. (2006). Modelling asymmetrically distributed circular data 
using the wrapped skew-normal distribution. Environmental and 



 .13Research & Reviews in Science and Mathematics

Ecological Statistics, 13(3), 257-269. 

13. Swain, J. J., Venkatraman, S., & Wilson, J. R. (1988). Least-squares 
estimation of distribution functions in Johnson's translation 
system. Journal of Statistical Computation and Simulation, 29(4), 
271-297. 

14. Tuncel, A. (2017). Residual lifetime of a system with a cold standby 
unit. Istatistik Journal of The Turkish Statistical Association, 10(1), 
24-32. 

15. Yilmaz, A., & Biçer, C. (2018). A new wrapped exponential 
distribution. Mathematical Sciences, 12(4), 285-293. 



CENKER BİÇER,  ABDULLAH YILMAZ 14 .



Chapter 2

EVALUATION OF MULTIPLE GROUP 
OUTLIERS FOR LOGISTIC REGRESSION 

MODELS*

 Burcin COSKUN1, 
Ozlem ALPU 2

1  Res. Asst. Dr., Trakya University, Faculty of Education, Department of Measu-
rement and Evaluation in Education, Edirne, Türkiye, burc_e@hotmail.com , OR-
CID: 0000-0002-6974-4353
2  Prof. Dr., Eskisehir Osmangazi University, Faculty of Science , Department of 
Statistics, Eskisehir, Türkiye.  oalpu@ogu.edu.tr, ORCID: 0000-0002-2302-2953
* This work is derived from Ph.D. thesis with the number of 466568, and it was 
supported by Scientific Research Project of Eskisehir Osmangazi University (ESO-
GUBAP): [Grant Number 2015-903].



BURCIN COSKUN,  OZLEM ALPU 16 .

Introduction 

Suspicious observation diagnostic measures are developed to 
identify the location of outlier or highly influential data points, measure 
the existence and intensity of the collinear relationships between the 
regression data, help to identify the variables in each, and determine the 
estimated coefficients that are most affected by the presence of suspicious 
observations (Belsley, Kuh & Welsch, 2008). The maximum likelihood 
estimation method, which is often used in logistic regression, is sensitive 
to suspicious observations (Pregibon, 1981; Salsas, Guillen & Alemany, 
1999; Ahmad, Midi & Ramli, 2011; Norazan, Sanizah & Habshah, 2012).  

An error in the identification of suspicious observations can cause 
serious distortions in the validity of the inferences that are obtained from 
the model. The identification and elimination of these observations is an 
important issue in modeling studies. In the regression analysis, suspicious 
observations are divided into three categories: outliers, influential 
observations, and high leverage points (Nurunnabi, Nasser & Imon, 
2016). Outliers are observations that do not fit the homogeneous majority 
of the data in the proposed model (Rawlings, Pantula & Dickey, 1998). It 
is more difficult to identify the outliers in logistic regression compared to 
multiple linear regression (Cook & Weisberg, 1999). 

Because the maximum likelihood estimation method is delicate to 
outliers in the regressor matrix and outliers in the dependent variable, in 
his most frequently cited and popular study, Pregibon (1981) developed 
some diagnostic measures that can be used to identify such observations 
and to determine the amount of the effect of these observations on the 
maximum likelihood fit. There are many other studies about the outlier 
diagnostic measures for the logistic regression model (Agresti, 2015; 
Ahmad, Ramli & Midi, 2012; Cordeiro, 2004; Hosmer & Lemeshow, 
1980; Hosmer, Lemeshow & Sturdivant, 2013; Imon & Hadi, 2008; 
Jennings, 1986; Menard, 2002; Midi & Ariffin, 2013; Nurunnabi & 
Nasser, 2009; Pregibon, 1981, Salsas et al., 1999; Sarkar, Midi & Rana, 
2011).  
 

If the dataset contains multiple suspicious observations, 
diagnostic measures that are proposed based on removing a single 
observation from it may fail because of the masking or swamping effect. 
Masking occurs when a suspicious observation is hidden by another 
suspicious observation nearby. Swamping occurs when the observation is 
identified as a suspicious observation because of an observation group 
even if it is not the suspicious observation. This problematic situation led 
to the development of multiple outlier diagnostic measures based on the 
simultaneous elimination of the suspicious observation group from the 
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dataset. Based on this idea, Imon and Hadi (2008) proposed the 
generalized standardized Pearson residuals (GSPR) diagnostic measure, 
which is a modified version of the standardized Pearson residuals. In 
another study, Ahmad et al. (2011) proposed the multiple outlier 
diagnostic measure (DEVC), a generalization of deviance residuals based 
on the idea that Pearson residuals and deviance residuals fail in the 
presence of a high number of suspicious observations in the data. 

In this study, classic outlier diagnostic measures and multiple 
outlier diagnostic measures from Ahmad et al. (2011) and Imon and Hadi 
(2008) were compared on a dataset, and a simulation study was 
conducted for these diagnostic measures. An overview of the logistic 
regression model is given in the first section of this study. The leverage 
matrix and outlier identification measures are discussed in the next 
section. In the third section, traditional outlier diagnostic measures on the 
Brown (1980) dataset or modified Brown datasets are compared with 
outlier diagnostic measures based on the simultaneous deletion of 
multiple group outliers from the dataset. Simulation studies for logistic 
regression models with single, two, and five regressors were carried out. 
These models had various sample sizes and contamination rates for 
multiple outlier diagnostic measures. The fifth section presents an 
interpretation of the findings. 

1. Logistic Regression Model 

The logit of the multiple logistic regression model when the 
conditional probability of the dependent variable takes the value 1 is 
𝑃𝑃(𝑌𝑌 = 1|𝑥𝑥) =  𝜋𝜋(𝑥𝑥), with k regressor vector 𝒙𝒙′  =  (𝑥𝑥1, 𝑥𝑥2, . . . , 𝑥𝑥𝑘𝑘)  is 
given by Equation (1). 

𝑔𝑔(𝑥𝑥) = ln � 𝜋𝜋(𝑥𝑥)
1−𝜋𝜋(𝑥𝑥)

� = 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 +··· +𝛽𝛽𝑘𝑘𝑥𝑥𝑘𝑘                                        (1) 

It is possible to obtain an equation where the parameters are 
linear using the logit transformation. Equation (2), therefore, is a 
representation of the logistic regression model. 
 

𝜋𝜋(𝑋𝑋) = 𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑋𝑋1+···+𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘

1+𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑋𝑋1+···+𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘
= 𝑒𝑒𝑔𝑔(𝑥𝑥)

1+𝑒𝑒𝑔𝑔(𝑥𝑥)                                             (2) 

The matrix representation of the Equation (2) is expressed by the 
Equation (3), 

𝑔𝑔(𝑋𝑋) =  𝑿𝑿𝑿𝑿.                                                    (3) 
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Given that p=k+1, X is the nxp-dimensional regressor matrix, and  
𝜷𝜷′ = (𝛽𝛽0,𝛽𝛽1, …𝛽𝛽𝑘𝑘) is the regression parameter vector.  
 

𝜀𝜀 = � 1− 𝜋𝜋(𝑥𝑥), 𝑦𝑦 = 1 
                −𝜋𝜋(𝑥𝑥), 𝑦𝑦 = 0                                            (4)  

 
The error term of the logistic regression model (Equation 4) has a 
binomial distribution (Nurunnabi, Imon & Nasser, 2010). 
 
2. Leverage matrix and Outlier Diagnostic Measures 

2.1.  Leverage matrix 
 
The leverage matrix is used to detect high leverage points in 

addition to developing suspicious observation diagnostic measures both 
in logistic regression and linear regression. In linear regression, the 
leverage matrix is expressed by the equation 𝑯𝑯 = 𝑿𝑿(𝑿𝑿′𝑿𝑿)−1𝑿𝑿′. The 
difference between the 𝑦𝑦�𝑖𝑖 predicted values corresponding to the observed 
𝑦𝑦𝑖𝑖 values is the ith residual value 𝑒𝑒𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 . The residual vector can 
also be expressed as, 𝒆𝒆 = 𝒚𝒚 − 𝑿𝑿𝜷𝜷� = 𝒚𝒚 − 𝑯𝑯𝑯𝑯 = (𝑰𝑰 − 𝑯𝑯)𝒚𝒚. Pregibon 
(1981) developed a linear regression-similarity approach to fit values that 
produces a leverage matrix for logistic regression employing the model of 
weighted least squares linear regression (Hosmer et al., 2013). Pregibon's 
(1981) leverage matrix is defined by Equation (5), 
 

𝑯𝑯 = 𝑽𝑽1/2𝑿𝑿(𝑿𝑿𝑇𝑇𝑉𝑉𝑿𝑿)−1𝑿𝑿𝑇𝑇𝑽𝑽1/2.                                                    (5) 
 

Here V is the diagonal matrix, X is the nxp dimensional regressor matrix. 
Another representation of the leverage matrix is, 
 

ℎ𝑖𝑖𝑖𝑖 = 𝜋𝜋�𝑖𝑖  (1− 𝜋𝜋�𝑖𝑖  )𝒙𝒙𝑖𝑖
𝑇𝑇(𝑿𝑿𝑇𝑇𝑽𝑽𝑽𝑽)−1𝒙𝒙𝑖𝑖 = 𝑣𝑣𝑖𝑖 .𝑏𝑏𝑖𝑖 .                                    (6)     

 
Here, ℎ𝑖𝑖𝑖𝑖 represents the diagonal elements of the leverage matrix, 
𝑣𝑣𝑖𝑖 = 𝜋𝜋�𝑖𝑖  (1− 𝜋𝜋�𝑖𝑖  ) is the variance for the logistic regression model, and 𝑏𝑏𝑖𝑖 
represents the weighted distance of 𝑥𝑥𝑖𝑖 to the mean. The logistic 
regression leverage matrix's suggested threshold value is, 
 

c*p/n.                                                                   (7)         
 
 where k is the regressor number, p=k+1, and the value of c is a constant, 
like 2 or 3. 
 

2.2. Diagnostic measures for single outlier in logistic 
regression 
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In linear regression, residuals can be calculated directly from the 
regression equation. In logistic regression analysis, there are several 
different residuals that correspond to different levels of analysis 
(probability, odds, and logit) that can be conceptualized. The purpose of 
the use of residual analysis in logistic regression is to identify 
observations where the model fits poorly or that show more than just the 
effect they share on parameter estimates (Menard, 2002). The residual 
sum of squares is the fundamental quantity in logistic regression, as it is 
in linear regression. The main principle of linear regression is that the 
error variance, 𝐸𝐸(𝑌𝑌𝑖𝑖|𝑥𝑥 𝑖𝑖) is independent of the conditional mean. 
However, because the errors in logistic regression are 
binomially distributed, the conditional mean affects how much the error 
variance varies (Hosmer et al., 2013). In logistic regression, there are 
numerous approaches to measuring the difference between the observed 
and the predicted value. In logistic regression, when the ith variable's 
predicted value is expressed by Equation (8), 

𝑦𝑦�𝑖𝑖 = 𝜋𝜋�𝑖𝑖 = 𝑒𝑒𝑔𝑔�(𝑥𝑥𝑖𝑖)

1+𝑒𝑒𝑔𝑔�(𝑥𝑥𝑖𝑖)                                                                 (8)  
 

Here 𝑔𝑔�(𝑥𝑥𝑖𝑖) is the predicted logit.  
 

The Pearson residuals, the deviation residuals, and the residuals 
used in linear regression are the three key measures of the disparity 
between the observed value and the predicted value in logistic regression. 
In assessing the model's fit, the residuals are crucial. The deviation and 
Pearson chi-square statistics are utilized to assess the generalized linear 
models' goodness of fit. They are the components of the Pearson residuals 
and deviation residuals, which are the two most well-known residual 
types in logistic regression (Cordeiro, 2004). Pearson residuals are raw 
residuals adjusted with the square root of the variance (Hilbe, 2009). 
Pearson residuals (PR) diagnostic measure is expressed as,  
 

𝑃𝑃𝑃𝑃 = 𝑟𝑟𝑃𝑃𝑃𝑃 = (𝑦𝑦𝑖𝑖−𝜋𝜋�𝑖𝑖) 
�𝜋𝜋�𝑖𝑖(1−𝜋𝜋�𝑖𝑖)

 .                                                    (10) 

 
The squared sum of the Pearson residuals is expressed as the Pearson chi-
square statistics, 

 
  𝜒𝜒2 = ∑ 𝑟𝑟𝑃𝑃𝑃𝑃2.𝑛𝑛

𝑖𝑖=1                                                           (11)      
 

The deviation residuals (DR) are expressed by Equation (12).  
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𝐷𝐷𝐷𝐷 = 𝑟𝑟𝐷𝐷𝐷𝐷 = 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦𝑖𝑖 − 𝜋𝜋�𝑖𝑖) �2 �𝑦𝑦𝑖𝑖𝑙𝑙𝑙𝑙 �
𝑦𝑦𝑖𝑖
𝜋𝜋�𝑖𝑖
�+ (1 − 𝑦𝑦𝑖𝑖)𝑙𝑙𝑙𝑙 �

(1−𝑦𝑦𝑖𝑖)
(1−𝜋𝜋�𝑖𝑖)

���
1
2      (12)  

 
𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦𝑖𝑖 − 𝜋𝜋�𝑖𝑖) in Equation (12) is a sign function that makes 𝑟𝑟𝐷𝐷𝐷𝐷 positive 
when 𝑦𝑦𝑖𝑖 ≥ 𝜋𝜋�𝑖𝑖 and negative when 𝑦𝑦𝑖𝑖 < 𝜋𝜋�𝑖𝑖. If the 𝑟𝑟𝐷𝐷𝐷𝐷 value for the ith 
observation is higher than the ±2  threshold value, an outlier is deemed to 
exist (Christensen, 1997). The deviation statistic (DEV) developed based 
on the deviation residuals is defined as, 
 

𝐷𝐷𝐷𝐷𝐷𝐷 = ∑ 𝑟𝑟𝐷𝐷𝐷𝐷2𝑛𝑛
𝑖𝑖=1 .                                                      (13) 

 
Assuming that the estimated regression model is accurate in 

every aspect, it is expected that the 𝜒𝜒2and DEV statistics will have a chi-
square distribution for n-(k + 1) degrees of freedom (Hosmer et al., 
2013). The deviance residuals are generally preferred to the Pearson 
residuals for evaluating the properties of the predicted regression model. 
The primary reason is that the deviance residuals show a similar 
distribution to the ordinal least squares residuals in linear regression 
(Hilbe, 2009). 

The advantage and the disadvantage of these statistics is that they 
are used to summarize important information with a single number. 
Therefore, additional measures should be examined to determine if 
indeed the fit is maintained over the entire set of variable items before 
concluding that the model is adequate. This is accomplished through a set 
of measures referred to as regression diagnostics. Pregibon (1981) 
presented a theoretical study in which linear regression diagnostics were 
extended to logistic regression. It has concentrated on widening the use of 
logistic regression in evaluating fit (Hosmer et al., 2013). With Pregibon's 
linear regression-similarity approach, Pearson residuals can be interpreted 
as follows using the variance estimator of residuals 𝑣𝑣𝑖𝑖 = 𝜋𝜋(𝑥𝑥)[1 − 𝜋𝜋(𝑥𝑥)]:  

 
𝑃𝑃𝑃𝑃 = 𝑟𝑟𝑃𝑃𝑃𝑃 = (𝑦𝑦𝑖𝑖−𝜋𝜋�𝑖𝑖) 

�𝑣𝑣𝑖𝑖
.                                               (14)      

 
The standardized Pearson residuals (SPR) are obtained by 

dividing the Pearson residuals in Equation (14) by �1− ℎ𝑖𝑖𝑖𝑖 , 

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑟𝑟𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑟𝑟𝑃𝑃𝑃𝑃
�1−ℎ𝑖𝑖𝑖𝑖

.                                              (15)   
         

The variance value of the standardized Pearson residuals is 1. 
Although 𝑟𝑟𝑆𝑆𝑆𝑆𝑆𝑆  is generally preferred to Pearson residuals in practice both 
residuals are similar (Scott, 1997). In comparison to Pearson and 
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deviance residuals, standardized Pearson residuals have the advantage of 
having approximately a N (0,1) normal distribution as the sample size 
increases. If an observation's value is outside the range of ±2 or ±3, 
there may not be a good fit (Agresti, 2015). The deviation residuals can 
also be standardized to have unit variance by dividing by �1 − ℎ𝑖𝑖𝑖𝑖. 
Standardized deviation residuals (SDR) can be expressed as, 

 
𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑟𝑟𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑟𝑟𝐷𝐷𝐷𝐷

�1−ℎ𝑖𝑖𝑖𝑖
.                                               (16)            

 
2.3. Diagnostic Measures for Multiple Group Outliers in 

Logistic Regression 
2.3.1. Generalized standardized Pearson residuals-

GSPR 

GSPR was proposed by Imon and Hadi (2008) as a diagnostic 
tool to identify multiple group outliers in logistic regression. The term 
"GSPR" stands for "generalized standardized Pearson residuals". 

For the GSPR diagnostic measure, the remaining observation 
cluster in the analysis is indicated as R and the deleted observation cluster 
as D from the analysis when d observations are deleted from the n 
observation clusters before the model prediction. After removing d 
observation points from set D, R now contains n-d observations. Assume 
that the matrices X, Y, and V's final d rows correspond to these 
observations. The matrices for X, Y, and V are presented as, 

𝑿𝑿 = �𝑋𝑋𝑅𝑅𝑋𝑋𝐷𝐷
�   𝒀𝒀 = �𝑌𝑌𝑅𝑅𝑌𝑌𝐷𝐷

�     𝑽𝑽 = �𝑉𝑉𝑅𝑅0  0
𝑉𝑉𝐷𝐷
� .                                        (17)          

 

When the coefficient vector estimated by removing a group of 
observations indicated by D is expressed as 𝜷𝜷�(−𝐷𝐷), the logistic regression 
model's predicted values are computed by Equation (18). 

 

𝜋𝜋�𝑖𝑖(−𝐷𝐷) =
exp�𝒙𝒙𝑖𝑖′𝜷𝜷�(−𝐷𝐷)�

1+exp�𝒙𝒙𝑖𝑖′𝜷𝜷�(−𝐷𝐷)�
    𝑖𝑖 = 1,2, … ,𝑛𝑛                                     (18)    

 
Equations (19) and (20) are used to express the variances and leverage 
values depending on the removal of the outlier group from the set of data. 
 

𝑣𝑣𝑖𝑖(−𝐷𝐷) = 𝜋𝜋�𝑖𝑖(−𝐷𝐷)�1− 𝜋𝜋�𝑖𝑖(−𝐷𝐷)�                                             (19)       
 
ℎ𝑖𝑖𝑖𝑖(−𝐷𝐷) = 𝜋𝜋�𝑖𝑖(−𝐷𝐷)�1− 𝜋𝜋�𝑖𝑖(−𝐷𝐷)� 𝒙𝒙𝑖𝑖𝑇𝑇(𝑿𝑿𝑅𝑅𝑇𝑇𝑽𝑽𝑅𝑅𝑿𝑿𝑅𝑅)−1𝒙𝒙𝑖𝑖                              (20)  
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Based on the idea that in linear regression, internal residuals (for 

observations utilized in the regression model's estimation) and external 
residuals (for observations not used in the estimation of the regression 
model) cannot be measured on a similar scale, Hadi and Simonoff (1993) 
proposed the use of a new set of scaled residuals. Equation (21) 
represents the scaled residual group for the observation clusters indicated 
by R and D. 
 

𝑡𝑡𝑖𝑖∗ =

⎩
⎪
⎨

⎪
⎧

𝑦𝑦𝑖𝑖−𝒙𝒙𝑖𝑖𝑇𝑇𝜷𝜷�(−𝐷𝐷)

𝜎𝜎�𝑅𝑅�1−𝒙𝒙𝑖𝑖𝑇𝑇�𝑿𝑿𝑅𝑅
𝑇𝑇𝑽𝑽𝑅𝑅𝑿𝑿𝑅𝑅�

−1
𝒙𝒙𝑖𝑖

     𝑖𝑖 ∈ 𝑅𝑅

𝑦𝑦𝑖𝑖−𝒙𝒙𝑖𝑖𝑇𝑇𝜷𝜷�(−𝐷𝐷)

𝜎𝜎�𝑅𝑅�1+𝒙𝒙𝑖𝑖𝑇𝑇(𝑿𝑿𝑅𝑅
𝑇𝑇𝑽𝑽𝑅𝑅𝑿𝑿𝑅𝑅)−1𝒙𝒙𝑖𝑖

     𝑖𝑖 ∈ 𝐷𝐷
⎭
⎪
⎬

⎪
⎫

                                       (21)   

 
Here, 𝜎𝜎�𝑅𝑅 is the estimated value of 𝜎𝜎 calculated from the 

remaining observations in the dataset. Hadi and Simonoff's (1993) 
multiple outlier diagnostic measure (Equation 21) was defined as the 
GSPR (Equation 22) for logistic regression using the linear regression 
similarity approach.  

 

𝑟𝑟𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
(−𝐷𝐷) =

⎩
⎪
⎨

⎪
⎧

𝑦𝑦𝑖𝑖−𝜋𝜋�𝑖𝑖(−𝐷𝐷)

�𝑣𝑣𝑖𝑖(−𝐷𝐷)�1−ℎ𝑖𝑖𝑖𝑖(−𝐷𝐷)�
     𝑖𝑖 ∈ 𝑅𝑅

𝑦𝑦𝑖𝑖−𝜋𝜋�𝑖𝑖(−𝐷𝐷)

�𝑣𝑣𝑖𝑖(−𝐷𝐷)�1+ℎ𝑖𝑖𝑖𝑖(−𝐷𝐷)�
     𝑖𝑖 ∈ 𝐷𝐷   

⎭
⎪
⎬

⎪
⎫

                                           (22) 

An observation is an outlier if its |𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺| value is quite large (3 
or more) (Imon ve Hadi, 2008). The selection of the observation set to be 
extracted from the dataset is the most crucial step in the calculation of the 
GSPR diagnostic measure (Imon and Hadi, 2008). For detecting multiple 
outliers, the initial set of elimination D of GSPR will be incorrect if the 
initial elimination set D does not contain all suspicious observations and 
some outliers remain in set R. For initial diagnosis, Imon and Hadi (2008) 
advised using robust diagnostics of LMS, LTS, BACON, or BOFOLS. 

 
2.3.2. Deviation components-DEVC 

 
DEVC is a multiple outlier diagnostic measure developed by 

Ahmad et al. (2011) to identify more than one outlier in logistic 
regression. The DEVC diagnostic measure was developed based on the 
components of the deviation residuals (Equation 12). Given that  𝑌𝑌𝑖𝑖 =
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𝜋𝜋(𝑥𝑥𝑖𝑖) + 𝜺𝜺𝑖𝑖 , represents a logistic regression model for 𝑖𝑖 = 1,2, … ,𝑛𝑛, the 
probability value can be expressed as, 

 
𝜋𝜋(𝑥𝑥𝑖𝑖) = exp�𝒙𝒙𝑖𝑖′𝜷𝜷�

1+exp(𝒙𝒙𝑖𝑖′𝜷𝜷)     𝑖𝑖 = 1,2, … ,𝑛𝑛.                                   (23)   
 

Here 𝜷𝜷 is a (1xp) dimensional vector of coefficients for p=k+1 with k 
being the number of regressors, 𝒙𝒙 is an nxp dimensional argument matrix 
and 𝜺𝜺𝑖𝑖  is an error vector with (nx1) dimension. The functions of 
likelihood and log-likelihood for estimating the parameter β are 
represented by the Equation (24) and Equation (25). 
 

𝐿𝐿(𝜷𝜷; 𝑦𝑦) = ∏ 𝜋𝜋𝑖𝑖
𝑦𝑦𝑖𝑖(1− 𝜋𝜋𝑖𝑖)1−𝑦𝑦𝑖𝑖𝑛𝑛

𝑖𝑖=1                                       (24)      
 

𝑙𝑙(𝜷𝜷; 𝑦𝑦) = 𝑙𝑙𝑙𝑙𝑙𝑙𝐿𝐿(𝜷𝜷;𝑦𝑦) = ∑ [𝑦𝑦𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝜋𝜋𝑖𝑖 + (1− 𝑦𝑦𝑖𝑖)log (1− 𝜋𝜋𝑖𝑖)]𝑛𝑛
𝑖𝑖=1               

(25)   

 

The deviation statistic (DEV) is used in logistic regression to 
assess how well the overall model fits the data. By squaring the deviation 
residuals, the equation for the DEV diagnostic measure is also 
represented as Equation (26). 

𝐷𝐷𝐷𝐷𝐷𝐷 = ∑ (𝑛𝑛
𝑖𝑖=1 𝑟𝑟𝐷𝐷𝐷𝐷)2 = ∑ 2 �𝑦𝑦𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙

𝑦𝑦𝑖𝑖
𝜋𝜋�𝑖𝑖

+ (1− 𝑦𝑦𝑖𝑖)log �1−𝑦𝑦𝑖𝑖
1−𝜋𝜋�𝑖𝑖

��𝑛𝑛
𝑖𝑖=1 .              

(26)   
 
Here i=1, 2, …, n and 𝜋𝜋�𝑖𝑖, is the predictive values for the ith observation 
and 𝑟𝑟𝐷𝐷𝐷𝐷 is the deviance residuals. The deviation residual for the ith 
observation is also expressed as follows: 

𝐷𝐷𝐷𝐷 = 𝑟𝑟𝐷𝐷𝐷𝐷 = 𝑑𝑑(𝑦𝑦𝑖𝑖 ,𝜋𝜋�𝑖𝑖) = ±�−2log �𝑦𝑦𝑖𝑖
𝜋𝜋�𝑖𝑖
�+ (1 − 𝑦𝑦𝑖𝑖)𝑙𝑙𝑙𝑙𝑙𝑙 �

1−𝑦𝑦𝑖𝑖
1−𝜋𝜋�𝑖𝑖

�               

(27)  
  

This equation yields 𝑟𝑟𝐷𝐷𝐷𝐷 = −�−2|log (1 − 𝜋𝜋�𝑖𝑖)|for 𝑦𝑦𝑖𝑖 = 0 and 𝑟𝑟𝐷𝐷𝐷𝐷 =
�−2|𝑙𝑙𝑙𝑙𝑙𝑙𝜋𝜋�𝑖𝑖| for 𝑦𝑦𝑖𝑖 = 1. If the absolute residual value of the observation 
is greater than 2, it is considered an outlier. DEVC diagnostic measure as 
a component of DR is expressed by Equation (28), 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑑𝑑𝑑𝑑𝑖𝑖 = �
2𝑙𝑙𝑙𝑙𝑙𝑙 � 1

1−𝜋𝜋�𝑖𝑖
� ,𝑦𝑦𝑖𝑖 = 0  

2𝑙𝑙𝑙𝑙𝑙𝑙 � 1
𝜋𝜋�𝑖𝑖
� ,      𝑦𝑦𝑖𝑖 = 1 

.                                      (28)    
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DEVC is a practical measure that excludes negative values. The DEVC 
threshold value is determined as (Ahmad et al., 2011), 

𝑑𝑑𝑑𝑑𝑖𝑖 > 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑑𝑑𝑑𝑑𝑖𝑖) + 3𝑀𝑀𝑀𝑀𝑀𝑀(𝑑𝑑𝑑𝑑𝑖𝑖).                                      (29) 

3. Using Logistic Regression Diagnostic Measures on a Dataset 
 

GSPR and DEVC diagnostic measures are compared with 
classical diagnostics based on the original Brown dataset or modified 
Brown dataset in this section. 
A value of y=0 for the dependent variable LNI (lymph node involvement) 
in the original Brown (1980) dataset represents that the patient-
experienced lymph node involvement (LNI), while a value of y = 1 
represents that the patient did not experience LNI. The original dataset 
consisted of five regressors and included a single suspicious observation 
(observation 24) (Norazan et al., 2012). In this study, DEVC's 
performance was evaluated using the original Brown dataset, while 
GSPR's performance was evaluated using the modified Brown dataset. 
The datasets are shown in Tables 1 and 2. 

  
Table 1. Original dataset by Brown (1980) with two regressors 
Index LNI AP AGE Index LNI AP AGE Index LNI AP AGE 
1 0 0.48 66 20 0 0.98 56 39 0 0.76 53 
2 0 0.56 68 21 0 0.52 67 40 0 0.95 67 
3 0 0.5 66 22 0 0.75 63 41 0 0.66 53 
4 0 0.52 56 23 1 0.99 59 42 1 0.84 65 
5 0 0.5 58 24 0 1.87 64 43 1 0.81 50 
6 0 0.49 60 25 1 1.36 61 44 1 0.76 60 
7 0 0.46 65 26 1 0.82 56 45 1 0.7 45 
8 0 0.62 60 27 0 0.4 64 46 1 0.78 56 
9 1 0.56 50 28 0 0.5 61 47 1 0.7 46 
10 0 0.55 49 29 0 0.5 64 48 1 0.67 67 
11 0 0.62 61 30 0 0.4 63 49 1 0.82 63 
12 0 0.71 58 31 0 0.55 52 50 1 0.67 57 
13 0 0.65 51 32 0 0.59 66 51 1 0.72 51 
14 1 0.67 67 33 1 0.48 58 52 1 0.89 64 
15 0 0.47 67 34 1 0.51 57 53 1 1.26 68 
16 0 0.49 51 35 1 0.49 65     
17 0 0.5 56 36 0 0.48 65     
18 0 0.78 60 37 0 0.63 59     
19 0 0.83 52 38 0 1.02 61     
Note: LNI: Lymph node involvement, AP: Acid phosphate level, AGE: 
Patient's age 
 

The dataset in Table 2 is Brown's (1980) with two outliers added 
to the dataset. Values 24, 54, and 55 in the dataset are outliers. 
 
Table 1. Modified Brown dataset of Imon and Hadi (2008) 
Index LNI AP Index LNI AP Index LNI AP 
1 0 48 20 0 98 39 0 76 
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2 0 56 21 0 52 40 0 95 
3 0 50 22 0 75 41 0 66 
4 0 52 23 1 99 42 1 84 
5 0 50 24 0 187 43 1 81 
6 0 49 25 1 136 44 1 76 
7 0 46 26 1 82 45 1 70 
8 0 62 27 0 40 46 1 78 
9 1 56 28 0 50 47 1 70 
10 0 55 29 0 50 48 1 67 
11 0 62 30 0 40 49 1 82 
12 0 71 31 0 55 50 1 67 
13 0 65 32 0 59 51 1 72 
14 1 67 33 1 48 52 1 89 
15 0 47 34 1 51 53 1 126 
16 0 49 35 1 49 54 0 200 
17 0 50 36 0 48 55 0 220 
18 0 78 37 0 63    
19 0 83 38 0 102    
Note: LNI: Lymph node involvement, AP: Acid phosphate level 

 
3.1. Generalized standardized Pearson residuals -GSPR 

On the modified Brown dataset (Table 2), the GSPR diagnostic 
measure was compared to the traditional diagnostic measures DR, PR, 
and SPR. Table 3 provides the comparison results. 

Table 3. Comparison of GSPR with DR, PR, and SPR outlier diagnostics 
using Imon and Hadi's modified Brown dataset (2008) 
Threshold ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 3  ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 3 

In
de

x DR PR SPR GSPR 

In
de

x DR PR SPR GSPR 

1 -0,92 -0,72 -0,73 -0,50 29 -0,92 -0,72 -0,73 -0,53 
2 -0,93 -0,73 -0,74 -0,61 30 -0,91 -0,71 -0,72 -0,42 
3 -0,92 -0,72 -0,73 -0,53 31 -0,93 -0,73 -0,74 -0,59 
4 -0,92 -0,73 -0,74 -0,55 32 -0,93 -0,74 -0,74 -0,65 
5 -0,92 -0,72 -0,73 -0,53 33 1,46 1,38 1,40 2,05 
6 -0,92 -0,72 -0,73 -0,52 34 1,46 1,38 1,40 1,91 
7 -0,91 -0,72 -0,73 -0,48 35 1,46 1,38 1,40 2,01 
8 -0,93 -0,74 -0,75 -0,70 36 -0,92 -0,72 -0,73 -0,50 
9 1,45 1,37 1,38 1,69 37 -0,94 -0,74 -0,75 -0,71 
10 -0,93 -0,73 -0,74 -0,59 38 -0,99 -0,79 -0,80 -1,85 
11 -0,93 -0,74 -0,75 -0,70 39 -0,95 -0,76 -0,76 -0,97 
12 -0,95 -0,75 -0,76 -0,86 40 -0,98 -0,78 -0,79 -1,56 
13 -0,94 -0,74 -0,75 -0,75 41 -0,94 -0,74 -0,75 -0,77 
14 1,43 1,34 1,35 1,30 42 1,41 1,30 1,32 0,89 
15 -0,92 -0,72 -0,73 -0,49 43 1,41 1,31 1,32 0,95 
16 -0,92 -0,72 -0,73 -0,52 44 1,42 1,32 1,33 1,06 
17 -0,92 -0,72 -0,73 -0,53 45 1,43 1,33 1,35 1,22 
18 -0,95 -0,76 -0,77 -1,02 46 1,42 1,32 1,33 1,01 
19 -0,96 -0,77 -0,77 -1,15 47 1,43 1,33 1,35 1,22 
20 -0,98 -0,79 -0,80 -1,68 48 1,43 1,34 1,35 1,30 
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21 -0,92 -0,73 -0,74 -0,55 49 1,41 1,31 1,32 0,93 
22 -0,95 -0,76 -0,76 -0,95 50 1,43 1,34 1,35 1,30 
23 1,39 1,27 1,29 0,63 51 1,43 1,33 1,34 1,16 
24 -1,10 -0,91 -1,02 -12,87 52 1,40 1,29 1,31 0,79 
25 1,33 1,19 1,24 0,27 53 1,35 1,21 1,25 0,34 
26 1,41 1,31 1,32 0,93 54 -1,12 -0,93 -1,07 -17,56 
27 -0,91 -0,71 -0,72 -0,42 55 -1,15 -0,97 -1,16 -28,23 
28 -0,92 -0,72 -0,73 -0,53      
 

When the GSPR values in Table 3 are examined, the absolute 
values of the 24th, 54th, and 55th observations are found to be greater 
than the threshold value of 3. Outliers for threshold value 2 could not be 
identified when the DR, PR, and SPR results were examined. These 
observations have been subjected to the masking effect. Figure 1 shows 
index graphs for the analyzed outlier diagnostic measures. A line on the 
graph represents the threshold value for each diagnostic measure.  

 
 

Figure 1. Index graphs for (a) PR, (b) DR, (c) SPR, and (d) GSPR 
diagnostic measures 
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3.2. Deviation components -DEVC 
 

Based on the original Brown dataset, DEVC (Ahmad et al., 2011) 
performance was compared to PR, DR, SPR, and SDR diagnostic 
measures. Table 4 shows the results of the diagnostic measures. 

Table 4. Outlier diagnostic measures DEVC and PR, DR, SPR, and SDR 
based on the original Brown (1980) dataset with two regressors 
Threshold ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 3,11  ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 ±𝟐𝟐 3,11 

In
de

x 

PR DR SPR SDR DEVC 

In
de

x 

PR DR SPR SDR DEVC 

1 -0,51 -0,67 -0,52 -0,69 0,45 29 -0,55 -0,72 -0,56 -0,74 0,52 
2 -0,52 -0,69 -0,54 -0,71 0,48 30 -0,50 -0,67 -0,52 -0,69 0,45 
3 -0,52 -0,69 -0,53 -0,70 0,47 31 -0,81 -1,00 -0,83 -1,03 1,00 
4 -0,70 -0,89 -0,71 -0,91 0,80 32 -0,57 -0,75 -0,58 -0,77 0,56 
5 -0,65 -0,84 -0,66 -0,85 0,70 33 1,58 1,58 1,61 1,61 2,50 
6 -0,60 -0,79 -0,61 -0,80 0,62 34 1,49 1,53 1,51 1,55 2,33 
7 -0,51 -0,68 -0,52 -0,69 0,46 35 1,90 1,75 1,95 1,79 3,06 
8 -0,69 -0,89 -0,70 -0,90 0,79 36 -0,52 -0,69 -0,53 -0,71 0,48 
9 1,16 1,30 1,20 1,35 1,70 37 -0,72 -0,92 -0,73 -0,93 0,84 
10 -0,88 -1,07 -0,92 -1,12 1,15 38 -1,04 -1,21 -1,07 -1,25 1,46 
11 -0,68 -0,87 -0,68 -0,88 0,75 39 -0,98 -1,16 -1,01 -1,19 1,35 
12 -0,81 -1,00 -0,82 -1,01 1,01 40 -0,81 -1,01 -0,84 -1,05 1,01 
13 -0,92 -1,11 -0,95 -1,14 1,24 41 -0,88 -1,07 -0,90 -1,10 1,15 
14 1,66 1,63 1,70 1,67 2,65 42 1,31 1,41 1,34 1,45 2,00 
15 -0,49 -0,65 -0,50 -0,67 0,42 43 0,89 1,08 0,92 1,12 1,16 
16 -0,78 -0,97 -0,81 -1,01 0,95 44 1,24 1,36 1,25 1,38 1,86 
17 -0,68 -0,88 -0,70 -0,89 0,77 45 0,87 1,06 0,93 1,13 1,12 
18 -0,82 -1,02 -0,83 -1,03 1,04 46 1,08 1,25 1,10 1,26 1,55 
19 -1,09 -1,25 -1,12 -1,29 1,57 47 0,89 1,08 0,95 1,15 1,17 
20 -1,14 -1,29 -1,18 -1,33 1,67 48 1,66 1,63 1,70 1,67 2,65 
21 -0,51 -0,68 -0,53 -0,70 0,47 49 1,26 1,38 1,29 1,41 1,91 
22 -0,73 0,93 -0,74 -0,94 0,86 50 1,25 1,37 1,27 1,39 1,89 
23 0,94 1,13 0,97 1,16 1,27 51 1,00 1,18 1,03 1,22 1,39 
24 -2,36 -1,94 -2,80 -2,30 3,77 52 1,21 1,34 1,24 1,37 1,80 
25 0,67 0,86 0,73 0,94 0,74 53 0,91 1,10 1,00 1,21 1,21 
26 1,04 1,21 1,06 1,23 1,46       
27 -0,49 -0,66 -0,50 -0,67 0,43       
28 -0,59 -0,78 -0,60 -0,79 0,60       
 

The multiple outlier diagnostic measure DEVC correctly 
identified observation 24 in Table 4 with a threshold value of 3.11. The 
diagnostic measures PR, SPR, and SDR for the diagnosis of a single 
outlier (Agresti, 2015; Christensen, 1997) correctly diagnosed the outlier 
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(observation 24) in the dataset as well. The DR diagnostic measure failed 
to determine this observation for the ±2 threshold value.  Figure 2 depicts 
the index graphs for these diagnostic measures. 

 

Figure 2. Index graphs for diagnostic measures (a) DR, (b) PR and (c) 
SPR (d) SDR and (e) DEVC 

 
4. Simulation Study 

4.1. Simulation scenario 

Various sample sizes as n=20, 30, 50, 100, and 1000 were used 
for simulation. Logistic regression models with single-, two-, and five-
regressors were used in simulation studies. The regressors in the logistic 
regression model are derived from the normal distribution N(0,1). The 
regression coefficients in the model are set to; 𝛽𝛽0 = 1 and 𝛽𝛽1 = 2 for a 
single-regressor model; 𝛽𝛽0 = 1,  𝛽𝛽1 = 2, and 𝛽𝛽2 =2 for a two-regressor 
model; and 𝛽𝛽0 = 1,  𝛽𝛽1 = 2, 𝛽𝛽2 =2,  𝛽𝛽3=2, 𝛽𝛽4=2, and 𝛽𝛽5 = 2 for a five-
regressor model. To satisfy the equation, the dependent variable values 
are derived by obtaining probability values from the equation 𝜋𝜋(𝑥𝑥) =
𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑥𝑥

1+ 𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑥𝑥
 (Norazan et al., 2012; Kordzakhia, Mishra ve Reiersolmoen, 

2001). 
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𝑦𝑦𝑖𝑖 = � 𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1 +⋯+ 𝛽𝛽𝑘𝑘𝑥𝑥𝑘𝑘 + 𝜀𝜀𝑖𝑖 < 0    𝑖𝑖𝑖𝑖𝑖𝑖 0
𝛽𝛽0 + 𝛽𝛽1𝑥𝑥1  +⋯+ 𝛽𝛽𝑘𝑘𝑥𝑥𝑘𝑘 + 𝜀𝜀𝑖𝑖 ≥ 0  𝑖𝑖𝑖𝑖𝑖𝑖    1    𝑖𝑖 = 1,2, … ,𝑛𝑛             

(30) 

Contamination rates of 0,10, 0.20, and 0.30 were used to create 
contaminated sample sizes. Taking into account the contamination rates, 
it is assured that the set of contaminated values is generated at random in 
the samples. The contaminated regressor values were used as 4σ for mild 
outliers and 7σ for extreme outliers. The y values corresponding to the 
contaminated observations were changed to 1 and 0 in the simulation for 
the outlier (Nurunnabi et al., 2010). The correct diagnosis rate (CDR) was 
calculated the number of outliers correctly determined divided by the 
total number of outliers in the dataset. The swamping rate (SR) was 
calculated the number of observations incorrectly diagnosed as the outlier 
divided by the total number of non-outliers in the dataset. 1000 
replications were used for each combination of sample size and 
contamination rate. 

For the DEVC diagnostic measure, a different scenario has been 
prepared. The simulation scenario of Norazan et al. (2012) was used for 
the DEVC simulation. The regressors are derived from the normal 
distribution 𝑥𝑥𝑖𝑖~𝑁𝑁(0,1), and the errors are derived from the logistic 
distribution 𝜀𝜀𝑖𝑖~𝛬𝛬(0,1). The dependent variable is derived by using Eq. 
(30). 

The study of Ahmad et al. (2011) was used for the contamination 
rates and sample sizes of DEVC. The DEVC sample sizes were n=40, 60, 
80.100, and 200, and the pollution rates were 0.05, 0.10, and 0.15. 
However, a contamination rate of 0.20 is also included in this simulation 
to examine how the results will behave at heavy contamination. 

4.2. Simulation Results 

4.2.1. GSPR results  
A simulation study with a single regressor contaminated in each 

model was performed for the GSPR diagnostic measure for a logistic 
regression model with single, two, and five regressors. Table 5 shows the 
simulation results for datasets contaminated with extreme outliers for 
different sample sizes and combinations of contamination rates. Table 6 
shows the simulation results in which the datasets were contaminated by 
mild outliers. 
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Table 5. Simulation results with an extreme outlier in the single-regressor 
for the GSPR diagnostic measure 

  Single regressor Two regressors Five regressors 

n CR 
(%) 

CDR SR CDR SR CDR SR 

20 10 1,00 0,00 0,95 0,00 0,81 0,00 
 20 0,99 0,00 0,94 0,00 0,75 0,00 
 30 0,98 0,00 0,93 0,00 0,71 0,00 
30 10 1,00 0,01 0,99 0,00 0,89 0,00 
 20 1,00 0,01 0,98 0,00 0,87 0,00 
 30 1,00 0,01 0,97 0,00 0,83 0,00 
50 10 1,00 0,01 1,00 0,01 0,95 0,00 
 20 1,00 0,01 1,00 0,01 0,95 0,00 
 30 1,00 0,01 0,99 0,01 0,93 0,00 
100 10 1,00 0,01 1,00 0,01 0,99 0,01 
 20 1,00 0,01 1,00 0,01 0,98 0,00 
 30 1,00 0,01 1,00 0,01 0,98 0,00 
1000 10 1,00 0,01 1,00 0,02 1,00 0,01 
 20 1,00 0,01 1,00 0,02 1,00 0,01 
 30 1,00 0,01 1,00 0,02 1,00 0,01 
Note: CR: Contamination rate; CDR: Correct diagnostic rate; SR: 
Swamping rate 
 

According to Table 5, for the single-regressor model, the correct 
diagnosis rate of GSPR increases compared to small samples (n=20 and 
n=30) as the sample size increases. Meanwhile, as sample size increases, 
swamping rates increase, and swamping rates decrease in small samples 
as the contamination rate increases. 

  
Comparing simulation results for models with single, two, and 

five regressors shows that the GSPR measure performed better on the 
single-regressor model. Furthermore, for n = 20, 30, 50, and 100, the 
swamping rate declines as the number of regressors increases.  

 
Table 6. Simulation results with a mild outlier in the single-regressor for 
the GSPR diagnostic measure 

  Single regressor Two regressors Five regressors 

n CR 
(%) 

CDR SR CDR SR CDR SR 

20 10 0,98 0,00 0,88 0,00 0,68 0,00 
 20 0,97 0,00 0,86 0,00 0,64 0,00 
 30 0,96 0,00 0,86 0,00 0,59 0,00 
30 10 0,99 0,01 0,94 0,00 0,77 0,00 
 20 0,99 0,01 0,93 0,00 0,74 0,00 
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 30 0,99 0,01 0,91 0,00 0,71 0,00 
50 10 1,00 0,01 0,96 0,01 0,84 0,00 
 20 1,00 0,01 0,96 0,01 0,83 0,00 
 30 1,00 0,01 0,95 0,01 0,82 0,00 
100 10 1,00 0,01 0,98 0,01 0,91 0,01 
 20 1,00 0,01 0,98 0,01 0,89 0,00 
 30 1,00 0,01 0,98 0,01 0,88 0,00 
1000 10 1,00 0,01 0,99 0,02 0,93 0,01 
 20 1,00 0,01 0,99 0,02 0,93 0,01 
 30 1,00 0,01 0,99 0,02 0,93 0,01 
 

Table 6 shows that the correct diagnosis rate of the GSPR and the 
rate of swamping increases as the sample size increases for the single 
regressor model in the presence of the mild outlier in the dataset. The 
swamping rate declines as the contamination rate increases for each 
combination of sample size and contamination rate.  
 

When the simulation results of all models are compared, the 
single-regressor model outperforms both models in terms of the correct 
diagnosis rate of the GSPR. In all sample sizes, except for 500, the 
swamping rate of the GSPR declines as the number of regressors 
increases. For n=1000, the GSPR's swamping rate is highest in the two-
regressors model. 
 

Tables 5 and 6 show that GSPR’s correct diagnostic rate is 
greater than the other measures when the dataset contains extreme 
outliers. 
  

4.2.2. DEVC results  

Unlike other simulation scenarios, the sample sizes and 
contamination rates for this diagnosis measure are derived from Ahmad 
et al. (2011). Table 7 provides simulation results for the DEVC measure 
in the presence of extreme outliers. The simulation results for the dataset 
with mild outliers are shown in Table 8. 

Table 7 indicates that the DEVC measure performs best with 
small sample size and low contamination rate. Simulation results for the 
single-regressor model show that as the sample size increases, the rate of 
correct diagnosis of DEVC declines, while the rate of swamping 
increases.  

The DEVC measure performs best when there are five regressors 
when the simulation results of the single regressor model and the other 
models are compared. Despite similarities between the swamping rates 
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for models with one and two regressors, the DEVC's swamping rate 
decreases as the number of regressors increases. 

Table 7. Simulation results with an extreme outlier in the single-regressor 
for the DEVC diagnostic measure 

  Single regressor Two regressors Five regressors 

n CR 
(%) 

CDR SR CDR SR CDR SR 

40 5 0,87 0,14 0,87 0,13 0,98 0,09 
 10 0,60 0,14 0,61 0,14 0,78 0,08 
 15 0,46 0,15 0,46 0,15 0,56 0,09 
 20 0,36 0,16 0,37 0,16 0,41 0,09 
60 5 0,80 0,15 0,81 0,15 0,94 0,11 
 10 0,58 0,16 0,58 0,16 0,72 0,11 
 15 0,46 0,17 0,45 0,17 0,53 0,11 
 20 0,38 0,18 0,38 0,17 0,41 0,12 
80 5 0,78 0,17 0,77 0,16 0,90 0,12 
 10 0,57 0,17 0,57 0,17 0,68 0,13 
 15 0,45 0,18 0,45 0,18 0,51 0,13 
 20 0,39 0,19 0,39 0,19 0,41 0,14 
100 5 0,76 0,17 0,76 0,17 0,88 0,14 
 10 0,56 0,18 0,57 0,18 0,66 0,14 
 15 0,46 0,19 0,46 0,19 0,51 0,15 
 20 0,39 0,20 0,39 0,20 0,41 0,15 
200 5 0,72 0,20 0,73 0,20 0,81 0,17 
 10 0,56 0,22 0,56 0,22 0,61 0,18 
 15 0,47 0,22 0,47 0,22 0,50 0,19 
 20 0,42 0,23 0,41 0,23 0,42 0,20 
 
 
Table 8. Simulation results with a mild outlier in the single-regressor for 
the DEVC measure 

  Single regressor Two regressors Five regressors 

n CR 
(%) 

CDR SR CDR SR CDR SR 

40 5 0,90 0,21 0,91 0,21 0,97 0,16 
 10 0,72 0,22 0,74 0,22 0,78 0,17 
 15 0,61 0,23 0,62 0,23 0,63 0,19 
 20 0,52 0,24 0,54 0,24 0,53 0,20 
60 5 0,86 0,23 0,87 0,23 0,93 0,20 
 10 0,72 0,24 0,71 0,25 0,76 0,22 
 15 0,61 0,25 0,61 0,25 0,63 0,23 
 20 0,53 0,26 0,54 0,26 0,55 0,24 
80 5 0,86 0,25 0,87 0,25 0,90 0,22 
 10 0,71 0,26 0,71 0,26 0,74 0,25 
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 15 0,61 0,26 0,61 0,27 0,62 0,25 
 20 0,55 0,27 0,55 0,27 0,54 0,26 
100 5 0,85 0,26 0,85 0,26 0,89 0,25 
 10 0,71 0,27 0,71 0,27 0,73 0,26 
 15 0,62 0,28 0,62 0,28 0,63 0,27 
 20 0,55 0,27 0,54 0,28 0,55 0,27 
200 5 0,84 0,29 0,85 0,29 0,86 0,29 
 10 0,71 0,29 0,72 0,29 0,72 0,30 
 15 0,62 0,29 0,63 0,29 0,63 0,30 
 20 0,55 0,28 0,56 0,29 0,56 0,30 
 

Table 8 shows that the DEVC measure performs better when 
there are mild outliers and more regressors. The rate of correct DEVC 
diagnosis declines as sample size and contamination rate for the single-
regressor logistic regression model increase, while the rate of swamping 
increases. The performance of the DEVC measure improves as the 
number of regressors increases, and the swamping rate decreases in all 
sample sizes except n = 200, according to the simulation findings for the 
two- and five-regressor models. The DEVC measure is useful for small 
sample sizes and low contamination rates for models with one, two, and 
five regressors when comparing simulation results. 

Comparing Tables 7 and 8 reveals in the presence of mild outliers 
in the data, the rate of correct diagnosis of the DEVC measure is greater. 

5. Discussion 

This study compared single and multiple outliers diagnostic 
measures to identify outliers in the logistic regression model. In addition, 
the performance of multiple outliers diagnostic measures was evaluated 
by the simulation study. The results of diagnostic measures whose 
performance is assessed by various simulation scenarios—wherein a 
single regressor is contaminated first and later all regressors are 
contaminated—are provided. 

Using the modified Brown dataset of Imon and Hadi (2008), the 
performance of GSPR, a multiple outlier diagnostic measure for logistic 
regression, was compared with DR, PR, and SPR single outlier diagnostic 
measures. In contrast to the GSPR diagnostic measure, which 
successfully identified all outliers in the dataset, the DR, PR, and SPR 
diagnostic measures were found to mask outliers and hence failed to 
diagnose. Outliers in the GSPR are also more suited for graphical 
representation as compared to other diagnostic measures since they take 
larger values. Imon and Hadi (2008) obtained the same results in their 
study comparing GSPR with PR and SPR measures,  

Using the original Brown dataset (1980) with two regressors, 
another multiple outlier diagnostic measure, DEVC (Ahmad et al., 2011), 
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was compared to the diagnostic measures PR, DR, SPR, and SDR 
developed for the identification of a single outlier. The diagnostic 
measures DEVC, PR, SPR, and SDR accurately identified the outlier in 
the dataset for the ±2 threshold value. According to Agresti (2015), 
observations that are greater than the threshold values of ±2 and ±3 for 
traditional logistic regression diagnostic measures PR, DR, SPR, and 
SDR are outliers. Ahmad et al. (2011) found that DEVC performs better 
than other diagnostic measures when there are multiple outliers. Ahmad 
et al. (2011), in his study comparing DEVC and PR, DR, SPR, SDR 
diagnostic measures over different datasets for the threshold value of ±3, 
concluded that, unlike this study, traditional diagnostic measures were 
exposed to the masking effect and could not diagnose the outlier. 

As sample size increases, the correct diagnosis rate and 
swamping rate of the multiple outlier diagnostic measure GSPR increase, 
according to simulation findings when the single regressor is 
contaminated. The rate of correct diagnosis and swamping of this 
diagnostic measure declines as the number of regressors increases. GSPR 
performs best when there are extreme outliers in the dataset and a single 
regressor model. According to the simulation findings, where all 
regressors were contaminated, it was observed that as the number of 
regressors increased, both in the case where the datasets were 
contaminated by mild and extreme outliers, the rate of correct diagnosis 
of GSPR increased and the swamping rate decreased. The GSPR 
diagnostic measure performs better in the presence of extreme outliers 
and in the five-regressor model where all the regressors were 
contaminated. According to Midi and Ariffin (2013), if the observations 
to be extracted from the dataset are correctly determined at the beginning 
of the analysis, the GSPR is the most effective measure recently 
developed for determining outliers in a logistic regression model. 

The findings of the simulation study where the single regressor is 
contaminated show that the rate of correct diagnosis of DEVC, another 
measure of multiple outliers, decreases as the sample size and 
contamination rate increase, while the rate of swamping increases. As the 
number of regressors increases, the performance of the DEVC measure 
increases and the swamping rate declines. It can be said that the DEVC 
diagnostic measure is successful with a small sample size and low 
contamination rates. This diagnostic measure gives similar results for the 
simulation scenario in which all regressors are contaminated. Ahmad et 
al. (2011) compared DEVC with PR, DR, SPR, and SDR diagnostic 
measures in a simulation study for two regressor models. According to 
the results of their study, DEVC outperforms than other diagnostic 
measures in diagnosing all suspicious observations and multiple outliers. 
Unlike the results of Ahmad et al. (2011), Norazan et al. (2012) found 
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that RobDEVC and DEVC failed to identify all suspicious observations 
in a study comparing the diagnostic measure with a similar simulation 
scenario. 

 
When GSPR and DEVC multiple outlier diagnostic measures are 

compared, the accuracy diagnosis rates of diagnostic measures increase 
as the number of regressors increases, and GSPR shows the best 
performance when regressors are contaminated by extreme outliers and 
DEVC when they are contaminated by mild outliers. The rate of correct 
diagnosis for both diagnostic tools increases as the number of regressors 
increase. The GSPR measure takes values close to 1 for both extreme and 
mild outliers except n = 20 sample size for this simulation scenario and 
outperforms than the DEVC. Its swamping rate was also found to be 
lower. 
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INTRODUCTION 
 
It is fair to say that it should be modeling the data compiled over the 

phenomena using the most appropriate or almost accurate models in order 
to draw correct conclusions from the analysis of the phenomena. The 
researchers have taken major attention to introducing more flexible 
probability distribution models by taking this fact into account. In general, 
the new distribution models introduced by adding extra parameters to the 
base distributions have a more flexible modeling performance than the 
base distributions. The support sets of most of these new distributions, 
which have been brought to the literature based on the base distribution 
transformation techniques, are the real line or the positive semi-real line. It 
is important to note, however, that the developments made in introducing 
probability distributions defined on the bounded interval hang behind 
those of distributions defined on the unbounded support sets. 

 
Among the probability models represented on the bounded real line, 

the most popular distribution is the Beta distribution, which has a support 
set in the unit interval. For a long time, Beta distribution has been used as a 
model distribution in many branches of science from natural sciences to 
economics and engineering to health sciences since it has many beautiful 
features. Over time, a limited number of new distribution models have 
been proposed. These probability models are Topp-Leone model (Topp & 
Leone, 1955), the Kumaraswamy model (Kumaraswamy, 1980), unit 
gamma model (Grassia, 1977), log-Xgamma model (Altun & Hamedani, 
2018), exponentiated Topp–Leone model (Pourdarvish et al., 2015), unit 
Lindley model (Mazucheli et al, 2019), log-Lindley model (Gómez-Déniz 
et al., 2014),  unit Weibull model (Mazucheli et al., 2020), unit Burr - III 
model (Modi & Gill, 2020), unit inverse Gaussian model (Ghitany, et al., 
2019),  unit half normal model (Bakouch et al., 2021), and unit Teissier 
model (Krishna et al., 2022 ) by researchers who have studied the 
importance of introducing more flexible probability distribution models 
defined over the unit interval. In this context, the article derives a new and 
flexible probability model whose support set is the unit interval by 
considering the Ishita distribution as a base distribution. 

 
We organize the remainder section of the paper as follows. The 

section "Unit Ishita Distribution'' derives the UID. Basic properties of UID 
such as survival, hazard, reserved hazard, characteristic, and moment 
generating functions, and the distribution of its order statistics are 
investigated in section "Statistical Characteristics of the Unit Ishita 
Distribution''. The "Inference'' section investigates several estimators to 
estimate the UID's parameter. The section "Simulation Study'' conducts 
comprehensive numerical studies to evaluate the performance of the 
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estimator obtained in the paper. The section "Conclusions'' is concluded 
the work. 

 
UNIT ISHTA DISTRIBUTION 

 
Suppose 𝑋𝑋  is a random variable from Ishita distribution with 

parameter 𝜃𝜃 > 0. The probability density function (pdf) of 𝑋𝑋 is given by 
 

𝑓𝑓(𝑥𝑥,𝜃𝜃) =
𝜃𝜃3𝑒𝑒𝜃𝜃(−𝑥𝑥)(𝜃𝜃 + 𝑥𝑥2)

𝜃𝜃3 + 2
, 𝑥𝑥 > 0 (1) 

 
and the corresponding cumulative distribution function (cdf) is 

 

𝐹𝐹(𝑥𝑥,𝜃𝜃) = 1 −
𝑒𝑒−𝜃𝜃𝜃𝜃(𝜃𝜃3 + 𝜃𝜃2𝑥𝑥2 + 2𝜃𝜃𝜃𝜃 + 2)

𝜃𝜃3 + 2
, (2) 

 
where 𝜃𝜃  is the shape parameter of the Ishita distribution. Ishita 
distribution was first introduced by the study of the Shanker (Shanker & 
Shukla, 2017). Fundamentally, the Ishita is a mixture probability model 
with two components, which are exponential( θ ) and gamma(3 , θ) 
distributions. (Shanker & Shukla, 2017). Some specific statistical features 
of the distribution were also investigated by the authors. These features are 
figured in Table 1. 

 
Table 1. Some statistical features of the Ishita distribution 

Moment Generating Function 
𝑀𝑀𝑋𝑋(𝑡𝑡)  

  
�  

𝑛𝑛

𝑖𝑖=1

𝜃𝜃3 + (𝑖𝑖 + 1)(𝑖𝑖 + 2)
𝜃𝜃3 + 2

�
𝑡𝑡
𝜃𝜃
�
𝑖𝑖
 

Expectation 𝐸𝐸(𝑋𝑋)    𝜃𝜃3 + 6
𝜃𝜃(𝜃𝜃3 + 2) 

Variance 𝑉𝑉𝑉𝑉𝑉𝑉(𝑋𝑋)    𝜃𝜃6 + 16𝜃𝜃3 + 12
𝜃𝜃2(𝜃𝜃3 + 2)2  

Survival Function 𝑆𝑆𝑋𝑋(𝑥𝑥)    𝑒𝑒−𝜃𝜃𝜃𝜃(𝜃𝜃3 + 𝜃𝜃2𝑥𝑥2 + 2𝜃𝜃𝜃𝜃 + 2)
𝜃𝜃3 + 2  

Hazard Function 𝐻𝐻𝑋𝑋(𝑥𝑥)    𝜃𝜃3(𝜃𝜃 + 𝑥𝑥2)
𝜃𝜃3 + 𝜃𝜃2𝑥𝑥2 + 2𝜃𝜃𝜃𝜃 + 2 

 
The pdf of the UID is derived from the conversion 𝑌𝑌 = 𝑒𝑒−𝑋𝑋  by 
considering the pdf of Ishita distribution given by the equation (1). We 
regularize its description by the Definition 1. 

 
Definition 1. Suppose Y is a random variable from the UID with 
parameter θ. The pdf and the cdf of the UID are as follows: 
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𝑓𝑓(𝑦𝑦,𝜃𝜃) =
𝜃𝜃3𝑦𝑦𝜃𝜃−1(𝜃𝜃 + ln2(𝑦𝑦))

𝜃𝜃3 + 2
, 0 < 𝑦𝑦 < 1 (3) 

 
and 

 

𝐹𝐹(𝑦𝑦;𝜃𝜃) =
𝑦𝑦𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑦𝑦)(𝜃𝜃ln(𝑦𝑦) − 2) + 2)

𝜃𝜃3 + 2
, 0 < 𝑦𝑦 < 1 (4) 

 
respectively. We present the Figure 1 to illustrate the formal behavior of 
the pdf of the UID. As can be lucidly seen from Figure 1, UID is a possible 
probability distribution to model the left or right skewed data. 

 
Figure 1. Pdf of the UID for different values of the parameter 𝜃𝜃. 

 
STATISTICAL CHARACTERISTICS OF UNIT ISTHITA 
DISTRIBUTION 

 
This section of the study investigates some essential features of the 

UID, such as the survival, hazard rate, reserved hazard rate, characteristic, 
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and moment generating functions, and its first and second moments, 
variance, and the distribution of its order statistics. 

 
Survival and Hazard Rate Functions 

 
Let 𝑌𝑌 be a UID distributed random variable with parameters 𝜃𝜃 and 

𝑡𝑡 ∈ (0,1). By these assumptions and considering the pdf (3) and the cdf 
(4), the survival function of the UID, say 𝑆𝑆𝑌𝑌(𝑡𝑡; 𝜃𝜃), is given by 

 
𝑆𝑆𝑌𝑌(𝑡𝑡,𝜃𝜃) = 1− 𝐹𝐹𝑌𝑌(𝑡𝑡,𝜃𝜃) 

= 1−
𝑡𝑡𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑡𝑡)(𝜃𝜃ln(𝑡𝑡) − 2) + 2)

𝜃𝜃3 + 2
. 

(5) 

 
Following the general definition of the hazard rate function, the 

hazard rate and reserved hazard rate function of the UID are 
 

𝐻𝐻(𝑡𝑡; 𝜃𝜃) =
𝜃𝜃3𝑡𝑡𝜃𝜃−1(𝜃𝜃 + ln2(𝑡𝑡))

(𝜃𝜃3 + 2) �1− 𝑥𝑥𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑡𝑡)(𝜃𝜃ln(𝑡𝑡) − 2) + 2)
𝜃𝜃3 + 2 �

 (6) 

 
and 

𝜉𝜉(𝑡𝑡; 𝜃𝜃) =
𝜃𝜃3(𝜃𝜃 + ln2(𝑡𝑡))

𝑡𝑡(𝜃𝜃3 + 𝜃𝜃ln(𝑡𝑡)(𝜃𝜃ln(𝑡𝑡) − 2) + 2), (7) 

 
respectively. Figure 2 illustrates the behavior the hazard rate function of 
the UID for different values of the parameter 𝜃𝜃. 
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Figure 2. Hazard rate function of the UID for different values of the 

parameter 𝜃𝜃 
 

As can be seen from Figure 2, UID's hazard rate function is consistent with 
bathtub or increasing forms. 

 
Characteristic Function 

 
Following the definition of the characteristic function, the 

characteristic function of the UID is obtained as follows: 
 

𝜙𝜙𝑌𝑌(𝑡𝑡,𝜃𝜃) = �  
∞

−∞

𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓(𝑦𝑦,𝜃𝜃)𝑑𝑑𝑑𝑑 

                

=
2 3𝐹𝐹3(𝜃𝜃,𝜃𝜃,𝜃𝜃; 𝜃𝜃 + 1,𝜃𝜃 + 1,𝜃𝜃 + 1; 𝑖𝑖𝑖𝑖) + 𝜃𝜃4(−𝑖𝑖𝑖𝑖)−𝜃𝜃(Γ(𝜃𝜃) − Γ(𝜃𝜃,−𝑖𝑖

𝜃𝜃3 + 2
 

8) 
 

 
where Γ(. ) is the gamma function, Γ(. , . ) is the upper incomlete gamma 
function and  𝑎𝑎𝐹𝐹𝑏𝑏(. ; . ; . )  is the hypergeometric function, see 
(Abramowitz et al., 1988 ) for advanced information on these functions. 

 
Moment Generating Function and Moments  

 
In this subsection, we obtain the moment generating function (MGF) 

and moments of the UID. The MGF of the UID can be immediatelly 
written as 
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𝑀𝑀𝑌𝑌(𝑡𝑡,𝜃𝜃)

= �  
∞

−∞

𝑒𝑒𝑡𝑡𝑡𝑡𝑓𝑓(𝑦𝑦,𝜃𝜃)𝑑𝑑𝑑𝑑                                                                                                   (9) 

                    

=
(−𝑡𝑡)−𝜃𝜃�2(−𝑡𝑡)𝜃𝜃  3𝐹𝐹3(𝜃𝜃,𝜃𝜃,𝜃𝜃; 𝜃𝜃 + 1,𝜃𝜃 + 1,𝜃𝜃 + 1; 𝑡𝑡) + 𝜃𝜃4(Γ(𝜃𝜃) −

𝜃𝜃3 + 2
 

(10) 

 
where Γ(. ) is the gamma function, Γ(. , . )) is the upper incomlete gamma 
function and  𝑎𝑎𝐹𝐹𝑏𝑏(. ; . ; . ) is the hypergeometric function. 
 

Suppose 𝑟𝑟 is a non-negative integer than 𝑟𝑟𝑡𝑡ℎ  raw moment of the 
UID is obtained as 

 

𝜇𝜇𝑟𝑟 = 𝐸𝐸(𝑌𝑌𝑟𝑟) = �  
∞

−∞

𝑦𝑦𝑟𝑟𝑓𝑓(𝑦𝑦,𝜃𝜃)𝑑𝑑𝑑𝑑 

= �  
1

0

𝑦𝑦𝑟𝑟
𝜃𝜃3𝑦𝑦𝜃𝜃−1(𝜃𝜃 + ln2(𝑦𝑦))

𝜃𝜃3 + 2 𝑑𝑑𝑑𝑑 

=
𝜃𝜃3(𝜃𝜃(𝜃𝜃 + 𝑟𝑟)2 + 2)
(𝜃𝜃3 + 2)(𝜃𝜃 + 𝑟𝑟)3 . (11) 

 
By considering the equation (11), the first and secon moment of the UID 
can be written as 

 

𝜇𝜇1 = 𝐸𝐸(𝑌𝑌) =
𝜃𝜃3(𝜃𝜃(𝜃𝜃 + 1)2 + 2)
(𝜃𝜃 + 1)3(𝜃𝜃3 + 2)  

and 
 

𝜇𝜇2 = 𝐸𝐸(𝑌𝑌2) =
𝜃𝜃3(𝜃𝜃(𝜃𝜃 + 2)2 + 2)
(𝜃𝜃 + 2)3(𝜃𝜃3 + 2) , 

 
respectively. Thus the variance of the UID is obtained as follows: 

 
𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌) = 𝐸𝐸(𝑌𝑌2)− �𝐸𝐸(𝑌𝑌)�2 

= 𝜇𝜇2 − 𝜇𝜇12 

=
𝜃𝜃3(𝜃𝜃(𝜃𝜃 + 2)2 + 2)
(𝜃𝜃 + 2)3(𝜃𝜃3 + 2) −

𝜃𝜃6(𝜃𝜃(𝜃𝜃 + 1)2 + 2)2

(𝜃𝜃 + 1)6(𝜃𝜃3 + 2)2 . 
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Order Statistics 
 
Suppose 𝑌𝑌1, 𝑌𝑌2, . . . ,𝑌𝑌𝑛𝑛 is a sample from UID and 𝑌𝑌(1) ⋅⋅⋅ 𝑌𝑌(𝑛𝑛), (𝑌𝑌(1)

<

⋅⋅⋅< 𝑌𝑌(𝑛𝑛)) shows order statistics for this sample. With these notations, the 
pdf of the 𝑖𝑖𝑡𝑡ℎorder statistic is given by 

 
𝑓𝑓𝑌𝑌(𝑖𝑖)

(𝑦𝑦) =
𝑛𝑛!

(𝑖𝑖 − 1)! (𝑛𝑛 − 𝑖𝑖)!𝐹𝐹(𝑦𝑦)𝑖𝑖−1𝑓𝑓(𝑦𝑦)(1− 𝐹𝐹(𝑦𝑦))𝑛𝑛−𝑖𝑖                                            

=
𝑛𝑛!

(𝑖𝑖 − 1)! (𝑛𝑛 − 𝑖𝑖)!
𝜃𝜃3𝑥𝑥𝜃𝜃−1�𝜃𝜃+ ln2(𝑦𝑦)�

(𝜃𝜃3 + 2)  

�
𝑦𝑦𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑦𝑦)(𝜃𝜃ln(𝑦𝑦) − 2) + 2)

𝜃𝜃3 + 2 �
𝑖𝑖−1

× �1−
𝑦𝑦𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑦𝑦)(𝜃𝜃ln(𝑦𝑦)− 2) + 2)

𝜃𝜃3 + 2 �
𝑛𝑛−𝑖𝑖

 

(15) 

 
By considering the equation (15), the pdf of the first and 𝑛𝑛𝑡𝑡ℎ  order 
statistics are written as 

 

𝑓𝑓𝑌𝑌(1)
(𝑦𝑦) = 𝜅𝜅 �1−

𝑦𝑦𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑦𝑦)(𝜃𝜃ln(𝑦𝑦) − 2) + 2)
𝜃𝜃3 + 2

�
𝑛𝑛−1

 

and 
 

𝑓𝑓𝑌𝑌(𝑛𝑛)(𝑦𝑦) = 𝜅𝜅 �
𝑦𝑦𝜃𝜃(𝜃𝜃3 + 𝜃𝜃ln(𝑦𝑦)(𝜃𝜃ln(𝑦𝑦)− 2) + 2)

𝜃𝜃3 + 2
�
𝑛𝑛−1

, 

 

respectively, where 𝜅𝜅 = 𝑛𝑛𝜃𝜃3𝑦𝑦𝜃𝜃−1�𝜃𝜃+ln2(𝑦𝑦)�
𝜃𝜃3+2

. 
 

INFERENCE 
 

Maximum Likelihood Estimation 
 
Let 𝑌𝑌1,𝑌𝑌2 , . . . ,𝑌𝑌𝑛𝑛  be random variables distributed UID with 

parameter 𝜃𝜃  and 𝑦𝑦1,𝑦𝑦2, . . . ,𝑦𝑦𝑛𝑛  shows a realization of the sample 
𝑌𝑌1,𝑌𝑌2 , . . . ,𝑌𝑌𝑛𝑛 . Then the likelihood function 𝐿𝐿(𝜃𝜃,𝑦𝑦1,𝑦𝑦2, . . . ,𝑦𝑦𝑛𝑛)  of UID 
based on 𝑦𝑦1,𝑦𝑦2, . . . ,𝑦𝑦𝑛𝑛 measurements written as 

 

𝐿𝐿(𝜃𝜃, 𝑦𝑦1,𝑦𝑦2, . . . , 𝑦𝑦𝑛𝑛) = �  
𝑛𝑛

𝑖𝑖=1

𝜃𝜃3𝑦𝑦𝑖𝑖𝜃𝜃−1�𝜃𝜃 + ln2(𝑦𝑦𝑖𝑖)�
𝜃𝜃3 + 2  

 
and the log-likelihood function is written as 
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ln𝐿𝐿(𝜃𝜃,𝑦𝑦1 ,𝑦𝑦2 , . . . ,𝑦𝑦𝑛𝑛) = �  
𝑛𝑛

𝑖𝑖=1

ln�𝜃𝜃 + ln2(𝑦𝑦𝑖𝑖)�+ (𝜃𝜃 − 1)�  
𝑛𝑛

𝑖𝑖=1

ln(𝑦𝑦𝑖𝑖) + 

                         𝑛𝑛�3ln(𝜃𝜃) − ln(𝜃𝜃3 + 2)�. (19) 
 

Thus, by solving the score function given by equation (20), which derives 
the log-likelihood equation (19) with respect to 𝜃𝜃 and equates it to zero, 
we can obtain the maximum likelihood estimator of the 𝜃𝜃 parameter.  

 
𝛿𝛿ln𝐿𝐿(𝜃𝜃,𝑦𝑦1 ,𝑦𝑦2 , … ,𝑦𝑦𝑛𝑛)

𝛿𝛿𝛿𝛿 = �  
𝑛𝑛

𝑖𝑖=1

1
𝜃𝜃 + ln2(𝑦𝑦𝑖𝑖)

+�  
𝑛𝑛

𝑖𝑖=1

ln(𝑦𝑦𝑖𝑖) + �
3
𝜃𝜃 −

3𝜃𝜃2

𝜃𝜃3 + 2�𝑛𝑛 = 0. (20) 

 
Unfortunately, the analytical solution of the score function (20) cannot be 
obtained by using elementary operations. However, by employing a 
numerical method such as Newton-Raphson or using software like 
Octave's (Eaton et al., 2019) "fmincon'' function or "mle'' function of R 
(Team, 2013), we can easily reach the maximum likelihood estimates of 
the parameter 𝜃𝜃. 

 
Least-Squares and Weighted Least-Squares Estimation 

 
In this subsection, we investigate the least-squares estimator of the 

unknown 𝜃𝜃 parameter of the UID by following the notations of (Swain et 
al., 1988). Let 𝑌𝑌(1),𝑌𝑌(2),⋯ ,𝑌𝑌(𝑛𝑛) be an ordered random sample drawn from 
the UID with the 𝜃𝜃 parameter. Also, let a realization of 𝑌𝑌(1),𝑌𝑌(2),⋯ ,𝑌𝑌(𝑛𝑛) 
be represented as 𝑦𝑦(1),𝑦𝑦(2),⋯ ,𝑦𝑦(𝑛𝑛). By these assumptions, least-squares 
estimator of the parameter 𝜃𝜃  is obtained by minimizing the objective 
function 

 

𝑄𝑄𝐿𝐿𝐿𝐿𝐿𝐿 = �  
𝑛𝑛

𝑖𝑖=𝑗𝑗

�
𝑦𝑦(𝑗𝑗)
𝜃𝜃 �𝜃𝜃3 + 𝜃𝜃ln�𝑦𝑦(𝑗𝑗)��𝜃𝜃ln�𝑦𝑦(𝑗𝑗)� − 2�+ 2�

𝜃𝜃3 + 2 − 𝑃𝑃𝑗𝑗�
2

, 

 
with respect to parameter 𝜃𝜃, where 𝑃𝑃𝑗𝑗 = 𝑗𝑗

𝑛𝑛+1
 is the value of the emprical 

distribution function for the 𝑗𝑗𝑡𝑡ℎobservation. Because of the fact that the 
objective function 𝑄𝑄𝐿𝐿𝐿𝐿𝐿𝐿  includes nonlinear functions, it is not possible to 
obtain an explicit form of the least-squares estimator. But, it can be easily 
solved using a numerical method. 
 

By following similar steps, the weighted least-squares estimator of 
the parameter 𝜃𝜃 is obtained by minimizing 
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with respect to 𝜃𝜃. Here we propose using the "fmincon'' function of the 
Octave (Octave manual) to minimize the objective functions 𝑄𝑄𝐿𝐿𝐿𝐿𝐿𝐿  and 
𝑄𝑄𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 . 

 
Maximum Product Space Estimation 

 
We suppose that let 𝑌𝑌(1),𝑌𝑌(2),⋯ ,𝑌𝑌(𝑛𝑛) is a random sample from the 

UID with parameter 𝜃𝜃, and 𝑦𝑦(1),𝑦𝑦(2),⋯ ,𝑦𝑦(𝑛𝑛) is a realization of it. By 
considering and following the notations of (Ranneby, 1984), the maximum 
product space estimator of the parameter 𝜃𝜃 is obtained by numerically 
maximizing the objective function 
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with respect to parameter 𝜃𝜃, where 𝐹𝐹(. ,𝜃𝜃) implies the cdf of the 

UID given by equation (4), 𝐹𝐹�𝑌𝑌(0),𝜃𝜃� ≡ 0 , and 𝐹𝐹�𝑌𝑌(𝑛𝑛+1),𝜃𝜃� ≡ 1 . 
Fmincon function of the Octave ( Eaton et al., 2019) can be used to 
maximize the objective function 𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀. 
 
SIMULATION STUDY 
 

In this section, we investigate the performances of maximum 
likelihood, least-squares, weighted least-squares, and maximum product 
space estimators obtained in the previous section with numerical studies. 
In numerical studies, we use comparison criteria mean square error (MSE) 
and Bias given as  
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respectively, where 𝑚𝑚 is simulation repitation. In simulations repeated 
1000 times, the value of the parameter 𝜃𝜃  is set as (0.5,1.5,2.0). The 
results of the simulations carried out with different sample sizes of 
𝑛𝑛 = 50,100,500 and 1000 are presented in Tables 2-5. 
 

According to the simulated results given in Tables 2-5, it can be said 
that the proposed MLE, LSE, WLSE, and MPSE estimators for parameter 
TTT exhibit good estimation performance. Given the results in Tables 2-5, 
we conclude that all estimators are asymptotically consistent and unbiased 
since all estimators have lower Bias and lower MSE values as sample size 
𝑛𝑛  increases. Moreover, we also concluded that the MLE estimator 
outperforms the other estimators with smaller MSE values. 

 
Table  2: Simulated results for maximum likelihood estimation 

(MLE) in the different values of parameter 𝜃𝜃, (𝜃𝜃 = 0.5,1.5,2.0) 
       

 𝜃𝜃 = 0.5  
   

 𝜃𝜃 = 1.5  
     

 𝜃𝜃 = 2.0  
Method  𝑛𝑛 𝜃𝜃� Bias𝜃𝜃� MSE𝜃𝜃�  𝜃𝜃�  Bias 𝜃𝜃� MSE𝜃𝜃�  𝜃𝜃� Bias𝜃𝜃� MSE𝜃𝜃� 
MLE  50  0.5046  0.0046 0.0020  1.5169  0.0169  0.0116   2.0118  0.0118  0.0294 

 100  0.5044  0.0044 0.0011  1.5203  0.0203  0.0088   2.0100  0.0100  0.0125 
 500  0.5033  0.0033 0.0007  1.5055  0.0055  0.0016   2.0025  0.0025  0.0031 
 1000  0.5010  0.0010 0.0006  1.5030  0.0030  0.0006   2.0125  0.0125  0.0020 
 
Table  3: Simulated results for least-squares estimation (LSE) in the 

different values of parameter 𝜃𝜃, (𝜃𝜃 = 0.5,1.5,2.0) 
      

 𝜃𝜃 = 0.5  
    

 𝜃𝜃 = 1.5  
    

 𝜃𝜃 = 2.0  
Method   𝑛𝑛  𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�    𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�     𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃� 
LSE  50  0.5184  0.0184  0.0017    1.5090  0.0090  0.0120    2.0015  0.0015  0.0380 
 100  0.5152  0.0152  0.0008    1.5128  0.0128  0.0083    2.0064  0.0064  0.0156 
 500  0.5230  0.0230  0.0007    1.5030  0.0030  0.0018    1.9948  0.0052  0.0033 
 1000  0.5257  0.0257  0.0007    1.4989  0.0011  0.0006    2.0061  0.0061 0.0019 

 
Table  4: Simulated results for weighted least-squares estimation 

(WLSE) in the different values of parameter 𝜃𝜃, (𝜃𝜃 = 0.5,1.5,2.0) 
      

 𝜃𝜃 = 0.5  
    

 𝜃𝜃 = 1.5  
    

 𝜃𝜃 = 2.0  
Method   𝑛𝑛  𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�    𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�    𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃� 
WLSE  50  0.5102  0.0102  0.0018    1.5115  0.0115  0.0126    2.0068  0.0068  0.0410 

 100  0.5092  0.0092  0.0007    1.5134  0.0134  0.0082    2.0120  0.0120  0.0175 
 500  0.5079  0.0079  0.0003    1.5032  0.0032  0.0018    1.9937  0.0063  0.0037 
 1000  0.5087  0.0087  0.0001    1.4979  0.0021  0.0007    2.0043  0.0043  0.0020 
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Table  5: Simulated results for maximum product space estimation 
(MPSE) in the different values of parameter 𝜃𝜃, (𝜃𝜃 = 0.5,1.5,2.0) 
      

 𝜃𝜃 = 0.5  
    

 𝜃𝜃 = 1.5  
    

 𝜃𝜃 = 2.0  
Method  𝑛𝑛  𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�    𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃�    𝜃𝜃�  Bias𝜃𝜃�  MSE𝜃𝜃� 
MPSE  50  0.5200  0.0200  0.0154    1.5206  0.0206  0.0177    2.0315  0.0315  0.0339 

 100  0.5194  0.0194  0.0066    1.5075  0.0075  0.0054    2.0286  0.0286  0.0144 
 500  0.5034  0.0034  0.0013    1.5050  0.0050  0.0012    2.0100  0.0100  0.0025 
 1000  0.5015  0.0015  0.0005    1.5068  0.0068  0.0008    2.0080  0.0080  0.0013 
 

CONCLUSION 
 
This study has focused on the introduction of a new probability 

distribution model called UID, which is capable of modeling data in a unit 
range. The pdf and cdf of the distribution that is the subject of the study 
were obtained by choosing the base distribution the Ishita distribution 
defined in the positive semi-real interval and using the 𝑒𝑒−𝑦𝑦 transform. 
The pdf behavior of the UID is illustrated by given a figure. Inaddition, its 
features like moments and moment generating function, expectation, 
variance, and survival, hazard rate, reserved hazard rate functions, and 
order statistics' distribution are investigated in details. Four different 
estimator to estimate the unkonown parameter 𝜃𝜃 are obtained by using the 
methodologies maximum likelihood, maximum product space, 
least-squares, and weighted least-squares. In addition, a numerical study is 
performed on different values of the 𝜃𝜃  parameter and estimation 
performances of the estimators obtained by the study are figured.  
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INTRODUCTION 
 

Coordination chemistry is one of the most substantial and 
speedily developing branches of inorganic chemistry. Coordination 
compounds are very important in inorganic chemistry and have a wide 
research area due to their structure, abundance, colors, magnetic 
properties and chemical reactions. Today, coordination compounds are 
frequently encountered in industry, biological systems and various 
chemical processes (Zhang, 2017). 

 
Schiff bases are the most used ligands in coordination chemistry. 

Schiff bases, which are formed by the condensation of primary amines 
with aldehydes, have been known as Schiff base compounds since they 
were first explored by the German chemist Hugo Schiff in 1864 (Schiff, 
1864). Due to their very flexible and variable structural properties, many 
Schiff bases and their metal complexes have been investigated (Ebead et 
al., 2016, İnci et al, 2021). Schiff bases are also known as good nitrogen 
donor ligands. These ligands donate one or more electron pairs to the 
metal ion during the formation of the coordination compound. Schiff 
bases are from the ligand group frequently used in the field of 
coordination chemistry. Recently, some metal complexes have been used 
in the pharmaceutical industry, in the diagnosis of diseases and has 
started to gain importance in the treatment (Gasser, 2015). The 
determination of the effectiveness of the complexes of Schiff bases with 
transition metals in living organisms has led to an increase in studies on 
these compounds. The importance of coordination compounds in industry 
and biological systems today is increasing (Li et al. 2020, Bitu et al. 
2020). Schiff bases are of interest in the scientific community because of 
their easy preparation, cheapness, accessibility, as well as many 
properties such as thermal resistance, liquid crystal property, conductivity 
and chelation, and their importance in our practical life is increasing day 
by day. This study highlights recently synthesized Schiff bases derived 
from amino acids containing N,N-donor atoms as well as their 
characterization methods. 

 
Schiff bases 

 
Schiff bases are compounds obtained from the condensation of 

aldehydes or ketones with primary amines. Because they contain C=N in 
their structure, they are called “imine” or “azomethine” compounds. 
Schiff bases are denoted by the formula R1C=NR. R and R1 are alkyl or 
aryl substituents (Park et al. 1998). As a result of the reaction of primary 
amines and carbonyl compounds such as aldehydes and ketones, it was 
determined that the Schiff base consists of two main steps. 
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aryl substituents (Park et al. 1998). As a result of the reaction of primary 
amines and carbonyl compounds such as aldehydes and ketones, it was 
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First step: 
 

 
 
In the first step, the carbonylamine is formed from the condensation of 
the carbonyl group with the primary amine. The first step usually occurs 
in acidic solutions. Therefore, imine formation is a reaction dependent on 
the pH of the medium. If the solution pH is too low, the amine 
concentration decreases to a negligible extent, in which case the normally 
fast addition step slows down and becomes the rate determining step in 
the reaction sequence (Mederos et al. 1999). 
 
Second step: 

 
In the second step, the OH- group is separated as H2O and the increase in 
the acid concentration in the medium increases the speed of the second 
step. In aqueous solutions, the condensation equilibrium of Schiff bases is 
prone to shift to hydrolysis, so condensations are carried out in 
environments where water can be removed by distillation. Imines formed 
from aromatic amines and aldehydes are more stable and more resistant 
to hydrolysis than those formed from aliphatic compounds (Malakyan et 
al. 2016). 
 

Schiff bases can easily form complexes with electron donor 
atoms such as N, S, O. The type and number of these atoms have a great 
effect on the complex structure and diversity, but the resulting complex 
structure is not shaped only by donor atoms. Factors such as the metal 
salt with which the ligand reacts, the molar ratio of the reacting ligand 
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and the metal salt can also affect the structure of the complex. Depending 
on the type and number of donor atoms they contain Schiff bases can be 
defined as NO, N2O2, ONO, ONS, NS type ligand. Schiff bases can be 
classified as shown in Figure 1. 

  

 
 

Figure 1. Classification of Schiff bases and metal complexes (Uddin et al. 
2020) 

 

Schiff base-metal complexes 
 

Three methods can be used to synthesize metal complexes of 
Schiff bases. These methods are the direct interaction of the metal salt 
with the Schiff base (March, 1972), the condensation of aldehyde, amine 
and metal salt as a template (Fernández et al. 2001), and finally the 
condensation of aldehyde complexes with amines (Krygowski et al. 
1997). Metal acetates are the most suitable compounds because they are 
soluble in alcohol and form weak acid salts in the environment. The most 
effective of the methods used starts with first synthesizing the ligand and 
then isolating it. Divalent metal ions are commonly used as metals. 

 
Since the nitrogen atom in the imine bond contains unpaired 

electrons, it is an electron donor and has a basic character. This atom, 
which can also be defined as the nitrogen of azomethine, is the primary 
bonding point for a Schiff base. The azomethine system, in which the 
nitrogen atom is bonded with a double bond, can also be a coordination 
site for d-metal ions (Abou-Hussein et al. 2014). 
 

Schiff bases are widely used ligands in coordination chemistry. 
Nitrogen in the imine group has coordinating properties as a donor atom. 
In addition, the presence of groups such as -OH, -SH, -NH2 in the ortho 
position in the benzene ring adjacent to the azomethine group in aromatic 
Schiff bases and the use of Schiff bases as polydentate ligands have 
increased their importance in coordination chemistry. Since amino acids 
contain primary amine groups, they give Schiff base reaction with 
aldehydes. Since the -NH2 group in amino acids is activated by the 
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and the metal salt can also affect the structure of the complex. Depending 
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soluble in alcohol and form weak acid salts in the environment. The most 
effective of the methods used starts with first synthesizing the ligand and 
then isolating it. Divalent metal ions are commonly used as metals. 

 
Since the nitrogen atom in the imine bond contains unpaired 

electrons, it is an electron donor and has a basic character. This atom, 
which can also be defined as the nitrogen of azomethine, is the primary 
bonding point for a Schiff base. The azomethine system, in which the 
nitrogen atom is bonded with a double bond, can also be a coordination 
site for d-metal ions (Abou-Hussein et al. 2014). 
 

Schiff bases are widely used ligands in coordination chemistry. 
Nitrogen in the imine group has coordinating properties as a donor atom. 
In addition, the presence of groups such as -OH, -SH, -NH2 in the ortho 
position in the benzene ring adjacent to the azomethine group in aromatic 
Schiff bases and the use of Schiff bases as polydentate ligands have 
increased their importance in coordination chemistry. Since amino acids 
contain primary amine groups, they give Schiff base reaction with 
aldehydes. Since the -NH2 group in amino acids is activated by the 

inductive effect of the -COOH group, they give Schiff base reaction with 
aldehydes more easily than other aliphatic primary amines (Asif, 2015). 
The mechanism of imine formation because of its reaction with 
benzaldehyde is as follows (Schemes1 and 2). 
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Scheme 1. Reaction of an amino acid with benzaldehyde 
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Scheme 2. Tautomerization reaction of Schiff base 
 
Ligands containing N,N-donor atoms like 1,10-phenanthroline 

and 2,2’-bipyridine and its derivatives are widely used as ligands in 
biochemistry studies, especially in inhibition of metalloenzymes (Abebe 
et al. 2018). These types of ligands have a rigid skeleton and excellent 
ability to coordinate with many metal ions. It exhibits an effective 
situation in technological applications thanks to strong absorption in the 
ultraviolet region, its high charge transfer mobility, bright light emission 
properties. Synthesis of organometallic complexes, biosensors, molecular 
chemistry, catalysts for oxidative organic synthesis, purification of water, 
disease diagnosis and treatment, etc. used in a wide variety of fields 
(Zhang et al. 2007, Zhong et al. 2008). 
 

Characterization methods 
 
The spectroscopic properties of Schiff bases are of interest 

because of their biochemical properties as well as their importance in 
analytical applications. 1H-NMR studies are for the determination of 
chemical shift values of imine and bound groups. The peak of the imine 
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proton is observed as a singlet in the low area and the chemical shift 
value (δ, ppm) is higher than the bound aromatic groups. FTIR spectral 
studies uncovered coordination of functional groups of Schiff bases 
containing OH, NH, CO, HC=N and azomethine nitrogen. Characteristic 
υ(C=N) vibration bands are observed in the FTIR spectra of Schiff bases. 
In metal complexes, the decrease in electron density on the donor atom 
by bonding from azomethine nitrogen weakens the double bond and 
shifts the υ(C=N) vibration to a low frequency. In the electronic 
absorption spectrum of Schiff bases, the absorption peaks of the π→π* 
transition of the azomethine or imine group are observed in the ultraviolet 
region in the range of 200-300 nm. In metal complexes, besides the 
π→π* transitions, L→M or M→L charge transfer transitions are 
observed around 400 nm. In transition metals, d-d transitions are 
observed in the 400-800 nm range. The redox behaviour of the Schiff 
bases and their complexes is searched by cyclic voltammetry. Thermal 
stability of Schiff bases and their complexes are investigated by 
thermogravimetric measurements. X-ray crystallography analysis results 
provide bond lengths and angles of Schiff bases and their complexes. 
 

Significance of ternary metal complexes 
 

The study of ternary metal complexes has received great 
importance of late years owing to their wide applications in different 
fields and their presence in biological environments (Cozzi, 2004). In 
biological system metal ions form ternary complexes which substantially 
contain the interaction of the metal ion with two or more different ligands 
(Marco et al. 2006). Ternary metal complexes containing amino acids 
have importance since they are potential models for enzyme metal ion 
substrate complexes (Reddy et al. 2004).  
 

Recently, ternary metal complexes containing amino acid Schiff 
base and N,N-donor atoms like 2,2’-bipyridine (bpy) (Bandyopadhay et 
al. 2016, Lu et al. 2011, Theetharappan et al. 2017, Sasikumar et al. 
2019, Ebead et al. 2016, Osmanković et al. 2021), 1,10-phenanthroline 
(phen) (Lu et al. 2011, Li et al. 2020, Reddy et al. 2004, Zhao et al. 2016, 
Boghaei and Gharagozlou, 2007, Ruman et al. 2014, Theetharappan et al. 
2017, Sasikumar et al. 2019, Ebead et al. 2016, Osmanković et al. 2021), 
dipyrido[3,2-d:2′,3′-f]quinoxaline (dpq) (Lu et al. 2011, Reddy et.al 
2004), dipyrido[3,2-a:2′,3′-c]phenazine (dppz) (Lu et al. 2011), 
5,6‐dimethyl‐1,10‐ phenanthroline (dmphen) (Bitu et al. 2020, 
Theetharappan et al. 2017) have been reported. Since ternary metal 
complexes are biologically important, the synthesis and characterization 
of the ternary metal complexes is significant. In the Table 1 given below, 
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proton is observed as a singlet in the low area and the chemical shift 
value (δ, ppm) is higher than the bound aromatic groups. FTIR spectral 
studies uncovered coordination of functional groups of Schiff bases 
containing OH, NH, CO, HC=N and azomethine nitrogen. Characteristic 
υ(C=N) vibration bands are observed in the FTIR spectra of Schiff bases. 
In metal complexes, the decrease in electron density on the donor atom 
by bonding from azomethine nitrogen weakens the double bond and 
shifts the υ(C=N) vibration to a low frequency. In the electronic 
absorption spectrum of Schiff bases, the absorption peaks of the π→π* 
transition of the azomethine or imine group are observed in the ultraviolet 
region in the range of 200-300 nm. In metal complexes, besides the 
π→π* transitions, L→M or M→L charge transfer transitions are 
observed around 400 nm. In transition metals, d-d transitions are 
observed in the 400-800 nm range. The redox behaviour of the Schiff 
bases and their complexes is searched by cyclic voltammetry. Thermal 
stability of Schiff bases and their complexes are investigated by 
thermogravimetric measurements. X-ray crystallography analysis results 
provide bond lengths and angles of Schiff bases and their complexes. 
 

Significance of ternary metal complexes 
 

The study of ternary metal complexes has received great 
importance of late years owing to their wide applications in different 
fields and their presence in biological environments (Cozzi, 2004). In 
biological system metal ions form ternary complexes which substantially 
contain the interaction of the metal ion with two or more different ligands 
(Marco et al. 2006). Ternary metal complexes containing amino acids 
have importance since they are potential models for enzyme metal ion 
substrate complexes (Reddy et al. 2004).  
 

Recently, ternary metal complexes containing amino acid Schiff 
base and N,N-donor atoms like 2,2’-bipyridine (bpy) (Bandyopadhay et 
al. 2016, Lu et al. 2011, Theetharappan et al. 2017, Sasikumar et al. 
2019, Ebead et al. 2016, Osmanković et al. 2021), 1,10-phenanthroline 
(phen) (Lu et al. 2011, Li et al. 2020, Reddy et al. 2004, Zhao et al. 2016, 
Boghaei and Gharagozlou, 2007, Ruman et al. 2014, Theetharappan et al. 
2017, Sasikumar et al. 2019, Ebead et al. 2016, Osmanković et al. 2021), 
dipyrido[3,2-d:2′,3′-f]quinoxaline (dpq) (Lu et al. 2011, Reddy et.al 
2004), dipyrido[3,2-a:2′,3′-c]phenazine (dppz) (Lu et al. 2011), 
5,6‐dimethyl‐1,10‐ phenanthroline (dmphen) (Bitu et al. 2020, 
Theetharappan et al. 2017) have been reported. Since ternary metal 
complexes are biologically important, the synthesis and characterization 
of the ternary metal complexes is significant. In the Table 1 given below, 

metal ion, amino acid and N,N-donor atoms used in the synthesis of the 
ternary metal complexes in the literature are given. 

Table 1. Schiff bases containing amino acid Schiff base and N,N-donor atoms 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor atom Structure Ref 

Ni(II) Salicyl 
aldehyde 

Histidine  
 

2,2′-bipyridine 
(bpy) 

 
[Ni(Schiff base)(bpy)]H2O 

Bandyopad
hay  

et al.  
2006 

V(IV) Salicyl 
aldehyde 

Tyrosine (tyr) 
Alanine (ala) 

Asparagine (asn)  
Lysine (lys) 

(phen) 
1,10-

phenanthroline  
(bpy) 2,2′-
bipyridine  

(dppz) 
dipyrido[3,2-
a:2′,3′-c] 

phenazine 
(dpq) 

dipyrido[3,2-
d:2′,3′-f] 

quinoxaline  
 

 

 
[VIVO(Schiff base)(phen)] 

Lu et al. 
2011 

Ni(II) Salicyl 
aldehyde 
o-vanillin 
2-hydroxy 
-1-naphth 
aldehyde 

Tryptophan (trp) 
 

(phen) 
1,10-

phenanthroline  
 

 
[Ni (Schiff 

base)(phen)(CH3OH)] 

 
[Ni (Schiff 

base)(phen)(CH3OH)] 
2CH3OH 

Li et al. 
2020 
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Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor 

atom 
Structure Ref 

Cu(II) o-vanillin Tryptophan 
(trp) 

 
(dmphen) 

5,6‐dimethyl‐1,
10‐ 

Phenanthroline 
 

(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 
 

 

 
[Cu(Schiff base)(bpy)] 

 

 
[Cu(Schiff base)(phen)] 

 

 
[Cu(Schiff base)(dmphen)] 

Theetharappan 
et al. 
2017 

Zn(II) 
Cu(II) 
Ni(II) 
Co(II)  

5-bromo 
Salicyl 

aldehyde 

Alanine (ala) 
 

(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 

 

 
[M(Schiff base)(phen/bpy)] 

Sasikumar 
et al. 
2019 
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Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor 

atom 
Structure Ref 

Cu(II) o-vanillin Tryptophan 
(trp) 

 
(dmphen) 

5,6‐dimethyl‐1,
10‐ 

Phenanthroline 
 

(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 
 

 

 
[Cu(Schiff base)(bpy)] 

 

 
[Cu(Schiff base)(phen)] 

 

 
[Cu(Schiff base)(dmphen)] 

Theetharappan 
et al. 
2017 

Zn(II) 
Cu(II) 
Ni(II) 
Co(II)  

5-bromo 
Salicyl 

aldehyde 

Alanine (ala) 
 

(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 

 

 
[M(Schiff base)(phen/bpy)] 

Sasikumar 
et al. 
2019 

 

  

Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor atom Structure Ref 

Cu(II) Salicyl 
aldehyde 

Phenylalanine 
(phe) 

Alanine (ala) 
Glycine (gly) 

 
(dpq) 

dipyrido[3,2-
d:2′,3′-

f]quinoxaline  
 

(phen) 
1,10-

phenanthroline  
 

 

 

 
[Cu(Schiff 

base)(phen)]5H2O 
 

Reddy et.al 
2004 

Ni(II) o-vanillin Methionine (met) 
 

(phen) 
1,10-

phenanthroline  

 
[Cu(Schiff 

base)(phen)(CH3OH)] 
 

Zhao et al. 
2016 

Zn(II) Salicyl 
aldehyde-5-
sulfonates 

Phenylalanine 
(phe) 

Leucine (leu) 
Valine (val) 
Alanine (ala) 
Glycine (gly) 

 
(phen) 
1,10-

phenanthroline  

 

 
 [Zn(Schiff base)(phen)] 

 

Boghaei 
and 

Gharagozlo
u 

2007 
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Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor atom Structure Ref 

Cu(II) 
U(II) 

2-hydroxy-
1-naphth 
aldehyde 

Phenylalanine 
(phe) 

Leucine (leu) 
Valine (val) 
Alanine (ala) 
Glycine (gly) 

 
(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 
 

 

 

 

 
 

Ebead et al. 
2016 

V(IV) 3-hydroxy 
benz 

aldehyde 

Phenylalanine 
(phe) 

Methionine (met) 
Leucine (leu) 
Alanine (ala) 
Glycine (gly) 

 
(dmphen) 

5,6‐dimethyl‐1,1
0‐ 

Phenanthroline 
 

  
[VO(Schiff base)(dmphen)] 

Bitu et al. 
2020 
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Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor atom Structure Ref 

Cu(II) 
U(II) 

2-hydroxy-
1-naphth 
aldehyde 

Phenylalanine 
(phe) 

Leucine (leu) 
Valine (val) 
Alanine (ala) 
Glycine (gly) 

 
(phen) 
1,10-

phenanthroline  
 

(bpy) 
2,2′-bipyridine  

 
 

 

 

 

 
 

Ebead et al. 
2016 

V(IV) 3-hydroxy 
benz 

aldehyde 

Phenylalanine 
(phe) 

Methionine (met) 
Leucine (leu) 
Alanine (ala) 
Glycine (gly) 

 
(dmphen) 

5,6‐dimethyl‐1,1
0‐ 

Phenanthroline 
 

  
[VO(Schiff base)(dmphen)] 

Bitu et al. 
2020 

 

  

Table 1. Continued 

Metal 
ion 

Aldehyde 
ketone 

Amino acids / 
N,N-donor 

atom 
Structure Ref 

Cu(II) 
Co(II) 
Zn(II) 

p-
substitute 

benz 
aldehyde  
L1 = NO2 
L2=OCH3 

Methionine 
(met) 

 
(phen) 
1,10-

phenanthroline  

 

 
 

Ruman et 
al. 2014 

Ru(II) Salicyl 
aldehyde 

Phenylalanine 
(phe) 

Methionine 
(met) 

Cysteine (cys) 
Glycine (gly) 

 
(bpy) 

2,2′-bipyridine  

 

 

 

 

 

Osmankov
ić et al. 
2021 

 
Bandyopadhyay and coworkers have clarified synthesis and 

characterization of new Schiff base N-(2-hydroxybenzyl)-L-histidine 
(H2hb-L-his, H2L), and its nickel(II) and copper(II) complexes in the 
absence and presence of N,N-donor atom, 2,2’-bipyridine(bpy). 
[Ni(H2hb-L-his)(H2O)2], [Cu(H2hb-L-his)(H2O)] and [Ni(H2hb-L-
his)(bpy)]H2O have been characterized by single crystal X-ray 
diffraction, FTIR, 1H NMR and CHN analysis methods. According to the 
X-ray diffraction results, it was determined that [Ni(H2hb-L-



DUYGU İNCİ ÖZBAĞCI, RAHMIYE AYDIN64 .

his,ONNO)(bpy,NN)]H2O was crystallized in a distorted octahedral 
geometry (Bandyopadhyay et al. 2006). 

 
Lu et al., synthesized a series of oxovanadium complexes -

[VIVO(SalAla)(bpy)] (1), (SalAla, salicylidene alanine), 
[VIVO(SalAla,ONO)(phen,NN)] (2), [VIVO(SalAla,ONO)(dpq,NN)] (3), 
[VIVO(SalAla,ONO)(dppz,NN)] (4), [VIVO(SalLys,ONO)(dpq,NN)] (5), 
(SalAla, salicylidene lysine), [VIVO(SalLys,ONO)(dppz,NN)] (6), 
[VIVO(SalAsp,ONO)(dppz,NN)], (SalAla, salicylidene asparagine), (7), 
[VIVO(SalTrp,ONO)(dppz,NN)] (8), (SalAla, salicylidene tyrosine), NN: 
dipyrido [3,2-a:2′,3′-c]phenazine (dppz), dipyrido[3,2-d:2′,3′-f]quinoxaline 
(dpq), 1,10-phenanthroline (phen), 2,2′-bipyridine (bpy)-. They have been 
characterized by single crystal X-ray diffraction, elemental analysis, UV-
Visible, FTIR, ESI-MS, EPR, conductivity methods. The structure of 
[VIVO(SalAla)(phen)] was determined by the single crystal X-ray diffraction 
method. It was determined that [VIVO(SalAla,ONO)(phen,NN)] was in a 
distorted octahedral geometry. The Schiff base is coordinated from the imine 
nitrogen, carboxylate oxygen and phenolate oxygen to the oxovanadium(IV) 
ion (Lu et al. 2011) 

 
Li et al., synthesized three new a distorted octahedral geometries of 

Ni(II) complexes -[Ni(Trp-sal,ONO)(phen,NN)(CH3OH)] (1) (Trp-sal, 
salicylidene tryptophan),  [Ni(Trp-o-van,ONO) (phen,NN)(CH3OH)] 
2CH3OH (2) (Trp-o-van, o‐vanillinidene tryptophan),  [Ni(Trp-naph,ONO) 
(phen,NN)(CH3OH)] (3) (Trp-naph, 2-hydroxy-1-naphthalidene tryptophan), 
and phen: 1, 10-phenanthroline- and characterized by FTIR, single crystal X-
ray diffraction and CHN analysis methods. The Schiff base is coordinated 
from the imine nitrogen, carboxylate oxygen and phenolate oxygen to the 
nickel(II) ion (Li et al. 2020). 
 

Theetharappan et al., formulated complexes as 
[Cu(o‐vanillin‐L‐tryptophan Schiff base,ONO)(diamine,NN)] (diimine: 
5,6-dimethyl -1,10-phenanthroline (dmphen), 1,10-phenanthroline (phen), 
2,2'-bipyridine (bpy)) were synthesized and characterized by CHN 
analysis, UV-Visible, FTIR, ESI-MS, EPR and cyclic voltammetry 
methods. The researchers determined that the synthesized complexes 
were in a distorted square pyramid geometry (Theetharappan et al. 2017). 
 

Reddy et al., formulated complexes as [Cu(salgly/ala/phe)L] (L: 
(dpq) dipyrido[3,2-d:2′,3′-f]quinoxaline, (phen) 1,10-phenanthroline, 
salgly, salicylidene glycine, salala, salicylidene alanine, salphe, 
salicylidene phenylalanine) were synthesized-[Cu(salgly,ONO)(L,NN)] 
(phen (1), dpq (2)), [Cu(salala,ONO)(L,NN)] (phen (3), dpq (4)), 
[Cu(salphe,ONO)(L,NN)] (phen (5), dpq (6))- and characterized by single 
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his,ONNO)(bpy,NN)]H2O was crystallized in a distorted octahedral 
geometry (Bandyopadhyay et al. 2006). 

 
Lu et al., synthesized a series of oxovanadium complexes -

[VIVO(SalAla)(bpy)] (1), (SalAla, salicylidene alanine), 
[VIVO(SalAla,ONO)(phen,NN)] (2), [VIVO(SalAla,ONO)(dpq,NN)] (3), 
[VIVO(SalAla,ONO)(dppz,NN)] (4), [VIVO(SalLys,ONO)(dpq,NN)] (5), 
(SalAla, salicylidene lysine), [VIVO(SalLys,ONO)(dppz,NN)] (6), 
[VIVO(SalAsp,ONO)(dppz,NN)], (SalAla, salicylidene asparagine), (7), 
[VIVO(SalTrp,ONO)(dppz,NN)] (8), (SalAla, salicylidene tyrosine), NN: 
dipyrido [3,2-a:2′,3′-c]phenazine (dppz), dipyrido[3,2-d:2′,3′-f]quinoxaline 
(dpq), 1,10-phenanthroline (phen), 2,2′-bipyridine (bpy)-. They have been 
characterized by single crystal X-ray diffraction, elemental analysis, UV-
Visible, FTIR, ESI-MS, EPR, conductivity methods. The structure of 
[VIVO(SalAla)(phen)] was determined by the single crystal X-ray diffraction 
method. It was determined that [VIVO(SalAla,ONO)(phen,NN)] was in a 
distorted octahedral geometry. The Schiff base is coordinated from the imine 
nitrogen, carboxylate oxygen and phenolate oxygen to the oxovanadium(IV) 
ion (Lu et al. 2011) 

 
Li et al., synthesized three new a distorted octahedral geometries of 

Ni(II) complexes -[Ni(Trp-sal,ONO)(phen,NN)(CH3OH)] (1) (Trp-sal, 
salicylidene tryptophan),  [Ni(Trp-o-van,ONO) (phen,NN)(CH3OH)] 
2CH3OH (2) (Trp-o-van, o‐vanillinidene tryptophan),  [Ni(Trp-naph,ONO) 
(phen,NN)(CH3OH)] (3) (Trp-naph, 2-hydroxy-1-naphthalidene tryptophan), 
and phen: 1, 10-phenanthroline- and characterized by FTIR, single crystal X-
ray diffraction and CHN analysis methods. The Schiff base is coordinated 
from the imine nitrogen, carboxylate oxygen and phenolate oxygen to the 
nickel(II) ion (Li et al. 2020). 
 

Theetharappan et al., formulated complexes as 
[Cu(o‐vanillin‐L‐tryptophan Schiff base,ONO)(diamine,NN)] (diimine: 
5,6-dimethyl -1,10-phenanthroline (dmphen), 1,10-phenanthroline (phen), 
2,2'-bipyridine (bpy)) were synthesized and characterized by CHN 
analysis, UV-Visible, FTIR, ESI-MS, EPR and cyclic voltammetry 
methods. The researchers determined that the synthesized complexes 
were in a distorted square pyramid geometry (Theetharappan et al. 2017). 
 

Reddy et al., formulated complexes as [Cu(salgly/ala/phe)L] (L: 
(dpq) dipyrido[3,2-d:2′,3′-f]quinoxaline, (phen) 1,10-phenanthroline, 
salgly, salicylidene glycine, salala, salicylidene alanine, salphe, 
salicylidene phenylalanine) were synthesized-[Cu(salgly,ONO)(L,NN)] 
(phen (1), dpq (2)), [Cu(salala,ONO)(L,NN)] (phen (3), dpq (4)), 
[Cu(salphe,ONO)(L,NN)] (phen (5), dpq (6))- and characterized by single 

crystal X-ray diffraction, FTIR and CHN analysis methods. The structure of 
[Cu(salala,ONO)(phen,NN)] was analysed by the single crystal X-ray 
diffraction method. The researchers determined that 
[Cu(salala,ONO)(phen,NN)] was in a distorted square pyramid geometry. 
The Schiff base is coordinated from the imine nitrogen, carboxylate oxygen 
and phenolate oxygen to the copper(II) ion (Reddy et al. 2004). 

 
Zhao et al., synthesized a new Ni(II) complex - [Ni(o-van-

met,ONO)(phen,NN) (CH3OH,O)]- o-van-met: o‐vanillinidene methionine 
and phen: 1, 10-phenanthroline- and characterized by single crystal X-ray 
diffraction, FTIR and CHN analysis methods. The structure of [Ni(o-van-
met,ONO)(phen,NN)(CH3OH,O)]was determined to be a distorted square 
pyramid geometry (Zhao et al. 2016). 

 
Ebead and coworkers have reported the synthesis and 

characterization a series of Cu(II) and UO2(II) complexes, [Cu(L1)(phen)] 
(1), [Cu(L2)(phen)] (2), [Cu(L3)(phen)] (3), [Cu(L4)(phen)] (4), 
[Cu(L5)(phen)] (5), [Cu(L1)(bpy)]2H2O (6), [Cu(L2)(bpy)] (7), 
[Cu(L3)(bpy)]2H2O (8), [Cu(L4)(bpy)]H2O (9), [Cu(L5)(bpy)]2H2O (10), 
[UO2(L1)(phen)] (11), [UO2(L2)(phen)] (12), [UO2(L3)(phen)] (13), 
[UO2(L4)(phen)] (14), [UO2(L5)(phen)] (15), [UO2(L1)(bpy)(H2O)]H2O (16), 
[UO2(L2)(bpy)(AcO)2(H2O)]H2O (17), [UO2(L3)(bpy)] (18), [UO2(L4)(bpy)] 
(19), [UO2(L5)(bpy)(AcO)2(H2O)]H2O (20), (2-hydroxy-1-naphthaldehyde 
amino acids Schiff bases, amino acids: glycine L1; alanine L2; leucine L3; 
valine L4; and phenylalanine L5 and phen: 1,10-phenanthroline, bpy: 2,2′-
bipyridine). They have been characterized by FTIR, CHN analysis and UV-
Visible methods. They suggested that the Schiff bases are coordinated from 
the imine nitrogen, carboxylate oxygen and phenolate oxygen to the 
copper(II) and dioxouranium(II) ion (Ebead et al. 2016). 
 

Osmankovic et al., formulated complexes as [Ru(bpy)2(L)]CF3SO3 
(L: Salicylaldehyde Schiff base, amino acids: glycine (1a); cysteine (1b); 
methionine (1c); phenylalanine (1d), bpy: 2,2′-bipyridine) were synthesized 
and characterized by FTIR, ESI-MS, CHN analysis, Ru content and UV-
Visible methods. The researchers suggested that 
[Ru(bpy,NN)2(L,NO)]CF3SO3 was in an octahedral geometry. The Schiff 
bases 1a, 1b and 1c are coordinated from the imine nitrogen and 
carboxylate oxygen, while the Schiff base 1d is coordinated from the 
imine nitrogen and deprotonated –SH group of amino acid moiety to the 
copper(II) ion (Osmankovic et al. 2021). 
 

Bitu et al., synthesized five new a distorted octahedral geometries 
of oxovanadium(IV) complexes formulated as [VO(L,ONO)(DPhen,NN)] 
{Dphen: 5,6-dimethyl -1,10-phenanthroline, L: 3-hydroxybenzaldehyde 
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Schiff base, amino acids: alanine (hb-Ala), phenylalanine (hb-Phe), 
leucine (hb-Leu), glycine (hb-Gly), methionine (hb-Met)} and 
characterized by CHN analysis, FTIR, UV-Visible, ESI-MS, magnetic 
susceptibilities and molar conductance studies. The researchers suggested 
that the Schiff base is coordinated from the imine nitrogen, carboxylate 
oxygen and phenolate oxygen while the Dphen is coordinated from two 
nitrogen atoms to the oxovanadium(IV) ion (Bitu et al. 2020). 

 
Boghaei and Gharagozlou have reported the synthesis and 

characterization a series of ternary Zn(II) complexes -[Zn(L1-

10,ONO)(phen,NN)], [Zn(L4,ONO)(H2O,O)]2H2O, 
[Zn(L5,ONO)(H2O,O)]3H2O, [Zn(L9,ONO)(H2O,O)]H2O and 
[Zn(L10,ONO)(H2O,O)]H2O- (salicylaldehyde-5-sulfonates (sodium 
salicyl aldehyde-5-sulfonate (L1-5) and sodium 3-methoxy-
salicylaldehyde-5-sulfonate (L6-10)) amino acids Schiff bases, L1 (R2: H, 
R1: glycine), L2 (R2: H, R1: L-phenylalanine), L3 (R2: H, R1: L-valine), L4 
(R2: H, R1: L-alanine), L5 (R2: H, R1: L-leucine), L6 (R2: OCH3, R1: H), L7 
(R2: OCH3, R1: CH2Ph), L8 (R2: OCH3, R1: CH(CH3)2), L9 (R2: OCH3, R1: 
CH3), L10 (R2: OCH3, R1: L-leucine) and phen: 1,10-phenanthroline). 
They have been characterized by 1H NMR and 13C NMR, FTIR, CHN 
analysis, UV-Visible methods. They suggested that the Schiff bases are 
coordinated from the imine nitrogen, carboxylate oxygen and phenolate 
oxygen to the zinc(II) ion (Boghaei and Gharagozlou, 2007). 

 
Sasikumar and coworkers have reported the synthesis and 

characterization a series of ternary cobalt(II), nickel(II), copper(II) and 
zinc(II) complexes - [Co(L,ONO)(phen,NN)] (1), 
[Ni(L,ONO)(phen,NN)] (2), [Cu(L,ONO)(phen,NN)] (3), 
[Zn(L,ONO)(phen,NN)] (4), [Co(L,ONO)(bpy,NN)] (5), 
[Ni(L,ONO)(bpy,NN)] (6), [Cu(L,ONO)(bpy,NN)] (7), 
[Zn(L,ONO)(bpy,NN)] (8) - (5-bromo salicylaldehyde amino acid Schiff 
bases, amino acid: L-alanine, (phen):1,10-phenanthroline and (bpy):2,2’-
bipyridyl). Researchers have used different techniques in the 
characterization of the synthesized complexes like elemental analysis, 
FTIR, ESI-MS, EPR, UV-Visible, NMR and Powdered X-ray 
diffractometry. The researchers suggested that the Schiff base is 
coordinated from the imine nitrogen, carboxylate oxygen and phenolate 
oxygen while the phen/bpy is coordinated from two nitrogen atoms to the 
metal(II) ions (Sasikumar et al. 2019). 
 

Consequently, this work highlights recently synthesized amino 
acid Schiff bases and containing N,N-donor atoms besides their 
characterization methods. 
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Introduction 

 We live on a planet that consists of many living things. So far, we 

have not found any intelligent life other than Earth, so our saying that our 

world is impressive would not even suffice to describe it. It does not 

mean that the other planets in our solar system are dull and not attractive. 

We constantly examine the other planets in our solar system and still find 

new things; so far, we know a lot of them but not enough. I want to talk 

about a specific galaxy object, debated for its planetary privileges; Pluto 

was once known as a planet, nowadays known as a dwarf planet in the 

Kuiper Belt. [1] 

 

Curiosity under the night sky 

 Since the beginning of human life, everyone has wondered about 

the night sky. Under the night sky, people must have wondered what 

those dots that shine brightly are? Where did they come from? Thanks to 

scientific studies, we now know that these are stars, and we can examine 

them better and better each day thanks to our developing technology. Of 

course, the sky is full of stars. Many of these stars are unbelievably 

distant from us, such that we use astronomical length measures such as 

light years. Some of those stars are dead, but we still see them because of 

how ridiculous our distance from them is. 

We also know that not all the bright dots in the sky are stars. 

There are some planets

among them. They are not as far as the stars; these planets belong to our 

solar system. Since other planets are very distant, we cannot see them as 

bright. Not all the planets in our solar system are visible to the human eye 

because they are not close enough to our Sun and don't reflect light that 
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Figure 2: A colourful landing 
on Pluto (Animation).NASA 

much. Among all these planets, I want to talk about one in specific. The 

smallest and furthest “planet" in our solar system: is Pluto.  

                                    

Pluto is the ninth planet in our 

solar system and the most distant one 

from our Sun. It is also a part of the 

Kuiper Belt, one of our most prominent 

members. Kuiper Belt is a zone, a ring, 

beyond Neptune. It consists of 

hundreds of thousands of objects, or 

bodies (around one trillion comets), mostly made of ice and rock.[2] Even 

though I referred to Pluto as a planet, it has been a dwarf planet since 

2006. We should start from when Pluto was discovered to understand 

why it is called a dwarf planet. 

 

 

 

Figure 1: The Solar System. 
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Discovery and Early Studies of Pluto 

 Since the beginning of human 

history, the first six planets have been 

known to us because we can see them 

with the naked eye but not all time. Pluto 

was discovered just after the discovery of 

Uranus and Neptune, with the help of 

telescopes. A scientist named Percival 

Lowell thought there had to be a planet 

beyond Neptune, namely Planet X 

because there were some perturbations of 

Uranus and Neptune's (orbital) motion. 

However, he couldn't find the planet; 

unfortunately, he died before achieving 

his goal. 

 Clyde Tombaugh, who was the observing assistant at that time, 

was hired to observe this so-called planet X. After looking at the sky for 

many nights in hopes of finding planet X, he found it on the date 

February 18 1930 [3]; what he was looking for: a planet, which was 

named Pluto later on. This observation process took less than a year. 

Although he found Pluto, it was not the planet X they were expecting 

because Pluto's mass, or in other words, its gravitational force, was too 

small for creating perturbations. So even though they didn't aim to find 

Pluto, they ended up with it.  

The name Pluto comes from a god in Roman mythology. God 

named Pluto is the god of the underworld. The planet Pluto is the 

outermost planet in our system, and the underworld in these mythologies 

is also the furthest one from the Earth, hence the name Pluto. Pluto also 

Figure 3: Clyde Tombaugh, 
in Kansas.NASA 
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has a symbol ♇, which represents its first two letters and initials of 

Percival Lowell, the person who led to the discovery of Pluto. In 2006, 

the American Dialect Society decided that the word "plutoed" is the word 

of the year. "to pluto", someone means "to demote or devalue someone or 

something".[4] 

 

 Earlier, famous scientists thought Pluto was Neptune's Moon, 

which somehow escaped its orbit.[5] They did not just make that up 

because Triton, the biggest Moon of Neptune, had some similar 

properties to Pluto. Their sizes are very close, and Triton's period around 

Neptune is almost equal to Pluto's period of rotation. Scientists believed 

that Pluto was also a moon of Neptune, and when the two moons 

encountered, this gave rise to the ejection of Pluto and Triton to have a 

retrograde orbit which we can still observe. But this theory didn't last 

long because Pluton was not massive enough to change Triton's trajectory 

oppositely. After the discovery of Charon (the biggest Moon of Pluto) in 

1978, it was no longer possible to assume that Pluto escaped Neptune's 

orbit and then had a moon of its own.  

 Everything was great for Pluto since its discovery in 1930; it was 

a planet, after all! However, Pluto didn't know that people would later see 

Figure 4: Discovery of the planet Pluto, January 23 and 29, 1930.NASA
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Pluto as an ordinary object. On August 30 1992, two scientists found an 

object orbiting beyond Neptune, in a region often called the  

Trans-Neptunian region. There were thousands of objects later called 

Trans-Neptunian Objects (shortly TNOs). Scientists thought that among 

these TNOs, some could be more massive than Pluto. And in fact, they 

found one in October of 2003. An object orbiting the Sun was slightly 

more massive than Pluto, and it even has its moons! They named this 

object 2003 UB313. This discovery made scientists question whether Pluto 

should be a planet or not.  

 To specify what a "planet" is, the International Astronomical 

Union (or IAU) decided to create a commission to get the opinions of 

professional astronomers and scientists, even historians, writers, and 

educators. They concluded some meetings. The head of the IAU Planet 

Definition Committee explained an essential point that they considered 

while defining a "planet". He said they wanted to avoid information like; 

distances, magnitudes, and periods. After some debates, the definition 

took its final form on 2006 August 24. Definition of a planet is A celestial 

body that, 

1)It should orbit around the Sun. 

2)It must have enough mass to achieve hydrostatic equilibrium and, 

therefore, should have a round shape. 

3) It should be a neighbourhood of its orbit should be cleared 

Here we see that Pluto satisfies the two conditions. However, the 3rd 

condition is not fulfilled; Pluto has not cleared its orbit. Therefore, Pluto 

should not be a planet anymore. However, it was not any space object 

either. IAU also established a new category called "dwarf planets". They 

are more massive members of their population of things, with close 
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object 2003 UB313. This discovery made scientists question whether Pluto 

should be a planet or not.  

 To specify what a "planet" is, the International Astronomical 

Union (or IAU) decided to create a commission to get the opinions of 

professional astronomers and scientists, even historians, writers, and 

educators. They concluded some meetings. The head of the IAU Planet 

Definition Committee explained an essential point that they considered 

while defining a "planet". He said they wanted to avoid information like; 

distances, magnitudes, and periods. After some debates, the definition 

took its final form on 2006 August 24. Definition of a planet is A celestial 

body that, 

1)It should orbit around the Sun. 

2)It must have enough mass to achieve hydrostatic equilibrium and, 

therefore, should have a round shape. 

3) It should be a neighbourhood of its orbit should be cleared 

Here we see that Pluto satisfies the two conditions. However, the 3rd 

condition is not fulfilled; Pluto has not cleared its orbit. Therefore, Pluto 

should not be a planet anymore. However, it was not any space object 

either. IAU also established a new category called "dwarf planets". They 

are more massive members of their population of things, with close 

origins and compositions to each other. They occupy the same 

neighbourhood as well. As a result, Pluto (also Eris, Makemake, Haumea, 

and Ceres, the largest object in the asteroid belt) has been called a dwarf 

planet since then (although the scientific community does not fully accept 

this). 

 About two years later, IAU decided to add another type of object 

for trans-Neptunian dwarf planets that resemble Pluto. These objects are 

called "plutoids". It was proposed by the IAU committee and accepted 

worldwide. These objects are celestial bodies orbiting around the Sun, 

with a semimajor axis greater than Neptune's. Plutoids also have enough 

mass to create stronger gravity than rigid body forces, achieving a 

hydrostatic equilibrium shape like planets. Of course, they also do not 

satisfy the last condition. Their satellites are not called plutoids, even 

though some are close in mass compared to the plutoids they revolve 

around. Furthermore, we only know two plutoids, which are Pluto and 

Eris. It is assumed that there should be more than just two, and maybe it 

will be discovered in the future.[6] 

Properties and Some Observations of Pluto 

The Surface 

 Pluto is very far away from our 

Sun. It is also tiny in radius (about 2/3 of 

the Moon). Therefore it has a small 

surface. This property of Pluto causes 

low temperatures in the exterior and the 

atmosphere. Because of this, Pluto's 

surface plains are mostly made of 

nitrogen ice, which is about 98%. Some 

observations also show carbon 

Figure 5: Surface of Pluto, 
with enhanced colours to 
point out surface 
differences.NASA 
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monoxide's absorption and methane's presence in solid form, according to 

some measurements. [7] 

 As you can see from the picture, the colour of the surface varies a 

lot from place to place, brown and dark orange, also white in general. 

Pluto is one of the most contrastive objects in our Solar System, along 

with Iapetus (Saturn's Moon).  

 

 In the early 1990s, scientists discovered ices of water. They have 

used some new ground-based instrumentations for this discovery. As we 

can see, the blue regions on the right picture are the parts with water ice. 

 The surface includes some 

shapes, specific enough to name them: 

the Heart (Tombaugh Regio) and the 

Whale (Cthulhu Macula). [8] The 

Heart is a relatively bright area mostly 

made of nitrogen and carbon 

monoxide. It also does not include 

any crates, as we can see, which leads 

to the idea that it is younger than 10 

Figure 7: Western lobe of the 
Heart (Sputnik Planitia), 
NASA. 

Figure 6 Water ice, NASA 
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million years old. The whale is in a dark area. There is also one called 

Brass Knuckles, a series of dark spots. 

The Interior Structure 

 We said that Tombaugh Regio (the Heart) does not have craters, 

so it has to be young. It also suggests that there has to be some geologic 

activity, so the interior could still be alive, even if very little. 

 Pluto's density is about twice 

the water's. This value brings the idea 

that Pluto is mainly composed of 

materials like silicate rock and maybe 

some organic compounds that are 

denser than water ice. Pluto’s interior is 

believed to have an inner rocky core, 

surrounded by some water, which is surrounded by water ice.  

 Scientists believe there is a liquid layer because radioactive 

elements' decay will heat the ices closer to the silicate core. It is possible 

this heating continues today, and the ocean below the ice slowly gets 

bigger and bigger.  

The Atmosphere of Pluto 

Even though the scientists detected 

methane as ice on the surface in 1976, 

which gave the idea Pluto could have an 

atmosphere, they could not observe this for 

another decade. Pluto's atmosphere was 

followed in 1988, while Pluto was passing 

in front of a star concerning Earth. A thin 

atmosphere was detected due to the light 

Figure 9: Haze layer on 
Pluto, by New Horizons. 
(NASA) 

Figure 8: Internal structure 
of Pluto.NASA 
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from the star behind Pluto. [9] Scientists thought that the gases in the 

atmosphere must be in equilibrium with their ice form on the surface. So, 

if there were even a tiny change in the temperature, this would result in a 

significant difference.  

 About a few years later, Pluto was slightly warmer than usual due 

to perihelion, and it was a perfect time to study the atmosphere. Scientists 

calculated the surface pressure, and it was, of course, much lower 

compared to our surface pressure. The atmosphere might not be 

detectable during aphelion because of the weak sunlight. 

Astronomers found that the primary gas in Pluto's atmosphere is 

nitrogen, just like in Earth (and Triton, Titan). As expected, there is also 

some methane, along with very little carbon monoxide and hydrogen 

cyanide.  

 

Pluto’s Moons 

Pluto has five moons, also called 

natural satellites. The largest and the closest 

one is Charon, which was discovered in 1978. 

It is relatively big, half the size of Pluto. It 

does not revolve around Pluto. They revolve 

Figure 10: Pluto’s atmosphere and surface. NASA 

 

Figure 11: Charon and 
Pluto NASA 
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around a common centre of mass outside Pluto because Charon is 

massive enough compared to Pluto and has achieved hydrostatic 

equilibrium too. Sometimes Pluto and Charon are referred to as a double 

system.  

 Charon's revolution period is precisely equal to Pluto's, called a 

synchronous orbit. The outcome of this phenomenon is that Charon is 

visible from only one hemisphere of Pluto. If you imagine you are on the 

surface of Pluto, you wouldn't see Charon rise or set anytime, and you 

would only see one face of it, just like Earth and the Moon.  

 Charon's surface colours are not as varied as Pluton's. It also 

contains water in the solid form, and it 

covers most of its surface. Although 

Pluto has solid methane, Charon seems 

to have not. Its interior is slightly less 

dense and made of silicates and 

organic compounds, and the lower 

density might be due to having a lower 

fraction of rock. 

 Other than Charon, there are four other moons of Pluto. These are 

called (from closest to Pluto to furthest) Styx, Nix, Kerberos, and Hydra. 

These are all 

names from 

mythologies, just 

like Pluto. These 

four moons are not 

just further away 

from Pluto than 

Charon is but also 
Figure 13: Observed by Hubble Space 

Telescope, NASA. 

Figure 12: Charon, by New 
Horizons. NASA 
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less massive. None of them has achieved hydrostatical equilibrium due to 

their low mass. 

Latest Observations about Pluto and Conclusion 

 Around the time New Horizons flew over Pluto, scientists of 

New horizons published what they found on Pluto and what was possible 

there. They said, "Pluto displays a surprisingly wide variety of geological 

landforms, including those resulting from glaciological and surface-

atmosphere interactions as well as impact, tectonic, 

possible cryovolcanic, and mass-wasting processes." [10]. The possibility 

that the interior could still be "alive" was an idea that has found other 

bases later on. 

 For example, a study in 2017 shows that Tombaugh Regio, or the 

Heart, which is a plane on the surface of Pluto, is much younger than 

scientists have guessed. The Heart does not include craters, unlike any 

other planetary object's surface, which led to the idea that it is possibly 

more youthful than 10 million years old. But now scientists calculated 

that it is approximately 200.000 years old.[11]. It is much smaller than 

scientists expected and therefore surprised them a little. The idea that a 

portion of the surface is only 200.000 years old supported the idea that 

there could be tectonic movements even today. 

  About how Pluto was formed, at first, it was assumed that Pluto 

was a moon of Neptune and escaped its orbit, but several facts disclaimed 

this idea. Nowadays, scientists believe Pluto and Charon formed just like 

the Earth, and the Moon did. It is thought that Pluto and a primitive 

version of Charon collided. With the collision, most of the scattered 

pieces started to orbit Pluto, and in time, they formed Charon we know 

today. This theory could explain why they have common properties like 

almost equal density and also the reason why Charon is this massive. In 
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the Earth, and the Moon did. It is thought that Pluto and a primitive 
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pieces started to orbit Pluto, and in time, they formed Charon we know 
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almost equal density and also the reason why Charon is this massive. In 
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contain methane, Unlike Pluto. [12] 

  

 

 

 

 

 

 

An exciting property of Pluto is its orbit. As we can guess, Pluto 

requires a lot of time to complete its orbit around the Sun because it is far 

away from it. It takes approximately 250 years to complete one 

revolution, which is a very long time compared to Earth. The exciting 

part, however, is not this. Other planets have almost circular orbits, and 

they also move in a flat imaginary plane which is called the ecliptic. [13] 

Pluto, on the other hand, does not share this feature as the rest of them. It 

is moving in an inclined plane. Also, it has an elliptical orbit, as you can 

see from the animation. The animation shows Pluto's trajectory from 

1900 to 2100, a very long time. You can see the Sun in the middle, then 

Saturn, Uranus, Neptune, and Pluto in order. This elliptical shape also 

means that for a short period of Pluto's revolution, Pluto is closer to the 

Sun than Neptune is. Pluto was closer to the Sun than Neptune between 

1979 and 1999. 

Figure 14: Animation of Pluto’s orbit. Wikipedia. 
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 The biggest argument about Pluto is about what category it is in. 

Since scientists found other celestial objects that are similar to Pluto, it 

was argued whether it should stay as a planet or not. I have mentioned 

that it has been called a dwarf planet since then, with a new term called 

plutoid. There have been different opinions about it; even now, it is not 

accepted by all scientists. We know that International Astronomical 

Union (IAU) has decided on the name dwarf planet. However, the NASA 

administrator disagrees. In August 2019, in one of his speeches, he said, 

"You can write that NASA administrator declared Pluto once again."[14] 

 There are also some other ideas about this, even one that includes 

our own Moon. This exciting idea (on October 1, 2018) is to change the 

name of the dwarf planets and the Moon to a “planet”.[15] This study 

claims that some scientists do not follow IAU's call on the "dwarf planet" 

and have used the name "planet" in their publications. The study also says 

that clearing the orbit should not be necessary to be a planet, including 

our Moon and some other moons. As we can see, debates over this topic 

continue, and they will probably stay the same in the incoming years. 

 A recent study, published on February 7 2020, suggests that there 

are icy winds on the surface of Pluto. Most of these atmospheric 

circulations are happening on Tombaugh Regio, known as the Heart. 

During the day, the atmosphere and the surface heat up, and this causes 

some of the ice to vaporize. When it is cold again at night, it returns to 

the solid form and results in nitrogen winds. Even though the atmosphere 

is thin, these winds still change the surface. As a result, there are dunes 

on the surface due to the winds. Note that the main reason for this 

atmospheric event is the Heart. The scientists said, "If you remove the 

Heart of Pluto, you won't have the same circulation." [16] They 

furthermore said Sputnik Planitia, Heart's left lobe, might be necessary to 

Pluto as much as oceans are to the Earth.  



 .85Research & Reviews in Science and Mathematics

 The biggest argument about Pluto is about what category it is in. 

Since scientists found other celestial objects that are similar to Pluto, it 

was argued whether it should stay as a planet or not. I have mentioned 

that it has been called a dwarf planet since then, with a new term called 

plutoid. There have been different opinions about it; even now, it is not 

accepted by all scientists. We know that International Astronomical 

Union (IAU) has decided on the name dwarf planet. However, the NASA 

administrator disagrees. In August 2019, in one of his speeches, he said, 

"You can write that NASA administrator declared Pluto once again."[14] 

 There are also some other ideas about this, even one that includes 

our own Moon. This exciting idea (on October 1, 2018) is to change the 

name of the dwarf planets and the Moon to a “planet”.[15] This study 

claims that some scientists do not follow IAU's call on the "dwarf planet" 

and have used the name "planet" in their publications. The study also says 

that clearing the orbit should not be necessary to be a planet, including 

our Moon and some other moons. As we can see, debates over this topic 

continue, and they will probably stay the same in the incoming years. 

 A recent study, published on February 7 2020, suggests that there 

are icy winds on the surface of Pluto. Most of these atmospheric 

circulations are happening on Tombaugh Regio, known as the Heart. 

During the day, the atmosphere and the surface heat up, and this causes 

some of the ice to vaporize. When it is cold again at night, it returns to 
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is thin, these winds still change the surface. As a result, there are dunes 

on the surface due to the winds. Note that the main reason for this 

atmospheric event is the Heart. The scientists said, "If you remove the 

Heart of Pluto, you won't have the same circulation." [16] They 

furthermore said Sputnik Planitia, Heart's left lobe, might be necessary to 

Pluto as much as oceans are to the Earth.  

 With our conclusion about Pluto, I want to look at the 

future. Recent studies suggest that in about 5.4 billion years, our Sun will 

turn into a red giant because of its properties as a star. When all the 

hydrogen is used, the Sun will collapse onto itself. The core will be 

denser, and then the Sun will start to grow. As it grows, even though 

there is a chance the planets' orbits will change, it might "eat" the planets 

in close range, such as Mercury, Venus, and possibly Earth.[17] As the 

Sun expands as a red giant, the habitable zone in the Solar System will 

also change. Pluto will warm up and no longer have an icy surface. We 

know there is some water ice, which means there will be liquid water. 

The ocean below the surface will be free from the frozen layer above. 

There might be no life in the Solar System at that time despite the 

habitable zone, but Pluto with a new form may still be there 

My thanks go to one of my undergraduate students Ali Rıza Özer  for his 

help in helping on the manuscript. 
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1. INTRODUCTION 

One of the most basic concepts of mathematics is the notions of 
series (or sequences). The study about the notion of convergence of the 
series goes back to very old times. In the absence of the concept of 
convergence, which we now know well, mathematicians arrived at some 
contradictory results about the sum of the series by performing random 
operations, and they could not resolve these contradictions for a long 
time. A number of the existing contradictions have came up with a 
solution with the help of Gauss's binomial theorem, which explains the 
expression (1 + 𝑥𝑥)𝑛𝑛  where 𝑛𝑛𝑛𝑛ℕ. Cauchy, who has studies on this 
subject, has developed a new perspective by formulating the definition of 
convergence of the sequence (or series). Thus, the concepts of 
convergence and divergence of the sequence (series) emerged. Although 
this definition given by Cauchy removed many uncertainties at that time, 
it caused the following problem to arise: Could the non-convergent series 
have a sum?  The answer to this question is given by expanding the 
concept of convergence. So, the summability theory  was born. For 
example, taking 𝑥𝑥 = −1 in the following formula 

1 + 𝑥𝑥 + 𝑥𝑥2 + ⋯ =
1

1− 𝑥𝑥
   ( |𝑥𝑥| < 1), 

 Euler has obtained the following equality 

1 − 1 + 1 − 1 +⋯ =  
1
2

. 
This is essentially wrong in terms of the concept of Cauchy 

convergent, because the series to the left of the equation is not 
convergent. However, the transformation sequence obtained via the 1st 
order Ces𝑎̀𝑎ro mean of the sequence (𝑠𝑠𝑛𝑛), the transformation sequence of 
partial sums of the sequence (𝑥𝑥𝑛𝑛),  is  

𝑡𝑡𝑛𝑛 =
1

𝑛𝑛 + 1
�𝑠𝑠𝑘𝑘

𝑛𝑛

𝑘𝑘=0

 =
1
2

+
1

4(𝑛𝑛 + 1) [1 + (−1)𝑛𝑛]     

and also the transformation sequence (𝑡𝑡𝑛𝑛) converges to 1/2. 
Therefore, the sum of the above divergent series is calculeted as 1/2 with 
this method. This example have a great importance as it shows that 
divergent series can be summable. 

        After all of these processes, nowadays, the summability theory 
has an important role in applied mathematics, engineering sciences, and 
analysis essentially in functional analysis, approximation theory, 
calculus, quantum mechanics, probability theory, Fourier analysis. One of 
the main subjects in the summability theory is the theory of sequence 
spaces that concerns with the generalization of the notion of convergence 
for series and sequences. In this context, the main purpose of the theory is 
to assign a limit value for divergent series or sequences by using a 
transformation which is given by the most general linear mappings of 
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1. INTRODUCTION 
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solution with the help of Gauss's binomial theorem, which explains the 
expression (1 + 𝑥𝑥)𝑛𝑛  where 𝑛𝑛𝑛𝑛ℕ. Cauchy, who has studies on this 
subject, has developed a new perspective by formulating the definition of 
convergence of the sequence (or series). Thus, the concepts of 
convergence and divergence of the sequence (series) emerged. Although 
this definition given by Cauchy removed many uncertainties at that time, 
it caused the following problem to arise: Could the non-convergent series 
have a sum?  The answer to this question is given by expanding the 
concept of convergence. So, the summability theory  was born. For 
example, taking 𝑥𝑥 = −1 in the following formula 

1 + 𝑥𝑥 + 𝑥𝑥2 + ⋯ =
1

1− 𝑥𝑥
   ( |𝑥𝑥| < 1), 

 Euler has obtained the following equality 

1 − 1 + 1 − 1 +⋯ =  
1
2

. 
This is essentially wrong in terms of the concept of Cauchy 

convergent, because the series to the left of the equation is not 
convergent. However, the transformation sequence obtained via the 1st 
order Ces𝑎̀𝑎ro mean of the sequence (𝑠𝑠𝑛𝑛), the transformation sequence of 
partial sums of the sequence (𝑥𝑥𝑛𝑛),  is  

𝑡𝑡𝑛𝑛 =
1

𝑛𝑛 + 1
�𝑠𝑠𝑘𝑘

𝑛𝑛

𝑘𝑘=0

 =
1
2

+
1

4(𝑛𝑛 + 1) [1 + (−1)𝑛𝑛]     

and also the transformation sequence (𝑡𝑡𝑛𝑛) converges to 1/2. 
Therefore, the sum of the above divergent series is calculeted as 1/2 with 
this method. This example have a great importance as it shows that 
divergent series can be summable. 

        After all of these processes, nowadays, the summability theory 
has an important role in applied mathematics, engineering sciences, and 
analysis essentially in functional analysis, approximation theory, 
calculus, quantum mechanics, probability theory, Fourier analysis. One of 
the main subjects in the summability theory is the theory of sequence 
spaces that concerns with the generalization of the notion of convergence 
for series and sequences. In this context, the main purpose of the theory is 
to assign a limit value for divergent series or sequences by using a 
transformation which is given by the most general linear mappings of 

infinite matrices. The reason why matrices are used for a general linear 
operator is that a linear operator from a sequence space to another one 
can be given by an infinite matrix. In this regard, the literature in the field 
of summability theory continues to develop not only  on the generation of 
sequence spaces through the matrix domain of a particular matrices such 
as Hölder, Euler, Ces𝑎̀𝑎ro, Hausdorff, Nörlund and weighted mean 
matrices and on the investigation of their topological, algebraic structures 
and matrix transformations but also on examinations about new series 
spaces derived by several absolute summability  methods   from a 
different perspective (for instance, Gökçe & Sarıgöl,2020a; Gökçe & 
Sarıgöl, 2020b; Gökçe & Hazar, 2019; Gökçe & Sarıgöl,2018a; Gökçe & 
Sarıgöl, 2018b; Mohapatra & Sarıgöl, 2017; Ilkhan, 2020). In a recent 
study (Gökçe & Hazar, 2019), the space  �𝐴𝐴𝑓𝑓𝜃𝜃�𝑘𝑘 has been introduced and 
studied. In the present study, we have introduced a new series space  

�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑥𝑥 ∈ 𝜔𝜔:�𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1 �𝑎𝑎�𝑛𝑛�𝑎𝑎𝑣𝑣𝑥𝑥𝑣𝑣

𝑛𝑛

𝑣𝑣=0

�
𝜇𝜇𝑛𝑛

< ∞
∞

𝑛𝑛=0

� 

which is reduced to  a lot of sequence spaces  such as �𝐴𝐴𝑓𝑓𝜃𝜃�𝑘𝑘, 𝑙𝑙(𝜇𝜇), 
�𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) with  special selections and  examined in terms of algebraic and 
topological  properties such as  basis, duals, isomorphism and also, 
obtained the necessary and sufficient conditions for the matrix 𝑈𝑈 belongs 
to the matrix classes  ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓�(𝜆𝜆)� , ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), Γ�, where Γ = {𝑐𝑐, 𝑐𝑐0, 𝑙𝑙∞}. 

      Firstly, we recall some known concepts. Any vector subspace of 
𝜔𝜔, the set of all complex (or real) sequences, is called a sequence space. 
In this respect, 𝑐𝑐, 𝑐𝑐0, 𝑙𝑙∞ are examples of sequence spaces which represent 
the sets of all convergent, null and bounded sequences.  Besides, 𝑐𝑐𝑠𝑠 , 𝑏𝑏𝑠𝑠  
stand for the spaces of all convergent, bounded series, respectively.  

       Let 𝑋𝑋,𝑌𝑌 ⊂ 𝜔𝜔, 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an arbitrary infinite matrix of 
complex components. If the series  

𝑈𝑈𝑛𝑛(𝑥𝑥) = �𝑢𝑢𝑛𝑛𝑛𝑛𝑥𝑥𝑣𝑣

∞

𝑣𝑣=0

 

converges for all 𝑛𝑛𝑛𝑛ℕ = {0,1,2, . . . }, then, 𝑈𝑈-transform of the 
sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is denoted  by 𝑈𝑈(𝑥𝑥) = (𝑈𝑈𝑛𝑛(𝑥𝑥)). Also, it is said that 𝑈𝑈 
identifies a matrix transformation from the space 𝑋𝑋 into the space 𝑌𝑌, and 
denoted  by 𝑈𝑈𝑈𝑈 (𝑋𝑋,𝑌𝑌) or 𝑈𝑈:𝑋𝑋 → 𝑌𝑌 if 𝑈𝑈(𝑥𝑥) = (𝑈𝑈𝑛𝑛(𝑥𝑥)𝜖𝜖 𝑌𝑌 for every 𝑥𝑥𝑥𝑥 𝑋𝑋. 

A matrix 𝑇𝑇 is called a triangle if 𝑡𝑡𝑛𝑛𝑛𝑛 = 0   for  𝑣𝑣 > 𝑛𝑛  and 
 otherwise 𝑡𝑡𝑛𝑛𝑣𝑣 ≠ 0 for all 𝑛𝑛, 𝑣𝑣.   
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The concepts of domain of an infinite matrix 𝑈𝑈 in  𝑋𝑋  and  the 
multiplier space of 𝑋𝑋 and 𝑌𝑌 are, respectively, identified by  

𝑋𝑋𝑈𝑈 = {x = (𝑥𝑥𝑛𝑛)𝜖𝜖 𝜔𝜔 ∶ U(x)𝜖𝜖 X}                                                            (1) 

𝑆𝑆(𝑋𝑋,𝑌𝑌) = { 𝑡𝑡 = (𝑡𝑡𝑛𝑛)𝜖𝜖𝜖𝜖 ∶ 𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑛𝑛𝑡𝑡𝑛𝑛)𝜖𝜖 𝑌𝑌  for all 𝑥𝑥𝑥𝑥𝑥𝑥}. 

According to the notation of multiplier space, the 𝛼𝛼,𝛽𝛽and 𝛾𝛾 duals of  
𝑋𝑋 are described as  

𝑋𝑋𝛼𝛼 = 𝑆𝑆(𝑋𝑋, 𝑙𝑙) = {𝑡𝑡 = (𝑡𝑡𝑘𝑘)𝜖𝜖 𝜔𝜔:  𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑘𝑘𝑡𝑡𝑘𝑘)𝜖𝜖𝜖𝜖, for all  𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋}, 

 𝑋𝑋𝛽𝛽 = 𝑆𝑆(𝑋𝑋, 𝑐𝑐𝑠𝑠) = {𝑡𝑡 = (𝑡𝑡𝑘𝑘)𝜖𝜖 𝜔𝜔: 𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑘𝑘𝑡𝑡𝑘𝑘)𝜖𝜖𝑐𝑐𝑠𝑠 , for all 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋  }, 

𝑋𝑋𝛾𝛾 = 𝑆𝑆(𝑋𝑋, 𝑏𝑏𝑠𝑠 ) = {𝑡𝑡 = (𝑡𝑡𝑘𝑘)𝜖𝜖 𝜔𝜔: 𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑘𝑘𝑡𝑡𝑘𝑘)𝜖𝜖𝑏𝑏𝑠𝑠 , for all 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋  }. 

 

Let 𝑋𝑋 be a topological vector space that is a linear space compatible 
with a topology which makes both operations of the vector space 
continuous, over  ℝ. If, for all 𝑎𝑎 𝜖𝜖ℝ and 𝑥𝑥𝑥𝑥 𝑋𝑋,  

• There exists a subadditive function  𝑓𝑓: 𝑋𝑋 → ℝ such that 
𝑓𝑓(0) = 0,𝑓𝑓(𝑥𝑥) = 𝑓𝑓(−𝑥𝑥)  

•  Scalar multiplication is continuous that is, |𝑎𝑎𝑛𝑛 − 𝑎𝑎| → 0 , 
𝑓𝑓(𝑥𝑥𝑛𝑛 − 𝑥𝑥) →  0 imply 𝑓𝑓(𝑎𝑎𝑛𝑛𝑥𝑥𝑛𝑛 − 𝑎𝑎𝑎𝑎) → 0 as 𝑛𝑛 → ∞,  

then,  𝑋𝑋 is called a paranormed space. 

 Let take any subspace 𝑋𝑋 ⊂ 𝜔𝜔. If it is a Frechet space with 
continuous coordinates 𝑅𝑅𝑛𝑛:𝑋𝑋 →  ℂ,   where 𝑅𝑅𝑛𝑛(𝑥𝑥) = 𝑥𝑥𝑛𝑛  for all 𝑥𝑥𝑥𝑥 𝑋𝑋,𝑛𝑛𝑛𝑛ℕ, 
then 𝑋𝑋 is called an 𝐹𝐹𝐹𝐹-space. On the other hand, an 𝐹𝐹𝐹𝐹-space whose 
metric is given by a norm is said to be a 𝐵𝐵𝐵𝐵-space.  These concepts have 
very important place in summability theory for instance, matrix 
transformations between 𝐹𝐹𝐹𝐹-spaces (or 𝐵𝐵𝐵𝐵-spaces) are continuous.  It is 
said that an 𝐹𝐹𝐹𝐹-space 𝑋𝑋 including the set of all finite sequences have 𝐴𝐴𝐴𝐴 
property if  

lim
𝑗𝑗→∞

𝑥𝑥[𝑗𝑗] = lim
𝑗𝑗→∞

�𝑥𝑥𝑣𝑣𝑒𝑒(𝑣𝑣)

𝑗𝑗

𝑣𝑣=0

= 𝑥𝑥, 

for each sequence 𝑥𝑥𝑥𝑥 𝑋𝑋. Here, 𝑒𝑒(𝑣𝑣) is a sequence whose  terms given 
by  

𝑒𝑒𝑛𝑛𝑛𝑛
(𝑣𝑣) = �1,         𝑛𝑛 = 𝑣𝑣 

0, 𝑛𝑛 ≠ 𝑣𝑣  
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for 𝑣𝑣 ≥  0.  For an example to these concepts, it can be presented the 
Maddox's space  

𝑙𝑙(𝜇𝜇) = �𝑥𝑥 = (𝑥𝑥𝑛𝑛):�|𝑥𝑥𝑛𝑛|𝜇𝜇𝑛𝑛 < ∞
∞

𝑛𝑛=0

�. 

 This space is an 𝐹𝐹𝐹𝐹-space with 𝐴𝐴𝐴𝐴 property with the following 
paranorm  

𝑓𝑓(𝑥𝑥) = ��|𝑥𝑥𝑛𝑛|𝜇𝜇𝑛𝑛
∞

𝑛𝑛=0

�
1/M

 

where 𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑚𝑚 { 1, 𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛 𝜇𝜇𝑛𝑛}.  The paranorm is the natural 
paranorm of the Maddox’s space. On the other hand, in the case of 
𝜇𝜇𝑛𝑛 ≥ 1 for all 𝑛𝑛, this space is a BK- space with the following norm  

‖𝑥𝑥‖ = 𝑖𝑖𝑖𝑖𝑖𝑖 �𝜉𝜉 > 0: �|𝑥𝑥𝑛𝑛/𝜉𝜉|𝜇𝜇𝑛𝑛
∞

𝑛𝑛=0

≤ 1�, 

(Maddox, 1969,1968,1967). 

        Throughout this paper, we assume that (𝜃𝜃𝑛𝑛) and  (𝜓𝜓𝑛𝑛) are 
arbitrary sequences of positive numbers, 𝜇𝜇 = (𝜇𝜇𝑛𝑛) and  , 𝜆𝜆 = (𝜆𝜆𝑛𝑛)  are 
bounded sequences of positive real numbers,  0 < 𝑖𝑖𝑖𝑖𝑖𝑖𝜇𝜇𝑛𝑛 ≤ 𝐻𝐻 < ∞,0 <
𝑖𝑖𝑖𝑖𝑖𝑖 𝜆𝜆𝑛𝑛 ≤ 𝐾𝐾 < ∞  and 𝜇𝜇𝑛𝑛∗  is the conjugate of 𝜇𝜇𝑛𝑛 such that 1 𝜇𝜇𝑛𝑛� + 1

𝜇𝜇𝑛𝑛∗� =

1 for  𝜇𝜇𝑛𝑛 > 0,  1 𝜇𝜇𝑛𝑛∗� = 0 for  𝜇𝜇𝑛𝑛 = 1. 
 
      Let consider an infinite series ∑𝑎𝑎𝜈𝜈 with the sequence of 𝑛𝑛th 

partial sum  𝑠𝑠 = (𝑠𝑠𝑛𝑛), and let  𝜃𝜃 = (𝜃𝜃𝑛𝑛) be any sequence of positive real 
numbers, 𝜇𝜇 = (𝜇𝜇𝑛𝑛) be a bounded sequence of positive real numbers.  If  

�𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1|𝑈𝑈𝑛𝑛 (𝑠𝑠) −𝑈𝑈𝑛𝑛−1 (𝑠𝑠)|𝜇𝜇𝑛𝑛 <

∞

𝑛𝑛=1

∞, 

the series ∑𝑎𝑎𝜈𝜈 is said to be summable |𝑈𝑈,  𝜃𝜃𝑛𝑛|(𝜇𝜇) (Gökçe & Sarıgöl, 
2018b). It should be pointed out that the summability |𝑈𝑈,  𝜃𝜃𝑛𝑛|(𝜇𝜇) includes 
several well-known summability methods for special cases of the matrix 
𝑈𝑈 and the sequences  𝜃𝜃, 𝜇𝜇. For instance,  if we chose the Euler, Nörlund, 
Ces𝑎̀𝑎ro   matrices  instead of 𝑈𝑈, the summability method |𝑈𝑈,  𝜃𝜃𝑛𝑛|(𝜇𝜇) is 
reduced to the summabilities |𝐸𝐸𝑟𝑟,𝜃𝜃𝑛𝑛|(𝜇𝜇), |𝑁𝑁,  𝑝𝑝𝑛𝑛,𝜃𝜃𝑛𝑛|(𝜇𝜇), |𝐶𝐶,𝛼𝛼,𝛽𝛽|(𝜇𝜇) 
(with  𝜃𝜃𝑛𝑛 = 𝑛𝑛 for all 𝑛𝑛) (Gökçe & Sarıgöl, 2020b, 2018a, 2019), 
respectively, and again if we chose the weighted mean matrix instead of 
𝑈𝑈, the summability  method |𝑈𝑈,  𝜃𝜃𝑛𝑛|(𝜇𝜇) is reduced to the summability 
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|𝑁𝑁�,  𝑝𝑝𝑛𝑛,𝜃𝜃𝑛𝑛|(𝜇𝜇) studied by Gökçe and Sarıgöl (2018). Here, the weighted 
mean matrix is given by  

𝑎𝑎𝑛𝑛𝑛𝑛 = �
𝑝𝑝𝑗𝑗 𝑃𝑃𝑛𝑛 , 0 ≤ 𝑗𝑗 ≤ 𝑛𝑛⁄

0, 𝑗𝑗 > 𝑛𝑛  

where (𝑝𝑝𝑛𝑛) is a positive sequence with 𝑃𝑃𝑛𝑛 = 𝑝𝑝0 + 𝑝𝑝1 +⋯+ 𝑝𝑝𝑛𝑛 → ∞ 
as 𝑛𝑛 → ∞, (𝑃𝑃−1 = 𝑝𝑝−1  =  0).  The space �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) which is the set all of 
series summable by |𝑁𝑁�,  𝑝𝑝𝑛𝑛,𝜃𝜃𝑛𝑛|(𝜇𝜇) can be present as  

� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) = �𝑥𝑥 = (𝑥𝑥𝜈𝜈) ∈ 𝜔𝜔 ∶ �𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1

∞

𝑛𝑛=1

�
𝑝𝑝𝑛𝑛

𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛−1
�𝑃𝑃𝜈𝜈−1𝑥𝑥𝜈𝜈  
𝑛𝑛

𝜈𝜈=1

�
𝜇𝜇𝑛𝑛

< ∞�. 

Now, using factorable matrix, we introduce a new space  

�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑥𝑥 = (𝑥𝑥𝜈𝜈) ∈ 𝜔𝜔:�𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1 �𝑎𝑎�𝑛𝑛�𝑎𝑎𝑣𝑣𝑥𝑥𝑣𝑣

𝑛𝑛

𝑣𝑣=0

�
𝜇𝜇𝑛𝑛

< ∞
∞

𝑛𝑛=0

� 

which is the extension of the space  �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇).  Here, by a factorable 
matrix, we mean that the lower triangular whose entries given by  

𝑎𝑎𝑛𝑛𝑛𝑛 = �𝑎𝑎�𝑛𝑛𝑎𝑎𝜈𝜈,      0 ≤ 𝜈𝜈 ≤ 𝑛𝑛
0,                   𝜈𝜈 > 𝑛𝑛                                                                 (2) 

where (𝑎𝑎�𝑛𝑛) and (𝑎𝑎𝑛𝑛)  are any sequences of real numbers. 

According to notation of domain, it can be easily seen that 
�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴

(𝜇𝜇), where the matrix  𝑇𝑇𝐴𝐴
(𝜇𝜇) = (𝑡𝑡𝑛𝑛𝑛𝑛

(𝜇𝜇))  defined by  

𝑡𝑡𝑛𝑛𝑛𝑛
(𝑛𝑛) = �𝜃𝜃𝑛𝑛

1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎�𝑛𝑛𝑎𝑎𝜈𝜈,      0 ≤ 𝜈𝜈 ≤ 𝑛𝑛

0,                   𝜈𝜈 > 𝑛𝑛.
                                                                     (3) 

So, with this equality, the connection between Maddox’s space 
𝑙𝑙(𝜇𝜇) and the space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) is established. 

Besides, since each triangle matrix has a unique inverse (Wilansky, 
1984), the triangle matrix 𝑇𝑇𝐴𝐴

(𝜇𝜇) has   the inverse stated by 𝑆𝑆𝐴𝐴
(𝜇𝜇) whose 

terms is given by  

𝑠𝑠𝑛𝑛𝑛𝑛
(𝜇𝜇) =

⎩
⎪⎪
⎨

⎪⎪
⎧

−1

𝜃𝜃𝑛𝑛−1
1
𝜇𝜇𝑛𝑛−1∗�

𝑎𝑎𝑛𝑛𝑎𝑎�𝑛𝑛−1
,        𝜈𝜈 = 𝑛𝑛 − 1

1

𝜃𝜃𝑛𝑛
1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎𝑛𝑛𝑎𝑎�𝑛𝑛

,                       𝜈𝜈 = 𝑛𝑛

0 ,                            𝜈𝜈 ≠ 𝑛𝑛 − 1,𝑛𝑛.

                                                          (4) 
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|𝑁𝑁�,  𝑝𝑝𝑛𝑛,𝜃𝜃𝑛𝑛|(𝜇𝜇) studied by Gökçe and Sarıgöl (2018). Here, the weighted 
mean matrix is given by  

𝑎𝑎𝑛𝑛𝑛𝑛 = �
𝑝𝑝𝑗𝑗 𝑃𝑃𝑛𝑛 , 0 ≤ 𝑗𝑗 ≤ 𝑛𝑛⁄

0, 𝑗𝑗 > 𝑛𝑛  

where (𝑝𝑝𝑛𝑛) is a positive sequence with 𝑃𝑃𝑛𝑛 = 𝑝𝑝0 + 𝑝𝑝1 +⋯+ 𝑝𝑝𝑛𝑛 → ∞ 
as 𝑛𝑛 → ∞, (𝑃𝑃−1 = 𝑝𝑝−1  =  0).  The space �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) which is the set all of 
series summable by |𝑁𝑁�,  𝑝𝑝𝑛𝑛,𝜃𝜃𝑛𝑛|(𝜇𝜇) can be present as  

� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) = �𝑥𝑥 = (𝑥𝑥𝜈𝜈) ∈ 𝜔𝜔 ∶ �𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1

∞

𝑛𝑛=1

�
𝑝𝑝𝑛𝑛

𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛−1
�𝑃𝑃𝜈𝜈−1𝑥𝑥𝜈𝜈  
𝑛𝑛

𝜈𝜈=1

�
𝜇𝜇𝑛𝑛

< ∞�. 

Now, using factorable matrix, we introduce a new space  

�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑥𝑥 = (𝑥𝑥𝜈𝜈) ∈ 𝜔𝜔:�𝜃𝜃𝑛𝑛
𝜇𝜇𝑛𝑛−1 �𝑎𝑎�𝑛𝑛�𝑎𝑎𝑣𝑣𝑥𝑥𝑣𝑣

𝑛𝑛

𝑣𝑣=0

�
𝜇𝜇𝑛𝑛

< ∞
∞

𝑛𝑛=0

� 

which is the extension of the space  �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇).  Here, by a factorable 
matrix, we mean that the lower triangular whose entries given by  

𝑎𝑎𝑛𝑛𝑛𝑛 = �𝑎𝑎�𝑛𝑛𝑎𝑎𝜈𝜈,      0 ≤ 𝜈𝜈 ≤ 𝑛𝑛
0,                   𝜈𝜈 > 𝑛𝑛                                                                 (2) 

where (𝑎𝑎�𝑛𝑛) and (𝑎𝑎𝑛𝑛)  are any sequences of real numbers. 

According to notation of domain, it can be easily seen that 
�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴

(𝜇𝜇), where the matrix  𝑇𝑇𝐴𝐴
(𝜇𝜇) = (𝑡𝑡𝑛𝑛𝑛𝑛

(𝜇𝜇))  defined by  

𝑡𝑡𝑛𝑛𝑛𝑛
(𝑛𝑛) = �𝜃𝜃𝑛𝑛

1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎�𝑛𝑛𝑎𝑎𝜈𝜈,      0 ≤ 𝜈𝜈 ≤ 𝑛𝑛

0,                   𝜈𝜈 > 𝑛𝑛.
                                                                     (3) 

So, with this equality, the connection between Maddox’s space 
𝑙𝑙(𝜇𝜇) and the space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) is established. 

Besides, since each triangle matrix has a unique inverse (Wilansky, 
1984), the triangle matrix 𝑇𝑇𝐴𝐴

(𝜇𝜇) has   the inverse stated by 𝑆𝑆𝐴𝐴
(𝜇𝜇) whose 

terms is given by  

𝑠𝑠𝑛𝑛𝑛𝑛
(𝜇𝜇) =

⎩
⎪⎪
⎨

⎪⎪
⎧

−1

𝜃𝜃𝑛𝑛−1
1
𝜇𝜇𝑛𝑛−1∗�

𝑎𝑎𝑛𝑛𝑎𝑎�𝑛𝑛−1
,        𝜈𝜈 = 𝑛𝑛 − 1

1

𝜃𝜃𝑛𝑛
1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎𝑛𝑛𝑎𝑎�𝑛𝑛

,                       𝜈𝜈 = 𝑛𝑛

0 ,                            𝜈𝜈 ≠ 𝑛𝑛 − 1,𝑛𝑛.

                                                          (4) 

Before the main theorems, we remind certain lemmas which have 
important role in their proofs: 

Lemma 1.1 (Grosse-Erdmann,1993) Let 𝜇𝜇 = (𝜇𝜇𝑣𝑣), 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be 
arbitrary bounded sequences of strictly positive numbers. 

 

(i)  If 𝜇𝜇𝑣𝑣 > 1 for all 𝑣𝑣, then, 𝑈𝑈𝑈𝑈(𝑙𝑙(𝜇𝜇), 𝑙𝑙) iff there exists an integer 
𝐾𝐾 > 1 such that  

sup����𝑢𝑢𝑛𝑛𝑛𝑛  
𝑛𝑛𝑛𝑛𝑛𝑛

𝐾𝐾−1�
𝜇𝜇𝑣𝑣∗

:𝐵𝐵 ⊂ ℕ
∞

𝑣𝑣=0

 finite� < ∞.                                         (5) 

 

(ii)  If 𝜇𝜇𝑣𝑣 ≤ 1  and 𝜆𝜆𝑣𝑣 ≥ 1 for all  𝑣𝑣𝑣𝑣ℕ then 𝑈𝑈𝑈𝑈(𝑙𝑙(𝜇𝜇), 𝑙𝑙(𝜆𝜆)) iff there 
exists some 𝐾𝐾 such that  

sup
𝑣𝑣
� �𝑢𝑢𝑛𝑛𝑛𝑛  𝐾𝐾

−1 𝜇𝜇𝑣𝑣� �
𝜆𝜆𝑛𝑛

∞

𝑛𝑛=0

< ∞. 

 

(iii) If 𝜇𝜇𝑣𝑣 ≤ 1 for all v, then, 
 

𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐) ⇔ (𝑎𝑎) lim𝑢𝑢𝑛𝑛𝑛𝑛
𝑛𝑛→∞

 exists for each 𝑣𝑣,

(𝑏𝑏) sup
𝑛𝑛,𝑣𝑣

|𝑢𝑢𝑛𝑛𝑛𝑛|𝜇𝜇𝑣𝑣 < ∞ 

𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐0) ⇔ (𝑐𝑐)  lim𝑢𝑢𝑛𝑛𝑛𝑛
𝑛𝑛→∞

= 0  for each 𝑣𝑣, (𝑏𝑏) holds 

𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑙𝑙∞) ⇔ (𝑏𝑏) holds. 

 

(iv)    If 𝜇𝜇𝑣𝑣 > 1 for all v, then,  

𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐)
⇔ (𝑎𝑎′) lim𝑢𝑢𝑛𝑛𝑛𝑛

𝑛𝑛→∞
 exists for each 𝑣𝑣,    (𝑏𝑏′) there exists a number K 

>  1 such that 

sup
𝑛𝑛
�|𝑢𝑢𝑛𝑛𝑛𝑛𝑀𝑀−1|𝜇𝜇𝑣𝑣∗
∞

𝑣𝑣=0

< ∞, 

𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐0) ⇔ (𝑐𝑐′) lim𝑢𝑢𝑛𝑛𝑛𝑛
𝑛𝑛→∞

= 0  for each 𝑣𝑣, (𝑏𝑏′) holds 
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𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐0) ⇔ (𝑏𝑏′) holds. 

Note that the condition (5) has a rather difficulties in applications. 
Lemma 1.2 produces a condition which is equivalent to (5) and also more 
practical in most cases. So, we will prefer following lemma in the proofs 
of our main theorems. 

Lemma 1.2 (Sarıgöl, 2013) Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix with 
complex components, (𝜇𝜇𝑛𝑛) be a bounded sequence of positive numbers. 
If 𝑊𝑊𝜇𝜇 [𝑈𝑈] < ∞  or 𝐿𝐿𝜇𝜇  [𝑈𝑈] < ∞, then 

 
(2𝑐𝑐)−2𝑊𝑊𝜇𝜇  [𝑈𝑈] ≤ 𝐿𝐿𝜇𝜇  [𝑈𝑈] ≤ 𝑊𝑊𝜇𝜇  [𝑈𝑈], 

where 𝑐𝑐 = max{1, 2𝐻𝐻−1} ,𝐻𝐻 = sup𝜈𝜈 𝜇𝜇𝜈𝜈 . 
 

𝑊𝑊𝜇𝜇  [𝑈𝑈]  = ���|𝑢𝑢𝑛𝑛𝑛𝑛|
𝑛𝑛=0

�
𝜇𝜇𝜈𝜈∞

𝜈𝜈=0

 

and 

𝐿𝐿𝜇𝜇  [𝑈𝑈] = sup ����𝑢𝑢𝑛𝑛𝑛𝑛
𝑛𝑛∈𝐵𝐵

�
𝜇𝜇𝜈𝜈

:𝐵𝐵 ⊂ ℕ finite
∞

𝜈𝜈=0

�. 

 
Lemma 1.3.  (Malkowsky & Rakocevic, 2000) Let 𝑅𝑅 be a triangle. 

Then, for 𝑋𝑋,𝑌𝑌 ⊂  𝜔𝜔,𝑈𝑈 ∈  (𝑋𝑋,  𝑌𝑌𝑅𝑅) iff  𝐵𝐵 =  𝑅𝑅𝑅𝑅 ∈  (𝑋𝑋,𝑌𝑌). 

Lemma 1.4.  (Malkowsky & Rakocevic, 2007) Assume that 𝑋𝑋 is an 
𝐹𝐹𝐹𝐹-space with 𝐴𝐴𝐴𝐴 property,𝑅𝑅 is a triangle, 𝑆𝑆 is its inverse and 𝑌𝑌 is any 
subset of ω. Then, we have 𝑈𝑈 ∈  (𝑋𝑋𝑅𝑅 ,𝑌𝑌) iff  𝑈𝑈 � ∈  (𝑋𝑋,𝑌𝑌) and 𝑉𝑉(𝑛𝑛) ∈
 (𝑋𝑋, 𝑐𝑐) for all 𝑛𝑛, where 

𝑢𝑢�𝑛𝑛𝑛𝑛 = �𝑢𝑢𝑛𝑛𝑛𝑛𝑠𝑠𝑗𝑗𝑗𝑗

∞

𝑗𝑗=𝑣𝑣

,𝑛𝑛, 𝑣𝑣 = 0,1, … 

𝑣𝑣𝑚𝑚𝑚𝑚
(𝑛𝑛) = ��𝑢𝑢𝑛𝑛𝑛𝑛𝑠𝑠𝑗𝑗𝑗𝑗

𝑚𝑚

𝑗𝑗=𝑣𝑣

, 0 ≤ 𝑣𝑣 ≤ 𝑚𝑚

0,       𝑣𝑣 > 𝑚𝑚.

 

Proposition 1.5. (Malkowsky & Rakocevic, 2007) Let (𝑋𝑋,𝑑𝑑)  be a 
linear metric sequence space and   �𝑏𝑏(𝑛𝑛)� is a basis of it. Then, the 
sequence �𝑆𝑆(𝑏𝑏(𝑛𝑛))� is basis of 𝑌𝑌 = 𝑋𝑋𝑅𝑅 with the metric 𝑑𝑑𝑅𝑅 defined by 
𝑑𝑑𝑅𝑅(𝑦𝑦,𝑦𝑦�) = 𝑑𝑑(𝑅𝑅(𝑦𝑦),𝑅𝑅( 𝑦𝑦�)) for all 𝑦𝑦,𝑦𝑦� ∈ 𝑌𝑌. 

Lemma 1.6. (Wilansky, 1984)  Let 𝑋𝑋 and Y be 𝐵𝐵𝐵𝐵-spaces, and 𝑈𝑈 be 
an arbitrary infinite matrix of complex components. If 𝑈𝑈 is a matrix 
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𝑈𝑈 ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐0) ⇔ (𝑏𝑏′) holds. 

Note that the condition (5) has a rather difficulties in applications. 
Lemma 1.2 produces a condition which is equivalent to (5) and also more 
practical in most cases. So, we will prefer following lemma in the proofs 
of our main theorems. 

Lemma 1.2 (Sarıgöl, 2013) Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix with 
complex components, (𝜇𝜇𝑛𝑛) be a bounded sequence of positive numbers. 
If 𝑊𝑊𝜇𝜇 [𝑈𝑈] < ∞  or 𝐿𝐿𝜇𝜇  [𝑈𝑈] < ∞, then 

 
(2𝑐𝑐)−2𝑊𝑊𝜇𝜇  [𝑈𝑈] ≤ 𝐿𝐿𝜇𝜇  [𝑈𝑈] ≤ 𝑊𝑊𝜇𝜇  [𝑈𝑈], 

where 𝑐𝑐 = max{1, 2𝐻𝐻−1} ,𝐻𝐻 = sup𝜈𝜈 𝜇𝜇𝜈𝜈 . 
 

𝑊𝑊𝜇𝜇  [𝑈𝑈]  = ���|𝑢𝑢𝑛𝑛𝑛𝑛|
𝑛𝑛=0

�
𝜇𝜇𝜈𝜈∞

𝜈𝜈=0

 

and 

𝐿𝐿𝜇𝜇  [𝑈𝑈] = sup ����𝑢𝑢𝑛𝑛𝑛𝑛
𝑛𝑛∈𝐵𝐵

�
𝜇𝜇𝜈𝜈

:𝐵𝐵 ⊂ ℕ finite
∞

𝜈𝜈=0

�. 

 
Lemma 1.3.  (Malkowsky & Rakocevic, 2000) Let 𝑅𝑅 be a triangle. 

Then, for 𝑋𝑋,𝑌𝑌 ⊂  𝜔𝜔,𝑈𝑈 ∈  (𝑋𝑋,  𝑌𝑌𝑅𝑅) iff  𝐵𝐵 =  𝑅𝑅𝑅𝑅 ∈  (𝑋𝑋,𝑌𝑌). 

Lemma 1.4.  (Malkowsky & Rakocevic, 2007) Assume that 𝑋𝑋 is an 
𝐹𝐹𝐹𝐹-space with 𝐴𝐴𝐴𝐴 property,𝑅𝑅 is a triangle, 𝑆𝑆 is its inverse and 𝑌𝑌 is any 
subset of ω. Then, we have 𝑈𝑈 ∈  (𝑋𝑋𝑅𝑅 ,𝑌𝑌) iff  𝑈𝑈 � ∈  (𝑋𝑋,𝑌𝑌) and 𝑉𝑉(𝑛𝑛) ∈
 (𝑋𝑋, 𝑐𝑐) for all 𝑛𝑛, where 

𝑢𝑢�𝑛𝑛𝑛𝑛 = �𝑢𝑢𝑛𝑛𝑛𝑛𝑠𝑠𝑗𝑗𝑗𝑗

∞

𝑗𝑗=𝑣𝑣

,𝑛𝑛, 𝑣𝑣 = 0,1, … 

𝑣𝑣𝑚𝑚𝑚𝑚
(𝑛𝑛) = ��𝑢𝑢𝑛𝑛𝑛𝑛𝑠𝑠𝑗𝑗𝑗𝑗

𝑚𝑚

𝑗𝑗=𝑣𝑣

, 0 ≤ 𝑣𝑣 ≤ 𝑚𝑚

0,       𝑣𝑣 > 𝑚𝑚.

 

Proposition 1.5. (Malkowsky & Rakocevic, 2007) Let (𝑋𝑋,𝑑𝑑)  be a 
linear metric sequence space and   �𝑏𝑏(𝑛𝑛)� is a basis of it. Then, the 
sequence �𝑆𝑆(𝑏𝑏(𝑛𝑛))� is basis of 𝑌𝑌 = 𝑋𝑋𝑅𝑅 with the metric 𝑑𝑑𝑅𝑅 defined by 
𝑑𝑑𝑅𝑅(𝑦𝑦,𝑦𝑦�) = 𝑑𝑑(𝑅𝑅(𝑦𝑦),𝑅𝑅( 𝑦𝑦�)) for all 𝑦𝑦,𝑦𝑦� ∈ 𝑌𝑌. 

Lemma 1.6. (Wilansky, 1984)  Let 𝑋𝑋 and Y be 𝐵𝐵𝐵𝐵-spaces, and 𝑈𝑈 be 
an arbitrary infinite matrix of complex components. If 𝑈𝑈 is a matrix 

transformation from the space 𝑋𝑋 into 𝑌𝑌, that is, 𝑈𝑈 ∈  (𝑋𝑋,𝑌𝑌), then it is a 
bounded linear operator. 

 

2.  THE SPACE �𝑨𝑨𝒇𝒇𝜽𝜽�(𝝁𝝁) 

In this section, we begin to investigate certain algebraic and 
topological properties of the mentioned space. 

Theorem 2.1  

(a) The set �Af
θ�(μ) becomes a linear space with the coordinate-wise 

addition and scalar multiplication. Moreover, this space is an FK-space 
under the following paranorm 

‖𝑥𝑥‖�Afθ�(μ) = � 𝑇𝑇𝐴𝐴
(𝜇𝜇)(𝑥𝑥)�

l(μ)
= ��|𝑥𝑥𝑛𝑛|𝜇𝜇𝑛𝑛

∞

𝑛𝑛=0

�

1
𝑀𝑀

                                                 (6) 

where 𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑚𝑚{ 1, sup𝑛𝑛 𝜇𝜇𝑛𝑛}.  

(b) If 𝜇𝜇𝑛𝑛 = 𝑘𝑘 for all 𝑛𝑛𝑛𝑛ℕ, the space �Af
θ�(μ) is a BK-spaces with the 

following norm 

‖𝑥𝑥‖�Afθ�(μ) = � 𝑇𝑇𝐴𝐴
(𝑘𝑘)(𝑥𝑥)�

k. 

Proof. The first part of the proof is a standard  verification, so it is 
left to reader. Since the matrix  𝑇𝑇𝐴𝐴

(𝜇𝜇) is a triangle matrix, �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = 
�𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴

(𝜇𝜇) and 𝑙𝑙(μ) is an FK-space, then it is written that �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) is also 
an FK-space from Wilansky's Theorem 4.3.2 (1984). This completes the 
proof. 

The second part of the theorem can also be proved in similar 
method. 

Theorem 2.2 The space�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) has a Schauder basis. 

Proof. Let 𝑦𝑦 = 𝑇𝑇𝐴𝐴
(𝑘𝑘)(𝑥𝑥) for each 𝑥𝑥𝑥𝑥�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇). It is known that the 

sequence (𝑒𝑒(𝑛𝑛)) is the Schauder base of the Maddox's space 𝑙𝑙(𝜇𝜇). So, 
considering (6), it is written that  

�𝑦𝑦 −�𝑦𝑦𝑣𝑣𝑒𝑒(𝑣𝑣)
𝑛𝑛

𝑣𝑣=0

�
l(μ)

= �𝑥𝑥 −�𝑥𝑥𝑣𝑣𝑆𝑆𝐴𝐴
(𝜇𝜇)(𝑒𝑒(𝑣𝑣))

𝑛𝑛

𝑣𝑣=0

�
�Af
θ�(μ)

→ 0 as (𝑛𝑛 → ∞) 
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which means that the sequence 𝑆𝑆𝐴𝐴
(𝜇𝜇)(𝑒𝑒(𝑣𝑣)) is the Schauder basis  of 

the space �Af
θ�(μ). 

Considering the Theorem 2.1-2.2, it can be said that the absolute 
series space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) is a separable space because it is a linear metric 
space with a Schauder basis. 

Theorem 2.3. There exists a linearly isomorphism between the 
space �Af

θ�(μ) and the Maddox’s space 𝑙𝑙(μ).i.e., �Af
θ�(μ) ≅ 𝑙𝑙(μ). 

Proof. To prove the theorem, it should be shown that there exists a 
linear bijection between  �Af

θ�(μ) and l(μ). Let take into account the 
transformation 𝑇𝑇𝐴𝐴

(𝜇𝜇): �Af
θ�(μ) → 𝑙𝑙(μ) such that  

𝑦𝑦 = 𝑇𝑇𝐴𝐴
(𝜇𝜇)(𝑥𝑥) = �𝜃𝜃𝑛𝑛

1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎�𝑛𝑛�𝑎𝑎𝜈𝜈,𝑥𝑥𝜈𝜈

𝑛𝑛

𝑣𝑣=0

� for all  x ∈ �Af
θ�(μ). 

Since the matrix corresponding the  transformation  𝑦𝑦 =
𝑇𝑇𝐴𝐴

(𝜇𝜇)(𝑥𝑥)  given by (3) is triangle, it is clear that the transformation 𝑇𝑇𝐴𝐴
(𝜇𝜇) is 

a linear bijection.  Also, 

‖𝑥𝑥‖�Afθ�(μ) = � 𝑇𝑇𝐴𝐴
(𝜇𝜇)(𝑥𝑥)�

l(μ)
 

that is, the paranorm is preserved. Thus, the  �Af
θ�(μ) is linearly 

isomorphic to the Maddox's space  𝑙𝑙(μ). 

 

We describe the following sets: 

𝐷𝐷1 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1,�
𝐾𝐾−1 𝜇𝜇𝑣𝑣∗�

𝜃𝜃𝑣𝑣

∞

𝑣𝑣=0

 ��
𝑧𝑧𝜈𝜈
𝑎𝑎𝑣𝑣𝑎𝑎�𝑣𝑣

�+ �
𝑧𝑧𝜈𝜈+1
𝑎𝑎𝑣𝑣+1𝑎𝑎�𝑣𝑣

��
𝜇𝜇𝑣𝑣∗

< ∞�, 

𝐷𝐷2 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1: sup
𝑣𝑣
��

𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝐾𝐾1 𝜇𝜇𝑣𝑣� |𝑎𝑎�𝑣𝑣|
���

𝑧𝑧𝜈𝜈
𝑎𝑎𝑣𝑣
�+ �

𝑧𝑧𝜈𝜈+1
𝑎𝑎𝑣𝑣+1

��� < ∞�, 

𝐷𝐷3 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1:  sup
𝑛𝑛
��

𝐾𝐾−1 𝜇𝜇𝑣𝑣∗�

𝜃𝜃𝑣𝑣

𝑛𝑛−1

𝑣𝑣=0

�
1
𝑎𝑎�𝑣𝑣
∆�

𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣∗

+
𝐾𝐾−1 𝜇𝜇𝑛𝑛∗�

𝜃𝜃𝑛𝑛
�
𝑧𝑧𝑛𝑛
𝑎𝑎�𝑛𝑛𝑎𝑎𝑛𝑛

�
𝜇𝜇𝑛𝑛∗

�

< ∞�, 
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which means that the sequence 𝑆𝑆𝐴𝐴
(𝜇𝜇)(𝑒𝑒(𝑣𝑣)) is the Schauder basis  of 

the space �Af
θ�(μ). 

Considering the Theorem 2.1-2.2, it can be said that the absolute 
series space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) is a separable space because it is a linear metric 
space with a Schauder basis. 

Theorem 2.3. There exists a linearly isomorphism between the 
space �Af

θ�(μ) and the Maddox’s space 𝑙𝑙(μ).i.e., �Af
θ�(μ) ≅ 𝑙𝑙(μ). 

Proof. To prove the theorem, it should be shown that there exists a 
linear bijection between  �Af

θ�(μ) and l(μ). Let take into account the 
transformation 𝑇𝑇𝐴𝐴

(𝜇𝜇): �Af
θ�(μ) → 𝑙𝑙(μ) such that  

𝑦𝑦 = 𝑇𝑇𝐴𝐴
(𝜇𝜇)(𝑥𝑥) = �𝜃𝜃𝑛𝑛

1
𝜇𝜇𝑛𝑛∗�
𝑎𝑎�𝑛𝑛�𝑎𝑎𝜈𝜈,𝑥𝑥𝜈𝜈

𝑛𝑛

𝑣𝑣=0

� for all  x ∈ �Af
θ�(μ). 

Since the matrix corresponding the  transformation  𝑦𝑦 =
𝑇𝑇𝐴𝐴

(𝜇𝜇)(𝑥𝑥)  given by (3) is triangle, it is clear that the transformation 𝑇𝑇𝐴𝐴
(𝜇𝜇) is 

a linear bijection.  Also, 

‖𝑥𝑥‖�Afθ�(μ) = � 𝑇𝑇𝐴𝐴
(𝜇𝜇)(𝑥𝑥)�

l(μ)
 

that is, the paranorm is preserved. Thus, the  �Af
θ�(μ) is linearly 

isomorphic to the Maddox's space  𝑙𝑙(μ). 

 

We describe the following sets: 

𝐷𝐷1 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1,�
𝐾𝐾−1 𝜇𝜇𝑣𝑣∗�

𝜃𝜃𝑣𝑣

∞

𝑣𝑣=0

 ��
𝑧𝑧𝜈𝜈
𝑎𝑎𝑣𝑣𝑎𝑎�𝑣𝑣

�+ �
𝑧𝑧𝜈𝜈+1
𝑎𝑎𝑣𝑣+1𝑎𝑎�𝑣𝑣

��
𝜇𝜇𝑣𝑣∗

< ∞�, 

𝐷𝐷2 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1: sup
𝑣𝑣
��

𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝐾𝐾1 𝜇𝜇𝑣𝑣� |𝑎𝑎�𝑣𝑣|
���

𝑧𝑧𝜈𝜈
𝑎𝑎𝑣𝑣
�+ �

𝑧𝑧𝜈𝜈+1
𝑎𝑎𝑣𝑣+1

��� < ∞�, 

𝐷𝐷3 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶ ∃𝐾𝐾 > 1:  sup
𝑛𝑛
��

𝐾𝐾−1 𝜇𝜇𝑣𝑣∗�

𝜃𝜃𝑣𝑣

𝑛𝑛−1

𝑣𝑣=0

�
1
𝑎𝑎�𝑣𝑣
∆�

𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣∗

+
𝐾𝐾−1 𝜇𝜇𝑛𝑛∗�

𝜃𝜃𝑛𝑛
�
𝑧𝑧𝑛𝑛
𝑎𝑎�𝑛𝑛𝑎𝑎𝑛𝑛

�
𝜇𝜇𝑛𝑛∗

�

< ∞�, 

𝐷𝐷4 = �𝑧𝑧 = (𝑧𝑧𝜈𝜈) ∈ 𝜔𝜔 ∶  sup
𝑣𝑣
��
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝑎𝑎�𝑣𝑣
∆ �

𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

+ �
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗𝑧𝑧𝑣𝑣
𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

�
𝜇𝜇𝑣𝑣

� < ∞�, 

where ∆𝑧𝑧𝑛𝑛 = 𝑧𝑧𝑛𝑛 − 𝑧𝑧𝑛𝑛+1. 

Theorem 2.4. If 𝜇𝜇𝑣𝑣 > 1 for all 𝑣𝑣, then  

��Af
θ�(μ)�𝛼𝛼 = 𝐷𝐷1, ��Af

θ�(μ)�𝛽𝛽 = ��Af
θ�(μ)�𝛾𝛾 = 𝐷𝐷3 

and if 𝜇𝜇𝑣𝑣 ≤ 1 for all v, then, 

��Af
θ�(μ)�𝛼𝛼 = 𝐷𝐷2, ��Af

θ�(μ)�𝛽𝛽 =  ��Af
θ�(μ)�𝛾𝛾 = 𝐷𝐷4 

Proof.  By the definition of the 𝛽𝛽 dual,  𝑧𝑧𝑧𝑧��Af
θ�(μ)�

𝛽𝛽
if and only if  

(𝑧𝑧𝑛𝑛𝑥𝑥𝑛𝑛)𝜖𝜖𝑐𝑐𝑠𝑠 for all 𝑥𝑥𝑥𝑥�Af
θ�(μ). It follows from (4) that   

�𝑧𝑧𝑣𝑣𝑥𝑥𝑣𝑣

𝑚𝑚

𝑧𝑧=0

= �
𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
�

𝑦𝑦𝑣𝑣
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

−
𝑦𝑦𝑣𝑣−1

𝜃𝜃𝑣𝑣−1
1/𝜇𝜇𝑣𝑣−1∗

𝑎𝑎�𝑣𝑣−1
�

𝑚𝑚

𝑣𝑣=0

 

=
𝑧𝑧𝑚𝑚𝑦𝑦𝑚𝑚

𝑎𝑎𝑚𝑚𝜃𝜃𝑚𝑚
1/𝜇𝜇𝑚𝑚∗ 𝑎𝑎�𝑚𝑚

+ �
1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

�
𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
−
𝑧𝑧𝑣𝑣+1
𝑎𝑎𝑣𝑣+1

�
𝑚𝑚−1

𝑣𝑣=0

𝑦𝑦𝑣𝑣 

= �ℎ𝑚𝑚𝑚𝑚𝑦𝑦𝑣𝑣

𝑚𝑚

𝑣𝑣=0

 

where 𝑦𝑦𝑛𝑛 = 𝜃𝜃𝑛𝑛
1/𝜇𝜇𝑛𝑛∗ 𝑎𝑎�𝑛𝑛 ∑ 𝑎𝑎𝑣𝑣𝑥𝑥𝑣𝑣𝑛𝑛

𝑣𝑣=0  for 𝑛𝑛 ≥ 0 and  

ℎ𝑚𝑚𝑚𝑚 =

⎩
⎪
⎨

⎪
⎧

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

�
𝑧𝑧𝑣𝑣
𝑎𝑎𝑣𝑣
−
𝑧𝑧𝑣𝑣+1
𝑎𝑎𝑣𝑣+1

�  , 0 ≤ 𝑣𝑣 ≤ 𝑚𝑚 − 1

𝑧𝑧𝑚𝑚
𝑎𝑎𝑚𝑚𝜃𝜃𝑚𝑚

1/𝜇𝜇𝑚𝑚∗ 𝑎𝑎�𝑚𝑚
,                               𝑣𝑣 = 𝑚𝑚

0,                                                     𝑣𝑣 > 𝑚𝑚

                                                   (7) 

and so we get that 𝑧𝑧𝑧𝑧��Af
θ�(μ)�

𝛽𝛽
 iff 𝐻𝐻 ∈ (l(μ), 𝑐𝑐). Using Lemma 1.1, 

it is immediately obtained that  𝑧𝑧𝑧𝑧��Af
θ�(μ)�

𝛽𝛽
  equals to 𝑧𝑧𝑧𝑧𝐷𝐷3  for 𝜇𝜇𝑣𝑣 > 1 

and 𝑧𝑧𝑧𝑧𝐷𝐷4 for 𝜇𝜇𝑣𝑣 ≤ 1  for all 𝑛𝑛, which concludes the   part of proof.  

The proof of other part can be proved in similar way, so it is left to 
reader.  

3. MATRIX TRANSFORMATIONS 

In this section, we give the characterizations of the matrix classes  
��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓�(𝜆𝜆)� , ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), Γ�, where Γ = {𝑐𝑐, 𝑐𝑐0, 𝑙𝑙∞}. 



FADIME GÖKÇE100 .

Theorem 3.1 Assume that 𝐴𝐴,𝐵𝐵 are any factorable matrices, 𝑈𝑈 =
(𝑢𝑢𝑛𝑛𝑛𝑛)  is arbitrary infinite matrix of complex components, (𝜇𝜇𝑛𝑛)  and (𝜆𝜆𝑛𝑛) 
are any bounded sequences of positive numbers satisfying 𝜇𝜇𝑛𝑛 ≤ 1    and 
𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛𝑛𝑛ℕ. Then, 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)� iff there exists an 

integer 𝐾𝐾 > 1 such that, for 𝑛𝑛 = 0,1, . . .,  

sup
𝑣𝑣
��
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝑎𝑎�𝑣𝑣
∆ �

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

+ �
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

�
𝜇𝜇𝑣𝑣

� < ∞                                              (8) 

and 

sup
𝑣𝑣
� �𝐾𝐾−1/𝜇𝜇𝑣𝑣

𝜓𝜓𝑛𝑛
1/𝜆𝜆𝑛𝑛∗ 𝑏𝑏�𝑛𝑛

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

�𝑏𝑏𝑗𝑗

𝑛𝑛

𝑗𝑗=0

∆ �
𝑢𝑢𝑗𝑗𝑗𝑗
𝑎𝑎𝑣𝑣
��

𝜆𝜆𝑛𝑛∞

𝑛𝑛=0

< ∞                                          (9) 

Besides, if  𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆)�, then  𝑈𝑈 determines a bounded 

linear operator. 

Proof.  Let that 𝜇𝜇𝑛𝑛 ≤ 1    and 𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛𝑛𝑛ℕ. Since �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = 
�𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴

(𝜇𝜇), considering Lemma 1.4,  it can be written  that 𝑈𝑈 ∈

��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆)� iff 𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)� and  𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐), 

where the matrices 𝑈𝑈� and 𝑉𝑉(𝑛𝑛) are defined by  

𝑢𝑢�𝑛𝑛𝑛𝑛 =
1

𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣

Δ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣

� 

𝑣𝑣𝑚𝑚𝑚𝑚
(𝑛𝑛) =

⎩
⎪
⎨

⎪
⎧

1

𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣

Δ�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  , 0 ≤ 𝑣𝑣 ≤ 𝑚𝑚− 1

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣𝜃𝜃𝑣𝑣

1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣
,                               𝑣𝑣 = 𝑚𝑚

0,                                        𝑣𝑣 > 𝑚𝑚.

 

If we apply Lemma 1.1 to the matrix 𝑉𝑉(𝑛𝑛), we obtain the condition 
(8). Moreover, since  �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) = �𝑙𝑙(𝜆𝜆)�𝑇𝑇𝐵𝐵
(𝜆𝜆), 𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)�  equals 

to  𝑇𝑇𝐵𝐵
(𝜆𝜆) ∘ 𝑈𝑈�(𝑥𝑥) ∈ 𝑙𝑙(𝜆𝜆)  whenever 𝑥𝑥 ∈ 𝑙𝑙(𝜇𝜇), i.e, 𝑇𝑇𝐵𝐵

(𝜆𝜆) ∘ 𝑈𝑈�𝜖𝜖�𝑙𝑙(𝜇𝜇), 𝑙𝑙(𝜆𝜆)�. So, 
the condition (9) holds. 

Besides of this, since �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) and �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆) are FK-spaces, U 

determines a bounded operator by Theorem 4.2.8 of Wilansky (1984). 
Hence, the proof is completed. 



 .101Research & Reviews in Science and Mathematics

Theorem 3.1 Assume that 𝐴𝐴,𝐵𝐵 are any factorable matrices, 𝑈𝑈 =
(𝑢𝑢𝑛𝑛𝑛𝑛)  is arbitrary infinite matrix of complex components, (𝜇𝜇𝑛𝑛)  and (𝜆𝜆𝑛𝑛) 
are any bounded sequences of positive numbers satisfying 𝜇𝜇𝑛𝑛 ≤ 1    and 
𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛𝑛𝑛ℕ. Then, 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)� iff there exists an 

integer 𝐾𝐾 > 1 such that, for 𝑛𝑛 = 0,1, . . .,  

sup
𝑣𝑣
��
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝑎𝑎�𝑣𝑣
∆ �

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

+ �
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

�
𝜇𝜇𝑣𝑣

� < ∞                                              (8) 

and 

sup
𝑣𝑣
� �𝐾𝐾−1/𝜇𝜇𝑣𝑣

𝜓𝜓𝑛𝑛
1/𝜆𝜆𝑛𝑛∗ 𝑏𝑏�𝑛𝑛

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

�𝑏𝑏𝑗𝑗

𝑛𝑛

𝑗𝑗=0

∆ �
𝑢𝑢𝑗𝑗𝑗𝑗
𝑎𝑎𝑣𝑣
��

𝜆𝜆𝑛𝑛∞

𝑛𝑛=0

< ∞                                          (9) 

Besides, if  𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆)�, then  𝑈𝑈 determines a bounded 

linear operator. 

Proof.  Let that 𝜇𝜇𝑛𝑛 ≤ 1    and 𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛𝑛𝑛ℕ. Since �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = 
�𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴

(𝜇𝜇), considering Lemma 1.4,  it can be written  that 𝑈𝑈 ∈

��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆)� iff 𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)� and  𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐), 

where the matrices 𝑈𝑈� and 𝑉𝑉(𝑛𝑛) are defined by  

𝑢𝑢�𝑛𝑛𝑛𝑛 =
1

𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣

Δ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣

� 

𝑣𝑣𝑚𝑚𝑚𝑚
(𝑛𝑛) =

⎩
⎪
⎨

⎪
⎧

1

𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣

Δ�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  , 0 ≤ 𝑣𝑣 ≤ 𝑚𝑚− 1

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣𝜃𝜃𝑣𝑣

1 𝜇𝜇𝑣𝑣∗⁄ 𝑎𝑎�𝑣𝑣
,                               𝑣𝑣 = 𝑚𝑚

0,                                        𝑣𝑣 > 𝑚𝑚.

 

If we apply Lemma 1.1 to the matrix 𝑉𝑉(𝑛𝑛), we obtain the condition 
(8). Moreover, since  �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) = �𝑙𝑙(𝜆𝜆)�𝑇𝑇𝐵𝐵
(𝜆𝜆), 𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆)�  equals 

to  𝑇𝑇𝐵𝐵
(𝜆𝜆) ∘ 𝑈𝑈�(𝑥𝑥) ∈ 𝑙𝑙(𝜆𝜆)  whenever 𝑥𝑥 ∈ 𝑙𝑙(𝜇𝜇), i.e, 𝑇𝑇𝐵𝐵

(𝜆𝜆) ∘ 𝑈𝑈�𝜖𝜖�𝑙𝑙(𝜇𝜇), 𝑙𝑙(𝜆𝜆)�. So, 
the condition (9) holds. 

Besides of this, since �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) and �𝐵𝐵𝑓𝑓
𝜓𝜓� (𝜆𝜆) are FK-spaces, U 

determines a bounded operator by Theorem 4.2.8 of Wilansky (1984). 
Hence, the proof is completed. 

Theorem 3.2 Let 𝐴𝐴,𝐵𝐵 be any factorable matrices, 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be 
arbitrary infinite matrix of complex components. If  (𝜇𝜇𝑛𝑛) is any bounded 
sequence of positive numbers satisfying  𝜇𝜇𝑛𝑛 > 1 for all 𝑛𝑛𝑛𝑛ℕ, then 
𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓�� iff there exists an integer 𝐾𝐾 > 1 such that, for 
𝑛𝑛 ∈ ℕ, 

sup
𝑚𝑚

��
𝐾𝐾−1/𝜇𝜇𝑣𝑣∗

𝜃𝜃𝑣𝑣

𝑚𝑚−1

𝑣𝑣=0

�
1
𝑎𝑎�𝑣𝑣
∆ �

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣

��
𝜇𝜇𝑣𝑣∗

+
𝐾𝐾−1/𝜇𝜇𝑚𝑚∗

𝜃𝜃𝑚𝑚
�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑚𝑚𝑎𝑎𝑚𝑚

�
𝜇𝜇𝑚𝑚∗

� < ∞                                (10) 

and 

����𝐾𝐾−1 𝑏𝑏�𝑛𝑛
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

�𝑏𝑏𝑗𝑗

𝑛𝑛

𝑗𝑗=0

∆ �
𝑢𝑢𝑗𝑗𝑗𝑗
𝑎𝑎𝑣𝑣
��

∞

𝑛𝑛=0

�

𝜇𝜇𝑣𝑣∗∞

𝑣𝑣=0

< ∞.                                         (11) 

 

Also, if 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓��, then 𝑈𝑈 determines a bounded linear 

operator. 

Proof.  Let 𝜇𝜇𝑣𝑣 > 1 for all 𝑛𝑛𝑛𝑛ℕ. It is obvious  from Lemma 1.4 that 
𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), �𝐵𝐵𝑓𝑓

𝜓𝜓�� if and only if 𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓�� and  𝑉𝑉(𝑛𝑛) ∈

 (𝑙𝑙(𝜇𝜇), 𝑐𝑐) where  the matrices 𝑈𝑈� and  𝑉𝑉(𝑛𝑛) are defined as above theorem 
with 𝜆𝜆𝑛𝑛 = 1  for all 𝑛𝑛. Applying Lemma 1.1 to the matrix 𝑉𝑉(𝑛𝑛), the 
condition (10) is immediately obtained. Further, since �𝐵𝐵𝑓𝑓

𝜓𝜓� = (𝑙𝑙)𝑇𝑇𝐵𝐵
(𝜆𝜆) ,  

𝑈𝑈� ∈ �𝑙𝑙(𝜇𝜇), �𝐵𝐵𝑓𝑓
𝜓𝜓�� equals to   𝑇𝑇𝐵𝐵

(𝜆𝜆) ∘ 𝑈𝑈�𝜖𝜖(𝑙𝑙(𝜇𝜇), 𝑙𝑙). So, with together Lemma 
1.1, we get   the last condition (11). 

If it is pointed out that the spaces �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) and �𝐵𝐵𝑓𝑓
𝜓𝜓� are FK -spaces, 

the second part of Theorem is obtained as a result of Theorem 4.2.8 of 
Wilansky. 

Theorem 3.3.  Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be any infinite matrix of complex 
components, 𝐴𝐴 be any factorable matrix,  𝜇𝜇 = (𝜇𝜇𝑛𝑛) be a bounded 
sequence of positive numbers satisfying  𝜇𝜇𝑛𝑛 ≤ 1 for all 𝑛𝑛. Then, for 
𝑛𝑛 = 0,1, . . ., 

(a) 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐� if and only if  

sup
𝑣𝑣
��
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗

𝑎𝑎�𝑣𝑣
∆ �

𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

+ �
𝜃𝜃𝑣𝑣
−1/𝜇𝜇𝑣𝑣∗𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

�
𝜇𝜇𝑣𝑣

� < ∞                                                (12) 



FADIME GÖKÇE102 .

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  exists for each 𝑣𝑣,                                                     (13) 

and  

sup
𝑛𝑛,𝑣𝑣

�
1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

< ∞.                                                                 (14) 

(b)  𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐0� if and only if (12), (14) hold and  

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
� = 0   for each 𝑣𝑣,                                                           (15) 

 
(c) 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑙𝑙∞� if and only if (12), (14) hold.  
 

Proof.  Since the remaining part can be proved similar way, we just 
prove (a) to avoid repetition. 

(a)  Let 𝜇𝜇𝑛𝑛 ≤ 1 for all 𝑛𝑛. Note that �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴
(𝜇𝜇). By 

Lemma 1.4, it is said that 𝑈𝑈 ∈ 

��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐� iff 𝑈𝑈� ∈ (𝑙𝑙(𝜇𝜇), 𝑐𝑐)  and 𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐),  where these 
matrices described as in Theorem 3.1.  Now, if we apply Lemma 1.1  to 
the matrices 𝑈𝑈� and 𝑉𝑉(𝑛𝑛), it follows that 𝑈𝑈� ∈ (𝑙𝑙(𝜇𝜇), 𝑐𝑐) if and only if the 
conditions  (13) and  (14) hold  and also 𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐) if and only if   
the condition  (12) holds  which concludes the  proof of (a). 

 Theorem 3.4.  Assume that 𝐴𝐴 is a factorable matrix, 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛)  is 
any infinite matrix of complex components. If 𝜇𝜇 = (𝜇𝜇𝑛𝑛)  is a bounded 
sequence of positive numbers satisfying  𝜇𝜇𝑛𝑛 > 1 for all 𝑛𝑛𝑛𝑛ℕ. Then, 

(a)  The necessary and sufficient conditions for 𝑈𝑈 ∈
��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐�  are 

sup
𝑚𝑚

��
𝐾𝐾−1/𝜇𝜇𝑣𝑣∗

𝜃𝜃𝑣𝑣

𝑚𝑚−1

𝑣𝑣=0

�
1
𝑎𝑎�𝑣𝑣
∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣

��
𝜇𝜇𝑣𝑣∗

+
𝐾𝐾−1/𝜇𝜇𝑚𝑚∗

𝜃𝜃𝑚𝑚
�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑚𝑚𝑎𝑎𝑚𝑚

�
𝜇𝜇𝑚𝑚∗

� < ∞,∃𝐾𝐾 > 1,                    (16) 

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  exists for each 𝑣𝑣,                                                    (17) 

and  

sup
𝑛𝑛
��

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�𝐾𝐾−1�

𝜇𝜇𝑣𝑣∗∞

𝑣𝑣=0

< ∞,∃𝐾𝐾 > 1,                                      (18) 
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lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  exists for each 𝑣𝑣,                                                     (13) 

and  

sup
𝑛𝑛,𝑣𝑣

�
1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
��
𝜇𝜇𝑣𝑣

< ∞.                                                                 (14) 

(b)  𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐0� if and only if (12), (14) hold and  

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
� = 0   for each 𝑣𝑣,                                                           (15) 

 
(c) 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑙𝑙∞� if and only if (12), (14) hold.  
 

Proof.  Since the remaining part can be proved similar way, we just 
prove (a) to avoid repetition. 

(a)  Let 𝜇𝜇𝑛𝑛 ≤ 1 for all 𝑛𝑛. Note that �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) = �𝑙𝑙(𝜇𝜇)�𝑇𝑇𝐴𝐴
(𝜇𝜇). By 

Lemma 1.4, it is said that 𝑈𝑈 ∈ 

��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐� iff 𝑈𝑈� ∈ (𝑙𝑙(𝜇𝜇), 𝑐𝑐)  and 𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐),  where these 
matrices described as in Theorem 3.1.  Now, if we apply Lemma 1.1  to 
the matrices 𝑈𝑈� and 𝑉𝑉(𝑛𝑛), it follows that 𝑈𝑈� ∈ (𝑙𝑙(𝜇𝜇), 𝑐𝑐) if and only if the 
conditions  (13) and  (14) hold  and also 𝑉𝑉(𝑛𝑛) ∈  (𝑙𝑙(𝜇𝜇), 𝑐𝑐) if and only if   
the condition  (12) holds  which concludes the  proof of (a). 

 Theorem 3.4.  Assume that 𝐴𝐴 is a factorable matrix, 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛)  is 
any infinite matrix of complex components. If 𝜇𝜇 = (𝜇𝜇𝑛𝑛)  is a bounded 
sequence of positive numbers satisfying  𝜇𝜇𝑛𝑛 > 1 for all 𝑛𝑛𝑛𝑛ℕ. Then, 

(a)  The necessary and sufficient conditions for 𝑈𝑈 ∈
��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐�  are 

sup
𝑚𝑚

��
𝐾𝐾−1/𝜇𝜇𝑣𝑣∗

𝜃𝜃𝑣𝑣

𝑚𝑚−1

𝑣𝑣=0

�
1
𝑎𝑎�𝑣𝑣
∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣

��
𝜇𝜇𝑣𝑣∗

+
𝐾𝐾−1/𝜇𝜇𝑚𝑚∗

𝜃𝜃𝑚𝑚
�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎�𝑚𝑚𝑎𝑎𝑚𝑚

�
𝜇𝜇𝑚𝑚∗

� < ∞,∃𝐾𝐾 > 1,                    (16) 

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�  exists for each 𝑣𝑣,                                                    (17) 

and  

sup
𝑛𝑛
��

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
�𝐾𝐾−1�

𝜇𝜇𝑣𝑣∗∞

𝑣𝑣=0

< ∞,∃𝐾𝐾 > 1,                                      (18) 

for 𝑛𝑛 = 0,1, . . ..  

(b)  𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑐𝑐0� if and only if (16), (18) hold and  

lim
𝑛𝑛→∞

1

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆�
𝑢𝑢𝑛𝑛𝑛𝑛
𝑎𝑎𝑣𝑣
� = 0 for each 𝑣𝑣,                                                         (19) 

 
(c) 𝑈𝑈 ∈ ��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), 𝑙𝑙∞� if and only if (16), (18) hold.  

 

Proof. The theorem can be proved in similar method with Theorem 
3.3, so it is left to reader. 

Theorem 3.5.  Let 𝐴𝐴 be a factorable matrix, 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛)  be any 
infinite matrix of complex components and Γ = {𝑐𝑐, 𝑐𝑐0, 𝑙𝑙∞}. If  𝑈𝑈 ∈
��𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇), Γ�, then 𝑈𝑈 defines a bounded linear operator. 

Proof. Because of matrix transformations between FK-spaces are 
continuous, it can be immediately seen that the matrix operators between 
the spaces 𝑐𝑐, 𝑐𝑐0, 𝑙𝑙∞ which are BK-spaces, i.e, normed FK-spaces, and 
�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇)  are bounded linear operators.  

4. APPLICATIONS 

Our main theorems include the characterizations of certain well 
known matrix classes and also other new classes. In this section, with 
special selections, we obtain some of them. First, let take the identity 
matrix 𝐼𝐼 instead of the matrix   𝑈𝑈. Then, it is immediately seen that the 
characterizations of the matrix classes lead to the comparisons of these 
summability methods.  We express these results  in Corollary 1 and  
Corollary 2. 

 
Corollary 4.1. Let  (𝜇𝜇𝑛𝑛)  and (𝜆𝜆𝑛𝑛) be any bounded sequences of 

positive numbers satisfying  𝜇𝜇𝑛𝑛 ≤ 1    and 𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛𝑛𝑛ℕ. Then 
�𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) ⊂ �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) iff there exists an integer 𝐾𝐾 > 1 such that 

sup
𝑣𝑣
��𝐾𝐾−1/𝜇𝜇𝑣𝑣

𝜓𝜓𝑣𝑣
1/𝜆𝜆𝑛𝑛∗ 𝑏𝑏�𝑣𝑣

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

𝑏𝑏𝑣𝑣
𝑎𝑎𝑣𝑣
�
𝜆𝜆𝑣𝑣

+ � �𝐾𝐾−1/𝜇𝜇𝑣𝑣
𝜓𝜓𝑛𝑛
1/𝜆𝜆𝑛𝑛∗ 𝑏𝑏�𝑛𝑛

𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑏𝑏𝑣𝑣
𝑎𝑎𝑣𝑣
��
𝜆𝜆𝑛𝑛∞

𝑛𝑛=𝑣𝑣+1

� < ∞,𝑛𝑛 

= 0,1, . . ..                        

Proof.     Let us take unit matrix 𝐼𝐼 instead of 𝑈𝑈 in Theorem 3.1. 
Then,the condition  (8) holds directly, and also the condition (9) gives us 
the above condition. 
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Corollary 4.2. Let  (𝜇𝜇𝑛𝑛)   be arbitrary bounded sequence of positive 
numbers satisfiying  𝜇𝜇𝑛𝑛 > 1 for all  𝑛𝑛𝑛𝑛ℕ. Then,  �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) ⊂ �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) iff 
there exists an integer 𝐾𝐾 > 1 such that 

���𝐾𝐾−1 𝑏𝑏�𝑣𝑣𝑏𝑏𝑣𝑣
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

� + � �𝐾𝐾−1 𝑏𝑏�𝑛𝑛
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑏𝑏𝑣𝑣
𝑎𝑎𝑣𝑣
��

∞

𝑛𝑛=𝑣𝑣+1

�
𝜇𝜇𝑣𝑣∗∞

𝑣𝑣=0

< ∞, for 𝑛𝑛

= 0,1, . . ..                        

 If we take 𝑎𝑎�𝑛𝑛 = 𝑝𝑝𝑛𝑛
𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛−1

,𝑎𝑎𝑛𝑛 = 𝑃𝑃𝑛𝑛−1, then the space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) reduces 

to the space �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) studied by Gökçe and  Sarıgöl (2018). So, the 
following results are obtained: 

 

Corollary 4.3 Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix of complex 
component, 𝜇𝜇 = (𝜇𝜇𝑛𝑛)  be arbitrary bounded sequence of positive 
numbers satisfying  𝜇𝜇𝑛𝑛 > 1 for all  𝑛𝑛𝑛𝑛ℕ.  Then 𝑈𝑈 ∈ �� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇), �𝑁𝑁�𝑞𝑞�� iff 
there exists some integer 𝐾𝐾 > 1 such that, for 𝑛𝑛 = 0,1, . . .,  

 

sup
𝑚𝑚

�
𝐾𝐾−1𝑃𝑃𝑚𝑚𝑢𝑢𝑛𝑛𝑛𝑛
𝜃𝜃𝑚𝑚
1 𝜇𝜇𝑚𝑚∗⁄ 𝑝𝑝𝑚𝑚

�
𝜇𝜇𝑚𝑚∗

< ∞,              

 

��𝐾𝐾−1 𝑃𝑃𝑣𝑣
𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑝𝑝𝑣𝑣

�𝑢𝑢𝑛𝑛𝑛𝑛 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑛𝑛,𝜈𝜈+1��
𝜇𝜇𝜈𝜈∗∞

𝜈𝜈=0

< ∞,                        

 

��
𝐾𝐾−1𝑃𝑃𝑣𝑣
𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑝𝑝𝑣𝑣

�
𝑞𝑞𝑛𝑛

𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1
��𝑄𝑄𝑗𝑗−1

𝑛𝑛

𝑗𝑗=1

�𝑢𝑢𝑗𝑗𝑗𝑗 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑗𝑗,𝜈𝜈+1��
∞

𝑛𝑛=1

�

𝜇𝜇𝜈𝜈∗

< ∞
∞

𝜈𝜈=0

. 

 Corollary 4.4 Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix of complex 
components. If 𝜇𝜇 = (𝜇𝜇𝑛𝑛)   and 𝜆𝜆 = (𝜆𝜆𝑛𝑛)  are any bounded sequences of 
positive numbers and 𝜇𝜇𝑛𝑛 ≤ 1 and 𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛, then, 𝑈𝑈 ∈
�� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇), � 𝑁𝑁�𝑞𝑞

𝜓𝜓� (𝜆𝜆)� iff there exists an integer 𝐾𝐾 > 1 such that, for 

𝑛𝑛 = 0,1, . . ., 

sup
𝜈𝜈
�

𝑃𝑃𝜈𝜈
𝜃𝜃𝜈𝜈
1 𝜇𝜇𝜈𝜈∗⁄ 𝑝𝑝𝜈𝜈

�𝑢𝑢𝑛𝑛𝑛𝑛 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑛𝑛,𝜈𝜈+1��
𝜇𝜇𝜈𝜈

< ∞ 

sup
𝑚𝑚

�
𝑃𝑃𝑚𝑚𝑢𝑢𝑛𝑛𝑚𝑚
𝜃𝜃𝑚𝑚
1 𝜇𝜇𝑚𝑚∗⁄ 𝑝𝑝𝑚𝑚

� < ∞,               
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Corollary 4.2. Let  (𝜇𝜇𝑛𝑛)   be arbitrary bounded sequence of positive 
numbers satisfiying  𝜇𝜇𝑛𝑛 > 1 for all  𝑛𝑛𝑛𝑛ℕ. Then,  �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) ⊂ �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) iff 
there exists an integer 𝐾𝐾 > 1 such that 

���𝐾𝐾−1 𝑏𝑏�𝑣𝑣𝑏𝑏𝑣𝑣
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣𝑎𝑎𝑣𝑣

� + � �𝐾𝐾−1 𝑏𝑏�𝑛𝑛
𝜃𝜃𝑣𝑣
1/𝜇𝜇𝑣𝑣∗𝑎𝑎�𝑣𝑣

∆ �
𝑏𝑏𝑣𝑣
𝑎𝑎𝑣𝑣
��

∞

𝑛𝑛=𝑣𝑣+1

�
𝜇𝜇𝑣𝑣∗∞

𝑣𝑣=0

< ∞, for 𝑛𝑛

= 0,1, . . ..                        

 If we take 𝑎𝑎�𝑛𝑛 = 𝑝𝑝𝑛𝑛
𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛−1

,𝑎𝑎𝑛𝑛 = 𝑃𝑃𝑛𝑛−1, then the space �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) reduces 

to the space �𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇) studied by Gökçe and  Sarıgöl (2018). So, the 
following results are obtained: 

 

Corollary 4.3 Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix of complex 
component, 𝜇𝜇 = (𝜇𝜇𝑛𝑛)  be arbitrary bounded sequence of positive 
numbers satisfying  𝜇𝜇𝑛𝑛 > 1 for all  𝑛𝑛𝑛𝑛ℕ.  Then 𝑈𝑈 ∈ �� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇), �𝑁𝑁�𝑞𝑞�� iff 
there exists some integer 𝐾𝐾 > 1 such that, for 𝑛𝑛 = 0,1, . . .,  

 

sup
𝑚𝑚

�
𝐾𝐾−1𝑃𝑃𝑚𝑚𝑢𝑢𝑛𝑛𝑛𝑛
𝜃𝜃𝑚𝑚
1 𝜇𝜇𝑚𝑚∗⁄ 𝑝𝑝𝑚𝑚

�
𝜇𝜇𝑚𝑚∗

< ∞,              

 

��𝐾𝐾−1 𝑃𝑃𝑣𝑣
𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑝𝑝𝑣𝑣

�𝑢𝑢𝑛𝑛𝑛𝑛 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑛𝑛,𝜈𝜈+1��
𝜇𝜇𝜈𝜈∗∞

𝜈𝜈=0

< ∞,                        

 

��
𝐾𝐾−1𝑃𝑃𝑣𝑣
𝜃𝜃𝑣𝑣
1 𝜇𝜇𝑣𝑣∗⁄ 𝑝𝑝𝑣𝑣

�
𝑞𝑞𝑛𝑛

𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1
��𝑄𝑄𝑗𝑗−1

𝑛𝑛

𝑗𝑗=1

�𝑢𝑢𝑗𝑗𝑗𝑗 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑗𝑗,𝜈𝜈+1��
∞

𝑛𝑛=1

�

𝜇𝜇𝜈𝜈∗

< ∞
∞

𝜈𝜈=0

. 

 Corollary 4.4 Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be an infinite matrix of complex 
components. If 𝜇𝜇 = (𝜇𝜇𝑛𝑛)   and 𝜆𝜆 = (𝜆𝜆𝑛𝑛)  are any bounded sequences of 
positive numbers and 𝜇𝜇𝑛𝑛 ≤ 1 and 𝜆𝜆𝑛𝑛 ≥ 1 for all 𝑛𝑛, then, 𝑈𝑈 ∈
�� 𝑁𝑁�𝑝𝑝𝜃𝜃�(𝜇𝜇), � 𝑁𝑁�𝑞𝑞

𝜓𝜓� (𝜆𝜆)� iff there exists an integer 𝐾𝐾 > 1 such that, for 

𝑛𝑛 = 0,1, . . ., 

sup
𝜈𝜈
�

𝑃𝑃𝜈𝜈
𝜃𝜃𝜈𝜈
1 𝜇𝜇𝜈𝜈∗⁄ 𝑝𝑝𝜈𝜈

�𝑢𝑢𝑛𝑛𝑛𝑛 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑛𝑛,𝜈𝜈+1��
𝜇𝜇𝜈𝜈

< ∞ 

sup
𝑚𝑚

�
𝑃𝑃𝑚𝑚𝑢𝑢𝑛𝑛𝑚𝑚
𝜃𝜃𝑚𝑚
1 𝜇𝜇𝑚𝑚∗⁄ 𝑝𝑝𝑚𝑚

� < ∞,               

and 

sup
𝜈𝜈
� �

𝜓𝜓𝑛𝑛
1 𝜆𝜆𝑛𝑛∗⁄ 𝑞𝑞𝑛𝑛𝐾𝐾−1 𝜇𝜇𝜈𝜈⁄ 𝑃𝑃𝜈𝜈
𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1𝜃𝜃𝜈𝜈

1 𝜇𝜇𝜈𝜈∗⁄ 𝑝𝑝𝜈𝜈
�𝑄𝑄𝑗𝑗−1

𝑛𝑛

𝑗𝑗=1

�𝑢𝑢𝑛𝑛𝑛𝑛 −
𝑃𝑃𝜈𝜈−1
𝑃𝑃𝜈𝜈

𝑢𝑢𝑛𝑛,𝜈𝜈+1��

𝜆𝜆𝑛𝑛

< ∞.
∞

𝑛𝑛=1

 

 
If we take 𝜇𝜇𝑛𝑛 = 𝑘𝑘, 𝜆𝜆𝑛𝑛 = 1 (and   𝜆𝜆𝑛𝑛 = 𝑘𝑘, 𝜇𝜇𝑛𝑛 = 1) for all 𝑛𝑛 in 

addition to the above selections, we get the following results given by 
Sarıgöl (2011a): 

 
Corollary 4.5. Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be a triangle. The necessary and 

sufficient condition for  𝑈𝑈 ∈ ��𝑁𝑁�𝑝𝑝𝜃𝜃�𝑘𝑘 , �𝑁𝑁�𝑞𝑞��  is 

�
1

𝜃𝜃𝜈𝜈𝑝𝑝𝜈𝜈𝑘𝑘
∗ ��

𝑞𝑞𝑛𝑛
𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1

�� 𝑄𝑄𝑚𝑚−1�𝑃𝑃𝜈𝜈𝑢𝑢𝑚𝑚𝑚𝑚 − 𝑃𝑃𝜈𝜈−1𝑢𝑢𝑚𝑚,𝜈𝜈+1�
𝑛𝑛

𝑚𝑚=𝜈𝜈

�
∞

𝑛𝑛=𝜈𝜈

�
𝑘𝑘∗∞

𝜈𝜈=1

< ∞. 

 

Corollary 4.6. Let 𝑈𝑈 = (𝑢𝑢𝑛𝑛𝑛𝑛) be a triangle. The necessary and 
sufficient conditions for   U ∈ ��𝑁𝑁�𝑝𝑝�, �𝑁𝑁�𝑞𝑞𝜃𝜃�𝑘𝑘 � are 

  

                    
Ρ𝜈𝜈𝑞𝑞𝜈𝜈
𝑄𝑄𝜈𝜈𝑝𝑝𝜈𝜈

𝑢𝑢𝜈𝜈𝜈𝜈  = O�𝜃𝜃𝜈𝜈
1
𝑘𝑘−1�,                                                                               

 

� �𝜃𝜃𝑛𝑛
1 𝑘𝑘∗⁄ 𝑞𝑞𝑛𝑛

𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1
� 𝑄𝑄𝑚𝑚−1𝑢𝑢𝑚𝑚,𝜈𝜈+1

𝑛𝑛

𝑚𝑚=𝜈𝜈+1

�
𝑘𝑘

= O(1), 𝜈𝜈 → ∞,
∞

𝑛𝑛=𝜈𝜈+1

                             

 

� �𝜃𝜃𝑛𝑛
1 𝑘𝑘∗⁄ 𝑞𝑞𝑛𝑛

𝑄𝑄𝑛𝑛𝑄𝑄𝑛𝑛−1
� 𝑄𝑄𝑚𝑚−1(𝑢𝑢𝑚𝑚𝑚𝑚−𝑢𝑢𝑚𝑚,𝜈𝜈+1)
𝑛𝑛

𝑚𝑚=𝜈𝜈

�
𝑘𝑘

= O��
𝑝𝑝𝜈𝜈
𝑃𝑃𝜈𝜈
�
𝑘𝑘
�.                            

∞

𝑛𝑛=𝜈𝜈+1

 

Finally, we conclude this section with the result of Sarıgöl (2011b) 
which is also a good example giving  the connection between absolute 
summability factors and special matrix transformation: 

 
 Corollary 4.7 Let (𝑎𝑎𝑛𝑛), (𝑏𝑏𝑛𝑛), (𝐴𝐴𝑛𝑛), (𝐵𝐵𝑛𝑛) be sequences of positive 

numbers connected by 

𝑌𝑌𝑛𝑛∗ = 𝑎𝑎�𝑛𝑛�𝑎𝑎𝜈𝜈−1𝑥𝑥𝜈𝜈

𝑛𝑛

𝜈𝜈=1

,𝑋𝑋𝑛𝑛∗ = 𝑏𝑏�𝑛𝑛�𝑏𝑏𝜈𝜈−1𝜀𝜀𝜈𝜈𝑥𝑥𝜈𝜈

𝑛𝑛

𝜈𝜈=1

 

where (𝜀𝜀𝜈𝜈) is a sequence of complex numbers and 𝑘𝑘 ≥ 1. Then, 
∑ |𝑌𝑌𝑛𝑛∗| < ∞ ⇒ ∑ |𝑋𝑋𝑛𝑛∗|𝑘𝑘∞

𝑛𝑛=1 < ∞∞
𝑛𝑛=1  

if and only if 

�
𝑏𝑏�𝜈𝜈𝑏𝑏𝜈𝜈𝜀𝜀𝜈𝜈
𝑎𝑎�𝜈𝜈𝑎𝑎𝜈𝜈

� = 𝑂𝑂(1)                                                                         (20) 
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and 

�
1
𝑎𝑎�𝜈𝜈
∆ �

𝑏𝑏𝜈𝜈𝜀𝜀𝜈𝜈
𝑎𝑎𝜈𝜈

��� � 𝑏𝑏�𝑛𝑛𝑘𝑘
∞

𝑛𝑛=𝜈𝜈+1

�
1 𝑘𝑘⁄

= 𝑂𝑂(1).                                                (21) 

Proof . Take 𝜇𝜇𝑛𝑛 = 1, 𝜆𝜆𝑛𝑛 = 𝑘𝑘 ,𝜓𝜓𝑛𝑛 = 1 and 𝑈𝑈 as diagonal matrix with 
𝑐𝑐𝜈𝜈𝜈𝜈 = 𝜀𝜀𝜈𝜈 in Theorem 3.1. Then, 𝑥𝑥 ∈ �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) iff ∑ |𝑌𝑌𝑛𝑛∗| < ∞∞

𝑛𝑛=1  and 
𝜀𝜀𝜀𝜀 ∈ �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) iff  ∑ |𝑋𝑋𝑛𝑛∗|𝑘𝑘 < ∞∞
𝑛𝑛=1 . Further, (8) is automatically satisfied 

and the condition (9) reduces to 

sup
𝜈𝜈
��

𝑏𝑏�𝑛𝑛
𝑎𝑎�𝜈𝜈
�𝑏𝑏𝑟𝑟 �

𝑢𝑢𝑟𝑟𝑟𝑟
𝑎𝑎𝜈𝜈

−
𝑢𝑢𝑟𝑟,𝜈𝜈+1

𝑎𝑎𝜈𝜈+1
�

𝑛𝑛

𝑟𝑟=𝜈𝜈

�
𝑘𝑘

< ∞,
∞

𝑛𝑛=0

 

and, it is clear that  the last condition is equivalent (20) and (21). So,  
the proof  is completed. 
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and 

�
1
𝑎𝑎�𝜈𝜈
∆ �

𝑏𝑏𝜈𝜈𝜀𝜀𝜈𝜈
𝑎𝑎𝜈𝜈

��� � 𝑏𝑏�𝑛𝑛𝑘𝑘
∞

𝑛𝑛=𝜈𝜈+1

�
1 𝑘𝑘⁄

= 𝑂𝑂(1).                                                (21) 

Proof . Take 𝜇𝜇𝑛𝑛 = 1, 𝜆𝜆𝑛𝑛 = 𝑘𝑘 ,𝜓𝜓𝑛𝑛 = 1 and 𝑈𝑈 as diagonal matrix with 
𝑐𝑐𝜈𝜈𝜈𝜈 = 𝜀𝜀𝜈𝜈 in Theorem 3.1. Then, 𝑥𝑥 ∈ �𝐴𝐴𝑓𝑓𝜃𝜃�(𝜇𝜇) iff ∑ |𝑌𝑌𝑛𝑛∗| < ∞∞

𝑛𝑛=1  and 
𝜀𝜀𝜀𝜀 ∈ �𝐵𝐵𝑓𝑓

𝜓𝜓� (𝜆𝜆) iff  ∑ |𝑋𝑋𝑛𝑛∗|𝑘𝑘 < ∞∞
𝑛𝑛=1 . Further, (8) is automatically satisfied 

and the condition (9) reduces to 

sup
𝜈𝜈
��

𝑏𝑏�𝑛𝑛
𝑎𝑎�𝜈𝜈
�𝑏𝑏𝑟𝑟 �

𝑢𝑢𝑟𝑟𝑟𝑟
𝑎𝑎𝜈𝜈

−
𝑢𝑢𝑟𝑟,𝜈𝜈+1

𝑎𝑎𝜈𝜈+1
�

𝑛𝑛

𝑟𝑟=𝜈𝜈

�
𝑘𝑘

< ∞,
∞

𝑛𝑛=0

 

and, it is clear that  the last condition is equivalent (20) and (21). So,  
the proof  is completed. 
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1. INTRODUCTION 
 

Since the existence of chemical pollutants in the food shackle is 
one of the most important basic health-threatening, public anxiety about 
food safety has increased significantly all over the world in the last 
decade (Pérez-Ortega et al., 2017). The secondary metabolites known as 
aflatoxins are produced by a number of fungal species, particularly 
Aspergillus flavus, Aspergillus paraciticus, and Aspergillus nominous 
(Novas and Cabral, 2002). Aspergillus toxins are commonly found in 
pears, apples, grapes, dried fruits, cereals, peanuts, spices, juice or milk, 
feed for animals and other food products (González-Jartín et al., 2019). 
Acute high exposure to Aflatoxin B1 (AFB1), the most toxic of the 
aflatoxins, can cause serious disease and death (Pascari et al., 2018). For 
the International Agency for Research on Cancer (IARC), AFB1 (Figure 
1) is a group 1 carcinogen. Additionally, AFs are immunosuppressive, 
genotoxic, and teratogenic (IARC, 1982). This toxic metabolite develops 
when suitable conditions are not created during the harvesting, 
processing, transportation, and storage of food products. In more than 100 
nations now, limit levels for AFB1 less than 20 µg kg-1 have been 
established for diverse foods (Bhat and Reddy, 2017; Xue et al., 2019). 
Different cleaning methods were used during the pretreatment of the food 
samples to remove, minimize matrix influence, and concentrate AFB1. 
Some of the techniques employed include immunoaffinity columns 
(IACs), liquid-liquid extraction (LLE), and solid-phase extraction (SPE) 
(Pakshir et al., 2020; Pallares et al., 2017; Ye et al., 2019; Yang et al., 
2020). Once a food product has become contaminated with mycotoxins, 
the compounds can be reduced or eliminated through the physical 
removal of the contaminated source substance, the inclusion of chemical 
binding agents or modifiers, or enzymatic therapies (Taheur et al., 2019). 
Since the European Union does not permit the chemical detoxification of 
food, new methods are required to improve food from a toxicological 
standpoint (EC No. 1881-2006). Therefore, nanotechnology can offer a 
new approach to detoxification with wide applications in food treatment. 
Various practices have been improved in the food area, including 
increasing food safety by allowing the detection of contaminants and 
promoting the bioavailability of certain compounds (He and Hwang, 
2016). Also, very few studies have been done using nanomaterials for the 
elimination of natural toxins from food (Abd-Elsalam et al., 2017, Magro 
et al., 2016). Among some practices improved to reduce mycotoxins from 
aqueous solutions, chitosan-coated Fe3O4 particles, graphene oxide 
changed with chitosan materials, and magnetic carbon nanocomposites 
were used (Abbasi Pirouz et al., 2018, Luo et al., 2017, Zahoor and Ali 
Khan, 2016, Magro et al., 2016). Activated carbon has a very wide 
surface area, which makes it capable of adsorbing a lot of pollutants 
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(Bazana et al., 2019). According to reports, activated carbon has a 
significant capacity to absorb pollutants (Zahoor and Khan, 2016, 
Wongtangtintan et al., 2016). Activated carbon is an environmentally 
friendly, readily available, and low-cost adsorbent. In addition, activated 
carbons are porous materials with fast and strong adsorption capacity 
(Bilardi et al., 2020). The commonly used IAC cleaning method is 
complex, expensive, and time-consuming. The purpose of this study is to 
determine the performance of commercial activated carbon material for 
the detoxification of aflatoxin B1 from apple juice. 

2. MATERIAL AND METHODS 

2.1. Appliances and chemicals used 

Acetonitrile (≥99.9%, HPLC-grade), methanol (≥99.9%, HPLC-
grade), water (HPLC-grade), potassium bromide, and nitric acid (65.0-
67.0%) were bought from Merck (Germany). Commercial powder 
activated carbon (extra pure) and the AFB1 (1000 ng ml-1) standard 
solution was ensured from Sigma-Aldrich (USA) and solutions were 
protected in the fridge at -16 °C and the dark. Working standards were 
diluted with methanol and prepared daily before the calibration curve was 
created. Vicam (AflaTest®, USA) supplied the immunoaffinity columns. 
All glassware was cleaned with 0.5 mol l-1 HNO3 and carefully rinsed 
with water before use. Aflatoxin B1 analyzes were performed on a high 
performance liquid chromatography (HPLC, USA) system. 

 
2.2. System conditions 

Analyzes were performed using an Agilent 1260 Infinity 
Quaternary Pump, a fluorescence detector (FLD, Agilent 1260), and the 
Agilent 1260 Infinity HPLC system. C18–ODS2 (250 mm-5µm-4.6 mm, 
Waters, USA) column was used for the separation and quantitative 
analysis of aflatoxin components. Each sample with an injection volume 
of 150 µl. The FLD detector was fixed at 360 nm excitation and 440 nm 
emission to get better spectra. The mobile phase was prepared as 100 mg 
l-1 KBr and 120 µl l-1 65% HNO3, methanol: acetonitrile (60:40, v/v/v) in 
water. The flow rate was set at 1.1 ml min-1 at room temperature (22 ºC). 
AFB1 post-column aflatoxin derivatization was performed using Cobra-
Cell embedded in the HPLC system. The peak retention time for AFB1 
was 23.269 minutes. 

2.3. Preparation of Examples for Analysis 

Aflatoxin extraction was performed as described in our previous 
work (Karapınar and Bilgiç, 2022). In this method, apple juice samples 
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were purchased from the market in closed packages. 25 ml of AFB1-free 
apple juice samples were taken, and 100 ml of water/methanol (30:70, 
v/v) was joined and mixed thoroughly for 5 minutes. The mixture was 
filtered through filter paper and then 15 ml of the filtrate was diluted to 
30 ml with distilled water. The AFB1 standard (100 ng ml-1) was added 
to the extract (Figure 2). 5 ml of the extract was placed in a 
polypropylene centrifuge tube. Commercial activated carbon adsorbent 
was added to the tube, vortexed for 10 seconds, and then shaken gently 
on the platform shaker for 20 minutes. The mixture was centrifuged 
(5000 rpm) for 5 minutes and the supernatant was taken from the tube 
and aflatoxin B1 was defined by HPLC-FLD. All samples were filtered 
through a 0.22 µm PTFE membrane filter and stored at +4 °C in glass-
amber bottles. 

2.4. Method validation 

For the applicability of the method, certain concentrations of AF 
working standards were added to AFB1-free apple juice samples and 
HPLC-column derivatization-FLD analysis was performed (Figure 2). To 
analyze the linearity, four injection matrix-matched calibrations (with 
five different doses) from the AFB1 standard in the concentration range 
of 0.25-10 ng ml-1 were used and the correlation coefficient (R2) of the 
linear regression equation was calculated. With a signal-to-noise ratio 
(S/N) of 3 and 10, the lowest detectable concentrations were determined 
as LOD (limit of detection) and LOQ (limit of quantification), 
respectively. LOD value of 0.18 ng ml-1 and LOQ value of 0.56 ng ml-1 
were determined for AFB1. Relative standard deviations (RSD %) were 
calculated by adding aflatoxin B1 standard at a concentration of 2.0 ng 
ml-1 to the blank sample and determining the method reproducibility 
within days (n=5) and between days (n=5) (Table 1). 

 
Figure 1. Chemical structure of AFB1 
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Figure 1. Chemical structure of AFB1 

 
 

 

Figure 2. Chromatogram of 100 ng ml-1 for AFB1 extracted spiked apple 
juice and blank apple juice sample, respectively 

Table 1. Linear range and equation, R2 value, LODs, LOQs, method 
precision of AFB1 in apple juice 

 
AF 

 
Linear 
Range  

(ng ml-1) 

 
Linear 

Equation 

 
R2 

 
LOD 

(ng ml-1) 

 
LOQ 

(ng ml-1) 

 
RSD (%) 

Intra-day  
(n= 8) 

Inter-
days 
(n=8) 

AFB1 0.25 - 10.0 y = 0.0298 + 
8.6431x 0.9994 0.18 0.56 0.4 6.7 

 

3. RESULTS AND DISCUSSION  

The quantity of adsorbent coupled to the sample solution has an 
impact on the number of active sites on the adsorbent and how fine it 
interacts with the target analytes (Karapınar and Balıkçıoğlu, 2022). The 
effects of adsorbent amount, vortex time, and pH on the adsorption of 
commercial activated carbon and AFB1 from apple juice samples were 
investigated. 

During aflatoxin extraction from apple juice samples, 1.0 mg, 2.0 
mg, 4.0 mg, 8.0 mg, 12 mg, and 14 mg adsorbent amounts were tested 
and changes were determined. AFB1 recovery increased from 51.5% to 
96.7% when the quantity of adsorbent was increased from 1.0 mg to 4.0 
mg, and recoveries did not change notably when higher than 4.0 mg of 
commercial activated carbon was used (Figure 3). The large surface area 
of activated carbon facilitates the adsorption and π-π electrostatic 
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attraction of aflatoxins resulting from strong interaction with furan and 
coumarin rings (Yu et al., 2018). 

 

Figure 3. The amount of adsorbent from the parameters affecting the 
extraction efficiency 

One of the parameters affecting the extraction efficiency is the pH 
of the solution. The effect of the pH of the solution on the recovery was 
investigated in the pH range of 3-8 (Figure 4). At high acidic or alkaline 
pH levels of AFB1, lower recovery efficiency may occur due to the 
degradation of its molecular structure. During the production of 
commercial activated carbon, the oxygen-containing functional groups on 
its surface are usually reduced. For this reason, changing the pH of the 
activated carbon is generally expected not to affect the surface charge 
(Mahpishanian and Sereshti, 2016). 

 

Figure 4. The pH from the parameters affecting the extraction efficiency 

Mass transfer from the aqueous phase to the extraction phase can 
be effectively accelerated using vortexing (Amoli-Diva et al., 2015). In 
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order to ascertain the impact of vortex time on aflatoxin B1 recovery, it 
was extracted with 4.0 mg of commercial activated carbon while shaking 
for 1 to 10 minutes. Six minutes of vortex time was found to be sufficient 
for good adsorption-extraction efficiency (Figure 5). There was no 
significant difference in extraction yield between the sixth and tenth 
minutes. It is thought that the short vortex time may be due to the very 
low internal diffusion resistance of the adsorbent in the sample solution, 
the excellent dispersion of the adsorbent, or the high surface-to-volume 
ratio of the adsorbent (Khodadadi et al., 2018). 

 

Figure 5. The vortex time affecting the extraction yield 

As a result, the highest recovery was obtained from the commercial 
activated carbon adsorbent and AFB1 adsorption adsorbent quantity of 
4.0 mg, vortex time of 6 minutes, and pH 5 from apple juice samples. The 
method applied with commercial activated carbon can be considered as 
an important alternative to the traditional method due to its high 
extraction efficiency, easy application and environmental friendliness. 

In addition, the immunoaffinity column method, which is 
frequently used, was applied to apple juice samples with aflatoxin added. 
For immunoaffinity colon cleansing, 15 ml of extract was mixed with 60 
ml of phosphate-buffered saline (PBS). AflaTest® IAC was used at 1-2 
drops per second to filter the mixture. After washing the column twice 
with 15 ml of PBS, it was rinsed with 1.5 ml of methanol. The eluate was 
collected in a vial and diluted with HPLC-grade water (1.5 ml) (Karami-
Osboo and Maham, 2018). According to the immunoaffinity column 
procedure performed by adding AFB1 to the blank samples that were 
confirmed to be free of aflatoxin, it was determined that the extraction 
approach applied with commercial activated carbon was more successful 
and higher recovery efficiency (%) was calculated (Table 2). 
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Table 2. Results of IAC and proposed commercial activated carbon-SPE 
procedures in apple juice sample 

  

AF Spike 
(ng ml-1) 

Recovery ± RSD (%) 
IAC AC-SPE 

AFB1 2.0 94.5 ± 4.1 95.8 ± 2.1 
 

4. CONCLUSION  

Commercial activated carbon was used as a sorbent for the 
extraction method. The pH (3–8), vortex time (1-10) and the amount of 
adsorbent (1–14 mg) were investigated for the adsorption of activated 
carbon used to adsorb the aflatoxins in the samples. The highest aflatoxin 
B1 recovery was obtained at 4.0 mg of activated carbon adsorbent, vortex 
time of 6 minutes, and pH 5. Aflatoxin removal with commercial 
activated carbon is a promising, simple, and easy method, and it has been 
determined to be applicable in ready-made fruit juices. It has been 
determined that commercial activated carbon has a significant potential to 
remove aflatoxin B1 from fruit juices due to its large surface area, which 
increases the capacity to bind aflatoxin species. Applicability of this easy 
method will increase the production, quality, and safety of fruit juice on 
an industrial scale in the near future for the removal of aflatoxins. 
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INTRODUCTION 
Atopic dermatitis (AD) is an irritating inflammatory skin condition 

that affects 11-30% of children and 2-10% of adults (Bieber, 2010; Shaw, 
Currie, Koudelka, & Simpson, 2011). It is one of the most common types 
of eczema characterized by itch, rash and dryness in the skin. It is caused 
by the abnormalities in the immunological and inflammatory responses 
(Guo, Wang, Li, Yang, & Wang, 2018; Ikezawa et al., 2010). 
Additionally, it is believed that this is linked to abnormalities in skin 
genes that are essential for barrier function and elasticity (Jin, He, 
Oyoshi, & Geha, 2009). 

The etiology of AD is complex. Early theories of etiology ascribed 
AD mostly to cutaneous inflammation at lesion sites, but subsequent 
research has shown that it is caused by keratinocyte differentiation 
abnormalities and high immune responses (Gao et al., 2004; Roesner, 
Werfel, & Heratizadeh, 2016; Schmid-Grendelmeier & Ballmer-Weber, 
2010). AD is distinguished by over IgE synthesis, peripheral 
blood eosinophilia, activation of mast cell, and an elevation in Th2 and 
Th1 cytokines (Neis et al., 2006; Wierenga et al., 1991). AD is a serious 
skin disase that places a significant burden on patients' quality of life, as 
well as their health outcomes (Senra & Wollenberg, 2014). The most 
efficient therapy method for enhancing the overall life quality for patients 
with AD is to reduce the amount of scratching that is caused by related 
itching. As a result, there is a significant requirement for the investigation 
of innovative and successful treatments for AD (Niebuhr & Werfel, 2010; 
Park, Lee, Lee, & Kim, 2013). 

Carvedilol is a third generation non-selective beta-adrenergic and 
α1-receptor antagonist with proven clinical efficacy in heart failure (HF) 
and myocardial infarction therapy (MI) (Dargie, 2001; Poole-Wilson et 
al., 2003). The efficacy of carvedilol has also been shown in conditions 
such as stroke, renal failure, and diabetes mellitus (Ongun Özdemir & 
Ertaş, 2005). Unlike other beta-antagonists, carvedilol almost fully 
inhibits the enhanced sympathetic activity (Packer, 1998). Moreover, 
carvedilol suppresses presynaptic β2 stimulation and does not raise 
myocardial β1 receptor density as do β1-selective blockers (Bristow et 
al., 1986; Gilbert et al., 1996). 

In case reports, it has been reported that daily administration of 6.25 
mg of Carvedilol is good for red scrotum syndrome and red vulva 
syndrome characterized by hyperalgesia (increased sensitivity to pain) 
and burning sensation (Hajj & Ayoub, 2018; Merhi, Ayoub, & Mrad, 
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2017). While no serious side effects were observed as a result of the 
application of carvedilol, which was continued for approximately 1 
month, it was reported that the patient's complaints ceased and they were 
satisfied in the observations of the patients after 2,4 and 6 months. In 
addition, it has been reported in various studies that carvedilol has 
antioxidant, antiproliferative, antihypertensive and antiinflammatory 
activity (Book, 2002; Feuerstein, Yue, Ma, & Ruffolo, 1998; Saeidnia & 
Abdollahi, 2013).  

Therefore, in this study, its purpose was to examine the curivative 
effects of carvedilol application, which was selected due to the studies 
mentioned in the atopic dermatitis-like model to be created with 2,4-
dinitrochlorobenzene (DNCB) in swiss albino mice. For this, the 
scratching behaviors were examined. IgE levels, which are important 
markers in AD, were determined in serum samples. 

MATERIALS AND METHODS 
 

Reagents 
All of the chemicals were obtained from either Sigma-Aldrich 

(USA) or Merck KGaA (Germany). 
 
Animals 
Gazi University's Local Animal Experimentation Ethics Committee 

authorized the experimental protocol (G.Ü.ET-18.098). For the purpose 
of the study, male Swiss albino mice (n=18) weighing 25–30 g were 
used. These mice were individually kept in clean cages under standard 
conditions, and they were fed water and a standard rodent food. Animals 
will be divided into 3 groups as control, DNCB and 
DNCB+CARVEDILOL (Table 1).  

Table 1. Group specifications 

Groups Specifications 

Control Healthy animals, in order to compare the 
values of the other groups, a control 
group was performed in which only 
acetone: olive oil (4:1) mixture was 
applied (n=6). 
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DNCB Only DNCB-induced animals, DNCB 
was used to create AD-like lesions 
(n=6). 

DNCB+CARVEDILOL DNCB and Carvedilol administrated 
animals, after DNCB induction, 3 mg/kg 
cardevilol was applied (n=6). 

DNCB-induced AD-like Skin Lesion Model and treatment 
The AD-like model was created with topical application of 2,4-

dinitrochlorobenzene (DNCB) as described previously (Yu et al., 2017). 
The dorsal skin of the animal was shaved, and then 1% DNCB (in 
acetone:olive oil = 4:1) was treated to it for the purpose of sensitization 
on days 1 and 3. The same process will be repeated with 0.2% DNCB, 
once every 3 days for 12 days. Six days later, 3 mg/kg of carvedilol daily 
was applied to the dorsal region of the animal until day 12 in 
DNCB+CARVEDILOL group.  

Examination of scratching behavior 
Following the conclusion of all treatments, scratching was reported. 

The animals were put in cages and given 15 minutes to adapt. The 
scratching activities were recorded for the next 10 minutes, and this 
procedure was repeated six times (total 60 min). This investigation 
characterized scratching activity as movements of the hind paws. While 
movements with the hind paws were documented on the nose, ear and 
dorsal skin, licking of the abdomen and dorsum during grooming was not. 
All evaluations were conducted blindly (Yu et al., 2017). 

Determination of IgE levels 
The IgE level was tested using an ELISA kit (Abcam, UK) as 

recommended by the manufacturer. 

Statistical Analysis 
All of the data were analyzed using two-tailed paired and unpaired 

Student's t tests. The mean and standard deviation were also presented for 
each set of data. When p value was less than 0.05, it was decided that 
there was a statistically significant difference between the groups. 
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RESULTS 
Effect of carvedilol on scratching behavior 
The scratching behavior was examined based on the quantity of 

relevant activities seen, such as ear, nose, and dorsal scratching with hind 
paws. In the DNCB-induced group, scratching behavior was observed 
average 11 times per 10-minute period (Figure 1). This value is 
significant when compared with the control group (p<0.05). In the 
DNCB+CARVEDILOL group, scratching behavior was observed 
average 9 times per 10-minute period (Figure 1). Although a decrease 
was founded in the DNCB+CARVEDILOL group compared to the 
DNCB group, this decrease was not found to be statistically (p>0.05) 
(Figure 1). 

 

Figure 1. The effects of carvedilol on scratching behavior in control 
and DNCB-induced mice. Frequency was given in 10 minutes. a p<0.05 
as compared to the control group 

 
Effect of carvedilol on IgE level 
The IgE level significantly increased in the DNCB group as 

compared to the the control group (p< 0.05) (Table 2). IgE levels in 
serum were elevated after repeated DNCB induction. As shown in Figure 
2, no significant change was determined in the DNCB+CARVEDILOL 
group as compared to the DNCB group (p>0.05). 
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Table 2. The effects of carvedilol on IgE levels in control and 
DNCB-induced mice. a p<0.05 as compared to the control group 

 IgE 
(ng/mL) 

Control 
(n=6) 

  
 3.21 ± 0.53 
  

DNCB 
(n=6) 

  
 12.25 ± 2.52a 
  

DNCB+Carvedilol 
(n=6) 

  
 10.10 ± 3.27 
  

 

 

Figure 2. Serum IgE levels in Swiss albino mice. a p<0.05 as 
compared to the control group 
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DISCUSSION 
AD is a rare inflammatory skin condition that may be chronic or 

recurrent. It has a general negative impact on health by impairing the life 
quality of patients with AD (Yu et al., 2017). Generally, it is identified by 
erythematous plaques, pruritic, and papules. Although it is known that 
AD develops owing to skin barrier abnormalities, abnormal 
immunological activation and genetic susceptibility, the mechanism 
underlying its pathogenesis is not clearly understood (Choi et al., 2021; 
Weidinger & Novak, 2016). Steroid application remains the treatment of 
choice for AD. But, this application is accompanied with adverse effects, 
including as red burning skin, cataracts, atrophy, growth retardation, and 
acne (Arkwright et al., 2013; Leung & Bieber, 2003). Because of this, a 
significant amount of effort is being put into the investigation of possible 
treatments for AD using animal models (Kitamura, Takata, Aizawa, 
Watanabe, & Wada, 2018). Carvedilol is a nonselective β-blocker that 
also has various bioactivities (El-Shitany & El-Desoky, 2016; Hameed, 
Aydin, & Başaran, 2016). In our study, it was aimed to examine the 
therapeutic effects of carvedilol in the atopic dermatitis-like model to be 
created with 2,4-dinitrochlorobenzene (DNCB). 

 
Induction with DNCB is a well-studied model for constructing an 

AD-like model and is preferred because of its reproducibility (Fujii, 
Takeuchi, Sakuma, Sengoku, & Takakura, 2009; Yang et al., 2011). In 
our study, scratching behaviors and serum IgE levels were found to be 
statistically higher in the DNCB group compared to the control group 
(p<0.05). Likewise, it has been indicated that serum IgE levels are 
increased in AD (Matsuda, 1997). These findings showed that the 
DNCB-induced AD-like skin lesion model was an effective animal 
model.  

 
In the scratching behavior test, it was determined that carvedilol 

application reduced scratching compared to the DNCB group, but this 
situation was not statistically significant (p>0.05). Wang et al. (2014) 
determined that carvedilol application (5 mg/kg) showed a strong anti-
inflammatory activity by decreasing pro-inflammatory cytokines and 
increasing antiinflammatory cytokines in myocarditis-induced mice 
model. Moreover, Yuan et al. (2004) reported that carvedilol application 
(20 mg/kg) not only suppresses inflamatory cytokines but also shows 
antioxidant properties. The lack of statistical significance in the activity 
of carvedilol in our study may be due to the low dose selected in our 
study, when taken into account in other studies. 
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IgE is an antibody found in the blood (Sutton, Davies, Bax, & 
Karagiannis, 2019). Testing for IgE sensitization is now the most 
important part of the diagnostic assessment process in cases where 
allergies are suspected (Ansotegui et al., 2020). Elevated serum IgE 
levels is rarely found in patients with AD (Biedermann, Skabytska, 
Kaesler, & Volz, 2015; Brunner et al., 2017). In this study, carvedilol 
application not statistically decreased DNCB-induced IgE level (p>0.05). 
This data is also supported by the result obtained from the scratch 
behavior test. 

 
CONCLUSION 
In conclusion, the current study demonstrated that carvedilol 

application not suppressed AD-like skin lesions in DNCB-induced mice, 
did not show therapeutic effect against AD-like skin lesions. This may be 
due to the used dose. The obtained results should be supported by 
different doses and methods. 
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1. INTRODUCTION 

Studies in the field of astrophysics can achieve more sensitive results 
with developing technology and increasing sensitive satellite data (TESS, 
KEPLER, etc.). One of the most important fields for stellar astrophysics 
studies is binary star studies and this field creates a very important 
application laboratory environment for those working in stellar 
astrophysics. Binary stars are systems that are interconnected by 
gravitational gravitational force. These systems consist of two 
components that orbit around their common center of mass according to 
Kepler's laws. Eclipsing binary stars are formed when the two 
components eclipsing each other over time according to the observer's 
line of sight. Semi-detached systems (also known as Classical Algol) are 
usually in the class of eclipsing binary with one component filled the 
Roche lobe and the other the Roche lobe not filled. They were classified 
as semi-detached types in the classification made by Kopal (1959) 
according to Roche geometry. The evolved component is less mass and is 
in the subgiant or giant state, while the other component is more mass 
and located in the main sequence. If there is a mass transfer from the 
second component to the unevolved first component, which is the main 
sequence star, the first component may become more massive. Due to 
such situations, semi-detached binaries are among the most interesting 
species for researchers. In this paper, light curve (LC) analysis of the VX 
Lac semi-detached system was made and the basic astrophysical 
parameters were determined. In addition, the orbital period analysis for 
VX Lac was conducted and interpreted in detail. 

VX Lac (TIC 128785705, Gaia EDR3 1905008284306000128, SAO 
72615, TYC 3214-1295-1) is a semi-detached eclipsing binary star 
system with an orbital period of about 1 day. The spectral type of VX 
Lac, whose orbital period is about one day, was first expressed as F0 by 
Cannon (1934). Later, the spectral type of the VX Lac was cataloged as 
F0 + K4 IV by Svechnikov & Kuznetsova (1990). There is no spectral 
study in the literature of the system. The period change study of the VX 
Lac clasiccal algol system was done by Zasche et al. (2008). Zasche et al. 
(2008) reported both an upward parabola and a sinusoidal change in their 
period analysis study for the system. They obtained the period of 
sinusoidal variation as about 68 years. In addition, the sinusoidal-like 
change is explained by the presence of a possible third component and it 
is said that the minimum mass of the third body will be 0.4 Mʘ. In the 
same study, the reason for the parabolic change was explained as mass 
exchange from the less mass body to the more mass one. The LC analysis 
of VX Lac (light curve is taken from the SuperWASP data archive) and 
orbital period analysis were done by Zasche (2016). In the study by 
Zasche (2016), the temperatures of the components of VX Lac were 
determined (T1=7228 K, T2=4486 (36) K). In the same study, it was 
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reported that the period of the VX Lac increased and a sinusoidal change 
was also detected, and the period of the sinusoidal change was calculated 
as 49 years. 

 
2. DATA INFORMATION 

The LC of the VX Lac variable system was observed by the TESS 
(Transiting Exoplanet Survey Telescope; Ricker et al., 2015) satellite and 
archived by MAST (Mikulski Archive for Space Telescopes, 
https://archive.stsci.edu). Photometric observations of TESS for VX Lac 
started in September 2019 with an exposure time of 1800 sec. and 
observations were made for about a month. The sequence number of the 
observation is 16 and it was made as the HLSP mission. And also the 
observation data of VX Lac was released in February 2021. In this paper, 
the LC from MAST was converted to normalized flux for the VX Lac 
system. In addition, the LC for the VX Lac was taken from the 
SuperWASP (Super Wide Angle Search for Planets; Butters et al., 2010) 
database and converted to normalized flux. The most important parameter 
to investigate the orbital period variation is the eclipse times, and 
therefore, eclipse times were acquired from the LC in this paper.  

 
Table 1. Eclipse times and errors calculated using TESS and 

SuperWASP data for VX Lac. 
Eclipse Times 

(HJD+2400000) 
Errors Type (I/II) Mission 

53192.5806 0.0009 I SuperWASP 
53200.6366 0.0008 II SuperWASP 
53243.6159 0.0012 II SuperWASP 
53248.4548 0.0002 I SuperWASP 
54006.5127 0.0029 II SuperWASP 
54303.6177 0.0002 I SuperWASP 
54402.4726 0.0001 I SuperWASP 
54409.4589 0.0019 II SuperWASP 
58739.1577 0.0059 I TESS 
58739.6971 0.0047 II TESS 
58746.6792 0.0065 I TESS 
58747.2179 0.0019 II TESS 
58752.5909 0.0011 II TESS 
58753.1285 0.0073 I TESS 
58760.6499 0.0062 I TESS 
58761.1877 0.0051 II TESS 
 
Eight eclipse times were obtained for the VX Lac system from the 

LC converted to normalized flux from the SuperWASP database and 
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listed with their errors in Table 1. Since the studies in the literature are 
generally in HJD, the data from TESS was converted from BJD to HJD in 
this study as well. Eight eclipse times were calculated using the TESS 
data of the VX Lac system and are given in Table 1 along with their 
errors. The eclipse times were acquired using the least squares technique. 

 
3. PHOTOMETRIC ANALYSIS METHOD 

3.1. LIGHT CURVE ANALYSIS 

The LC solution of the VX Lac variable system was made using the 
Wilson-Devinney (Wilson and Devinney (WD), 1971) technique, which 
is generally used in the literature. The Wilson & Devinney technique 
consists of two main parts, “Light Curve (LC)” and “Differential 
Correction (DC)”. While searching for a solution in this method, it is first 
necessary to determine the temperature of the first body (T1) and the mass 
ratio (q) of the VX Lac (q=M2/M1). Usually in solutions, the temperature 
of the first body is taken as the rate obtained from the spectral data and 
the solutions are made according to this constant value. In this study, the 
temperature value of the first component for VX Lac was determined as 
7161 K given by Eker et al (2020) according to the F0 spectral type 
estimated by Svechnikov & Kuznetsova (1990). Since the q value of the 
VX Lac system can be acquired precisely with spectral data, if it can be 
determined, the spectral mass ratio can be used as a starting parameter in 
light curve solutions. However, in systems where the q value is not 
certain, the photometric q search way can be used. Q search was 
performed for the VX Lac system and the mass ratio was determined (see 
Figure 1). The LC solution for any system is directly related to the nature 
of the system to be studied. MODs defined in the WD method impose 
restrictions on the solution of light curves of systems with different 
physical and geometric properties. MOD2 was selected for the VX Lac 
system and the parameters and errors determined as a result of the LC 
analysis are given in Table 2. The compatibility of the theoretical fit and 
observational data acquired as a result of the LC analysis for the VX Lac 
system is given in Figure 2. 
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Table 2. The LC analysis results of the VX Lac, its errors and 
comparison with the results obtained in the literature. 

 
 

 
Figure 1. Q-search for the VX Lac semi-detached system. 
 

Parameters This Study Zasche (2016) 
i (deg) 87.39 (26) 86.84 (25) 
T1 (K) 7161 7228 
T2 (K) 4736 (38) 4486 (36) 
Ω1 3.769 (35) 4.589 (19) 
Ω2 3.175 (28) 5.021 (18) 
q 0.487 (21) - 
L1/L1+L2 0.900 (4) - 
L2/L1+L2 0.100 (5) - 

a (R⊙) 5.95 (3) - 
g1=g2 0.32 - 
A1=A2 0.5 - 
Roche-lobe filling factor (%) 76-90 - 
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Figure 2. The compatibility of the theoretical (red continuous line) 

and observational data (black dots) of the VX Lac eclipsing system. 
 

 
Figure 3. Roche lobe geometry of the VX Lac variable system at 

0.75 phases. 
 

3.2. ORBITAL PERIOD ANALYSIS 

One of the most easily determined parameters in eclipsing binary 
stars is the orbital period (hereafter OP will be used instead of ‘the orbital 
period’). Successive eclipses in the LCs allow us to calculate OP. In 
addition, if there is a variation in OP with the sensitively determined 
minima times, it can also be revealed. Some physical events that occur in 
a binary system may cause OP of the system to change. For example; 
light time effect (LITE) due to a third object in the system, apsidal 
motion in the system, magnetic activity of the cold component, mass loss 
from the system or mass transfer between components. The mechanisms 
that really cause OP change of the system are the mass loss from the 
system and the mass exchange between the components or the 
mechanisms originating from magnetic activity. OP change seen due to 
other mechanisms does not indicate the true period change. In this study, 
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the O–C (Obs.–Calc.) way, which is well known in the literature, was 
preferred for orbital period change. The increasing parabola in the O–C 
graphs means the increasing of OP, which can be explained by the mass 
exchange from the less mass object to the more mass object (expected for 
classical Algols). If there is a change in decreasing parabola shape, the 
period is decreasing, and this can be explained by mass exchange from 
the more mass object to the less mass, or by some form of mass loss from 
the system. Increasing parabolic variation was determined in the analysis 
for semi-detached system VX Lac. Assuming that mass transfer or loss 
may be the cause of OP variation, conservative and non-conservative 
mass exchange mechanisms were taken into account in this study and this 
situation was formulated by Erdem & Öztürk (2014) and given in 
equation 1. 

 
𝑃̇𝑃
𝑃𝑃 = {2 {𝑅𝑅𝐴𝐴

𝑎𝑎 }
2 𝑀𝑀1+𝑀𝑀2

𝑀𝑀1 𝑀𝑀2
− 2

𝑀𝑀1+𝑀𝑀2
} 𝑀̇𝑀 + 3(𝑀𝑀1−𝑀𝑀2)

𝑀𝑀1 𝑀𝑀2
𝑀̇𝑀1                            (1)                                                         

 
RA, is known as the Alfen radius and its upper limit is 10 times the 

radius of the losing star (Tout and Hall 1991). In Equation 1, M1 and M2 
are the first and second component masses, respectively, 𝑀̇𝑀1; mass 
transferred to the first component, 𝑀̇𝑀; the mass lost by the system and a is 
the distance between the two components. 

The parameters obtained as a result of the orbital period change for 
VX lac are given in Table 3. In addition, the graphs obtained due to the 
O–C analysis are given in Fig. 3 and Fig. 4.  The causes of sinusoidal 
change in the figures may be possible components due to the LITE or 
may be due to magnetic activity. The sinusoidal changes, which are 
frequently seen in the O–C graphs of eclipsing binaries, are also seen in 
semi-detached systems. If this is a recurrent change, the LITE often 
caused by a third component around the system can be cited as its source. 
The LITE effect is formulated by Equation 2 given by Irwin (1959). 

 

                (2) 

 
The terms in equation 2 can be defined below. 
∆t: is the time delay due to the possible third object.  

: the semi-major axis. 
 𝑖𝑖′  : inclination. 
 𝑒𝑒′  : eccentricity. 
 𝑣𝑣′  : true anomaly. 
 𝑤𝑤′  : the longitude ratio of the periastron of the third-body orbit.  
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In some studies in the literature, it has been suggested that the cause 
for the periodic variation could be due to LITE (e.g. Yıldırım, 2020, 
2022). 

 
Table 3. Parameters, errors and comparison of VX Lac obtained as a 

result of O–C analysis with the results obtained in the literature. 
Parameters This Study Zasche (2016) 
To (HJD+2400000) 42026.3854 (13) 40908.9074 (12) 
Porb (day) 1.0744974 (1) 1.07449709 (14) 
Q (day) 1.4 (1)  10-10 - 
dP/dt (day/year) 9.5  10-8 - 
dM/dtcons. (M/year) 4.6  10-8 - 
dM/dtnon cons. (M/year) 4.9  10-8 - 
e3 0.19 (4) 0.239 
ω3 (deg) 65 (14) - 
A3 (day) 0.014 (3) 0.0144 
P3 (year) 47 (1) 49.3 
f(m3) (M) 0.0062 (2) - 
m3 (M) (for i=90 ) 0.35 - 

e4 0.07 (2) - 

ω4 (deg) 85 (21) - 

A4 (day) 0.0022 (4) - 

P4 (year) 11 (1) - 

f(m4) (M) 0.00046 (1) - 

m4 (M) (for i=90 ) 0.15 - 
 
If cyclical changes are visible on the O–C graph, the magnetic 

cycling of the cold component can shown as the cause. One of the 
accepted explanations for this was tried to be explained by Applegate 
(1992). Variations of O–C owing to the magnetic cycling are cyclical and 
may be represented by the equation 3. 

                     (3)  

                                          
The terms in equation 3 can be defined as follows (In Equation 3, T0, 

E, and P represent the light elements.) 
T0: the initial minimum time. 
P : the orbital period. 
E :the epoch number.  


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Amod: the amplitude. 
Pmod: the period. 
Ts    : minimum moment of the periodic variation. 
According to the Applegate model, the such period changes value 

should be approximately . As a result of the analysis for the 
VX Lac system, two cyclical changes were detected. Therefore, the 
parameters obtained by making Applegate (1992) calculations for both 
cyclical changes are listed in Table 4. 
 

Table 4. Some parameters for the Applegate model for VX Lac 
system. 

Parameters First Sinüsoidal Second Sinüsoidal 
Pmod (year) 47 11 
ΔP/P 5.1  10-6 3.4  10-6 
∆J (erg s-1) 1.5  1048 9.8  1047 
∆/ 0.006 0.004 
E (erg) 1.2  1042 5.4  1041 
Is (g cm2) 3.6  1054 3.6  1054 
∆L/(L1) 0.083 0.16 
B (kG) 9 16 
∆Q1 3.2  1050 2.1  1050 

∆Q2 1.55  1050 1.1  1050 
 

 
Figure 3. Representation of VX Lac system with O-C graph and 

theoretical curves. The dashed blue lines represent the third component. 
And the solid red line is the theoretical fit of the fourth body. 
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Figure 4. Fourth body theoretical fit for the VX Lac system. The red 

continuous line represents the theoretical fit of the fourth body. 

 

 
Figure 5. For VX Lac, residuals from the compatibility between the 

observational data and the theoretical data are seen. 

 
4. RESULTS AND DİSCUSSİONS 

Because there is no spectral study of VX Lac in the literature, it will 
be very significant to determine its absolute parameters, so in this study 
the basic astrophysical parameters are estimated (see Table 5). If the first 
object of the VX Lac is taken as a normal main sequence star, it should 
have a mass of 1.64 Mʘ. The error value for the first component is taken 
as 10% of the mass of the object. So, the absolute parameters of the VX 
Lac can be calculated by using the mass ratio q=0.487 ± 0.021 obtained 
in consequence of photometric analysis. While calculating the absolute 
parameters, the values for the Sun from Pecaut & Mamajek (2013) were 
used (Teff = 5771.8 (0.7) K, g = 27423.2 (7.9) cm.s−2, Mbol = 4.7554 ± 
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0.0004 mag). The estimated masses and radii for the components of VX 
Lac were obtained as M1=1.64 Mʘ, M2=0.80 Mʘ and R1=1.84 Rʘ, 
R2=1.54 Rʘ respectively. The masses and radii calculated in this study 
support the values estimated by Svechnikov & Kuznetsova (1990) and 
Budding et al. (2004). In addition, the luminosity calculated for the 
components (L1=7.85 Lʘ, L2=1.05 Lʘ) also support the study of Budding 
et al. (2004). The bolometric correction (BC) values of the components of 
the VX Lac whose photometric analysis was performed were taken from 
the study by Eker et al. (2020), taking into account the temperatures and 
luminosity classes of the components. The estimated basic astrophysical 
parameters for the components are given in Table 5. In consequence of 
photometric analysis, the distance determined for VX Lac is 432 (31) pc, 
which is very close to the distance value given by Gaia Collaboration 
(2022) (dGaia-DR3=439 (8)). 

 
Table 5. Estimated basic astrophysical parameters for the VX Lac 

eclipsing system and comparison with the studies in the literature. 
Parameters This Study Svechnikov &  

Kuznetsova (1990) 
Budding et al. 

(2004) 
M1 (M⊙) 1.64 (16) 1.45 1.48 

M2 (M⊙) 0.80 (5) 0.47 1.07 

R1 (R⊙) 1.84 (7) 1.60 1.70 

R2 (R⊙) 1.54 (6) 1.50 1.26 

log g1 (cgs) 4.12 (5) - - 

log g2 (cgs) 3.97 (8) - - 

Mbol.1 (mag) 2.50 (13) - - 

Mbol.2 (mag) 4.68 (20) - - 

L1 (L⊙) 7.85 (12) - 6.60 

L2 (L⊙) 1.05 (18) - 2.16 

dfotometri (pc) 432 (31) - - 

dGaia-DR3 (pc) 439 (8) - - 

 
For the orbital period analysis of the semi-detached VX Lac system 

in this study, 392 eclipse times were taken from the literature. In addition, 
a total of 408 data with sixteen eclipse times obtained from SuperWASP 
(8 eclipse times) and TESS (8 eclipse times) data were used. In the O–C 
graph, if the variation is in the parabolic form, the period is either 
decreasing or increasing. The positivity of the coefficient (Q) of the 
parabola demonstrates that the period has increased, and its negativity 



MUHAMMED FARUK YILDIRIM146 .

 

indicates that it has decreased. The increase in the period can be 
expressed by the mass exchange from the less mass to the more mass. In 
the O–C diagram for VX Lac, a parabolic change with increasing period 
is observed, which is consistent with previous analysis studies. Along 
with this change, there are also two different sinusoidal changes. 
Sinusoidal changes have assumed to be the LITE caused by possible third 
and fourth bodies (Light Time Effect=LITE) and some orbital parameters 
of the third and fourth bodies are obtained by using equation (2) in the 
solution (see Table 3). Parabola calculation and LITE terms given in the 
third part of the study were applied with the least squares way. 

The minimum values of possible third and fourth body masses were 
calculated as M3=0.35 Mʘ and M4=0.15 Mʘ, respectively. The period of 
the third body, which makes orbital motion with a common mass center 
with the binary, was calculated as P3=47 years, and OP of the fourth 
object was calculated as P4=11 years. The parameters found through the 
period analysis are presented in Table 3. In the analysis made using 
approximately 100 years of data, the amount of OP increase in the semi-
detached VX Lac system was calculated as 9.510-8  days/year. Increase 
of orbital period, assuming conservative mass exchange from the less 
massive one to the more massive one. The mass exchange value between 
the components is calculated as dM/dt=4.610-8 Mʘ/year, in this case the 
total mass of the system does not change. With the assumption of 
nonconservative mass, this rate was determined as 4.610-8 Mʘ/year, this 
is slightly above the conservative mass exchange ratio.  

The second cyclical change in the VX Lac has obtained for the first 
time in this paper. The cause of second cyclical change may also be 
magnetic activity. Therefore, the Applegate (1992) model was applied 
and the obtained parameters are listed in Table 4. If one looks at Table 4, 
it is close to the values suggested by Applegate (1992). In particular, the 
second cyclical change being 11 years was close to the year value similar 
to the spot cycle on the Sun (between 8 and 11 years for the Sun). 

The location of the VX Lac system, whose basic astrophysical 
parameters such as mass and radius are estimated, on the lom M–log R 
diagram provides us with information about the evolution of the system. 
Therefore, the RW Cet, BO Gem, DG Lac and SW Oph systems, together 
with the VX Lac, are positioned on the lom M–log R diagram (see, 
Figure 6). Mass and radius values of RW Cet, BO Gem, DG Lac and SW 
Oph systems are taken from Budding et al. (2004). Evolutionary 
pathways and ZAMS (zero age main sequence) and TAMS (terminal age 
main sequence) lines were generated for single stars and Solar chemical 
abundance models given by Bressan et al (2012) (Z [Fe/H] = 0.014 for 
metallicity). When Figure 6 is examined, it is seen that the first bodies of 
the systems are in the main sequence, while the second bodies are in the 
sub-giant or giant position. The positions of the bodies of the systems in 
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the lom M–log R diagram show that they have the characteristics of semi-
detached systems. 

 

 
Figure 6. The log M−log R graphs represent of the components of 

VX Lac (red), RW Cet (black), BO Gem (blue), DG Lac (green) and SW 
Oph (brown). The first bodies of the systems are demonstrated as filled 
circles and the second bodies as hollow circles.  

 
 Future spectral studies for the VX Lac semi-detached system will 

be very important as the mass ratio and spectral type of the VX Lac can 
be obtained more precisely. With the calculating of the q, the mass and 
radius etc. values of the system will be calculated more precisely. In this 
study, possible third and fourth components can be also determined in the 
spectral observations for the causes of sinusoidal change determined in 
the O–C analysis. It will also be important to make observations of 
magnetic activity for the VX Lac system. Continuation of photometric 
observations and determination of new eclipse times will be remarkable 
in terms of orbital period analysis. 
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Introduction 

Since sequence convergence is very necessary in basic mathematical 
theory, many different kinds of convergence concepts have been tried to 
be carried over into summability, approximation theory, and probability 
theory.The concept of difference sequence space was defined by Kizmaz. 
These sequence spaces is modification by Et and Colak in 1995. Long 
before this work Fast, introduced statistical convergence briefly in 1951, 
and then Schoenberg examined statistical convergence in detail with the 
help of summation method in 1959. The concept of statistical 
convergence is worked under different name.  (Mursaleen, 2000), 
introduced the 𝜆𝜆 statistical convergence and Hazarika and Savas carried 
these concept on n-normed spaces in 2013. λ-statistically 
convergent difference sequences using fuzzy numbers is studied in 
(Altinok et al, 2012).  

Some important definitions and features of neutrophic set theory will 
now be given, which are necessary for the development of this work. 
Now, let’s recall  𝜆𝜆𝑣𝑣 −statistically convergent. 

Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a non-decreasing, 𝜆𝜆1 = 1,  𝜆𝜆𝑣𝑣+1 ≤ 𝜆𝜆𝑣𝑣 + 1 such that 
lim𝑣𝑣→∞ 𝜆𝜆𝑣𝑣 = ∞. Also, let ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and 𝓉𝓉𝑣𝑣(𝑥𝑥) = 1

𝜆𝜆𝑣𝑣
∑ 𝑥𝑥𝑟𝑟𝑟𝑟∈ℐ𝑣𝑣 . 

In this case, (𝑥𝑥𝑣𝑣) is named 𝜆𝜆- statistically convergent to ℓ if for all 𝜀𝜀 > 0, 

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

|{𝑟𝑟 ∈ ℐ𝑣𝑣: |𝑥𝑥𝑣𝑣 − ℓ| ≥ 𝜀𝜀}|

= 0.                                                                                                                   (1) 

In this situation, it is denoted by 𝑥𝑥𝑣𝑣 →  ℓ(𝑠𝑠𝑠𝑠)𝜆𝜆. 

On the other hand let's examine the general structure of sequence 
spaces obtained with the help of the fractional difference operator, which 
is one of the areas where statistical convergence is applied. Let, Γ(𝑢𝑢) 
demonstrate the Euler Gamma function where 𝑢𝑢 is real number and 
𝑢𝑢 ∉ {0,−1,−2, … }. Here the notations in (Kadak and Baliarsingh, 2015) 
and (Ercan, 2018) will be used. Then a generalization of fractional 
difference operator is given in (Baliarsingh and Dutta, 2015) as  

Δ𝑢𝑢(𝑥𝑥𝑣𝑣)

= �(−1)𝑗𝑗
Γ(𝑢𝑢 + 1)

j! Γ(𝑢𝑢 − 𝑗𝑗 + 1)

∞

𝑗𝑗=0

𝑥𝑥𝑗𝑗+𝑣𝑣  .                                                                  (2) 

After then, Δ𝑢𝑢 − statistical convergence and graded state of this 
concept is defined in (Ercan, 2018) and (Mursaleen and Baliarsingh, 
2022), respectively. 
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= 0.                                                                                                                   (1) 

In this situation, it is denoted by 𝑥𝑥𝑣𝑣 →  ℓ(𝑠𝑠𝑠𝑠)𝜆𝜆. 

On the other hand let's examine the general structure of sequence 
spaces obtained with the help of the fractional difference operator, which 
is one of the areas where statistical convergence is applied. Let, Γ(𝑢𝑢) 
demonstrate the Euler Gamma function where 𝑢𝑢 is real number and 
𝑢𝑢 ∉ {0,−1,−2, … }. Here the notations in (Kadak and Baliarsingh, 2015) 
and (Ercan, 2018) will be used. Then a generalization of fractional 
difference operator is given in (Baliarsingh and Dutta, 2015) as  

Δ𝑢𝑢(𝑥𝑥𝑣𝑣)

= �(−1)𝑗𝑗
Γ(𝑢𝑢 + 1)

j! Γ(𝑢𝑢 − 𝑗𝑗 + 1)

∞

𝑗𝑗=0

𝑥𝑥𝑗𝑗+𝑣𝑣  .                                                                  (2) 

After then, Δ𝑢𝑢 − statistical convergence and graded state of this 
concept is defined in (Ercan, 2018) and (Mursaleen and Baliarsingh, 
2022), respectively. 

The concepts of fuzzy, intuitinistic fuzzy and neutrosophic sets has 
revolutionized many areas such as mathematics, science, engineering, 
medicine. This concepts is given  by  (Zadeh,1965), (Atanassov,1986) 
and (Smarandache,1999). The second of these theories deals with an 
imprecise and uncertain situation by corresponding degree of 
membership and degree of non-membership to particular object. 
Neutrosophic logic is a powerful tool for modeling instability and 
uncertainty in a variety of problems that arise in science and engineering. 
It has very important and facilitating applications in many fields. 

The neutrosophic set is investigated by (Smarandache,1999) and he 
determined the Neutrosophic set using  degree of truth, inaccuracy and 
uncertainty. Neutrosophic normed spaces is given in (Kirisci and Simsek, 
2020) and is examined statistical convergence this spaces.  In (Kisi, 2021) 
lacunary statistical convergent in NNS is studied. Many studies have been 
done with different types of convergence in this space. e.g( Gonul 
Bilgin,2022). 

The concept of convergence in the NNS space is defined as follows. 
(Kirisci and Simsek, 2020),  (Khan et. al, 2021). 

Let Ų be a neutrosophic normed space (NNS), 𝒻𝒻 > 0. For (𝑥𝑥𝑣𝑣) in Ų, 
let 0 < 𝜀𝜀 < 1. So, the sequence (𝑥𝑥𝑣𝑣) is called convergence to ℓ if there 
exists 𝑘𝑘 ∈ ℕ, such that Ɠ(𝑥𝑥𝑣𝑣 − ℓ,𝒻𝒻) > 1− 𝜀𝜀, ß(𝑥𝑥𝑣𝑣 − ℓ,𝒻𝒻) <
𝜀𝜀,ƴ(𝑥𝑥𝑣𝑣 − ℓ,𝒻𝒻) < 𝜀𝜀. That is lim𝑣𝑣→∞ Ɠ(𝑥𝑥𝑣𝑣 − ℓ,𝒻𝒻) = 1, lim𝑣𝑣→∞ ß(𝑥𝑥𝑣𝑣 −
ℓ,𝒻𝒻) = 0, lim𝑣𝑣→∞ ƴ(𝑥𝑥𝑣𝑣 − ℓ,𝒻𝒻) = 0. Then, the sequence (𝑥𝑥𝑣𝑣) is named a 
convergent sequence in Ų. The convergent in NNS is showed by 𝑁𝑁 −
 lim 𝑥𝑥𝑣𝑣  =  ℓ. 

Many investigations have been made with different types of 
convergence in different spaces.e.g(Gonul Bilgin and Bozma, 2021) 

 Now let's recall the definition of statistical convergence is given in 
(Kirisci and Simsek, 2020). Take a NNS Ų. A sequence (𝑥𝑥𝑘𝑘) is named 
statistical convergence, if there exist ℓ so that the set 
𝑇𝑇𝜀𝜀 = {𝑘𝑘 ≤ 𝑛𝑛:Ɠ(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≤ 1− 𝜀𝜀 𝑜𝑜𝑜𝑜 ß(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≥ 𝜀𝜀,ƴ(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≥ 𝜀𝜀} 

has natural density is zero, for every 𝜀𝜀 > 0 and 𝒻𝒻 > 0. That is 
𝑑𝑑(𝑇𝑇𝜀𝜀) = 0 or equivalently, 

lim
𝑛𝑛→∞

1
𝑛𝑛

|{𝑘𝑘 ≤ 𝑛𝑛:𝐺𝐺(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≤ 1− 𝜀𝜀 𝑜𝑜𝑜𝑜 𝐵𝐵(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≥ 𝜀𝜀,𝑌𝑌(𝑥𝑥𝑘𝑘 − ℓ,𝒻𝒻) ≥ 𝜀𝜀}| = 0. 

Then, we show 𝑠𝑠𝑠𝑠 − lim𝑥𝑥𝑘𝑘 = ℓ(𝑁𝑁) or 𝑥𝑥𝑘𝑘 → ℓ�𝑠𝑠𝑠𝑠(𝑁𝑁)�. The set of 
statistical convergence segences in NN will be denoted by 𝑆𝑆𝑆𝑆(𝑁𝑁).  

Based on these studies, the concepts of Δ𝜆𝜆
𝑢𝑢 − statistical convergence 

and the concept of �Δ𝜆𝜆
𝑢𝑢,Þ� −Cesaro summable, for fractional difference 
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sequences will be introduced in our work. Also, the concept of  (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- 

statistically convergent is given and important coverage relations are 
given. It is accepted throughout the article that (2) is a convergent series 
and the number of terms in the sum symbol changes up to 𝑢𝑢. 

2. Matherial and Methods 

Now, Δ𝜆𝜆
𝑢𝑢 − statistical convergence, �Δ𝜆𝜆

𝑢𝑢,Þ� −Cesaro summable for 

fractional difference sequences will be introduced in Neutrosophic 

normed spaces. The connection between these concepts will be defined. 

Definition 2.1 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a non-decreasing, 𝜆𝜆1 = 1,  𝜆𝜆𝑣𝑣+1 ≤
𝜆𝜆𝑣𝑣 + 1 such that lim𝑣𝑣→∞ 𝜆𝜆𝑣𝑣 = ∞ , ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and also  𝑢𝑢 be a 
convenient fraction. In this case, if there is a ℓ number such that 

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}| 

for every 𝜀𝜀 > 0, 𝑥𝑥 = (𝑥𝑥𝑣𝑣) sequence is called  Δ𝜆𝜆
𝑢𝑢- statistically 

convergent and the set of Δ𝜆𝜆
𝑢𝑢- statistically convergent sequences is 

denoted by 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢). As a result, 𝑥𝑥 → ℓ �(𝑠𝑠𝑠𝑠)Δ𝜆𝜆𝑢𝑢� can be written. 

Theorem 2.1 𝑥𝑥 = (𝑥𝑥𝑘𝑘), 𝑧𝑧 = (𝑧𝑧𝑘𝑘) be sequences of real numbers. 

i) If 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim 𝑥𝑥𝑘𝑘 = 𝑥𝑥� and 𝛼𝛼 belongs to real numbers, then 

𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim𝛼𝛼𝛼𝛼𝑘𝑘 = 𝛼𝛼𝑥𝑥�. 

ii) If 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim 𝑥𝑥𝑘𝑘 = 𝑥𝑥�, 𝑆𝑆(Δ𝜆𝜆

𝑢𝑢) − lim 𝑧𝑧𝑘𝑘 = 𝑧̆𝑧, then 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) −

lim(𝑥𝑥𝑘𝑘 + 𝑧𝑧𝑘𝑘) = 𝑥𝑥� + 𝑧̆𝑧. 

Proof.  

i) If  𝛼𝛼 = 0, it is seen easily. Let assume 𝛼𝛼 ≠ 0, then we have 
desired result from 
1
𝜆𝜆𝑣𝑣

|{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝛼𝛼𝑥𝑥𝑘𝑘 − 𝛼𝛼𝑥𝑥�| ≥ 𝜀𝜀}| ≤
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑘𝑘 − 𝑥𝑥�| ≥

𝜀𝜀
|𝛼𝛼|��. 

ii) It is seen from following inequality; 
1
𝜆𝜆𝑣𝑣

|{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢(𝑥𝑥𝑘𝑘 + 𝑧𝑧𝑘𝑘)− (𝑥𝑥� + 𝑧̆𝑧)| ≥ 𝜀𝜀}| ≤
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑘𝑘 − 𝑥𝑥�| ≥

𝜀𝜀
2
�� 

+
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑧𝑧𝑘𝑘 − 𝑧̆𝑧| ≥

𝜀𝜀
2
��. 

Definition2.2 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 
and let  𝑢𝑢 be a convenient fraction. Then, if there is a 𝑣𝑣∘ = 𝑣𝑣∘(𝜀𝜀) number 
such that for every 𝜀𝜀 > 0  
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sequences will be introduced in our work. Also, the concept of  (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- 

statistically convergent is given and important coverage relations are 
given. It is accepted throughout the article that (2) is a convergent series 
and the number of terms in the sum symbol changes up to 𝑢𝑢. 

2. Matherial and Methods 

Now, Δ𝜆𝜆
𝑢𝑢 − statistical convergence, �Δ𝜆𝜆

𝑢𝑢,Þ� −Cesaro summable for 

fractional difference sequences will be introduced in Neutrosophic 

normed spaces. The connection between these concepts will be defined. 

Definition 2.1 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a non-decreasing, 𝜆𝜆1 = 1,  𝜆𝜆𝑣𝑣+1 ≤
𝜆𝜆𝑣𝑣 + 1 such that lim𝑣𝑣→∞ 𝜆𝜆𝑣𝑣 = ∞ , ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and also  𝑢𝑢 be a 
convenient fraction. In this case, if there is a ℓ number such that 

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}| 

for every 𝜀𝜀 > 0, 𝑥𝑥 = (𝑥𝑥𝑣𝑣) sequence is called  Δ𝜆𝜆
𝑢𝑢- statistically 

convergent and the set of Δ𝜆𝜆
𝑢𝑢- statistically convergent sequences is 

denoted by 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢). As a result, 𝑥𝑥 → ℓ �(𝑠𝑠𝑠𝑠)Δ𝜆𝜆𝑢𝑢� can be written. 

Theorem 2.1 𝑥𝑥 = (𝑥𝑥𝑘𝑘), 𝑧𝑧 = (𝑧𝑧𝑘𝑘) be sequences of real numbers. 

i) If 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim 𝑥𝑥𝑘𝑘 = 𝑥𝑥� and 𝛼𝛼 belongs to real numbers, then 

𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim𝛼𝛼𝛼𝛼𝑘𝑘 = 𝛼𝛼𝑥𝑥�. 

ii) If 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) − lim 𝑥𝑥𝑘𝑘 = 𝑥𝑥�, 𝑆𝑆(Δ𝜆𝜆

𝑢𝑢) − lim 𝑧𝑧𝑘𝑘 = 𝑧̆𝑧, then 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) −

lim(𝑥𝑥𝑘𝑘 + 𝑧𝑧𝑘𝑘) = 𝑥𝑥� + 𝑧̆𝑧. 

Proof.  

i) If  𝛼𝛼 = 0, it is seen easily. Let assume 𝛼𝛼 ≠ 0, then we have 
desired result from 
1
𝜆𝜆𝑣𝑣

|{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝛼𝛼𝑥𝑥𝑘𝑘 − 𝛼𝛼𝑥𝑥�| ≥ 𝜀𝜀}| ≤
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑘𝑘 − 𝑥𝑥�| ≥

𝜀𝜀
|𝛼𝛼|��. 

ii) It is seen from following inequality; 
1
𝜆𝜆𝑣𝑣

|{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢(𝑥𝑥𝑘𝑘 + 𝑧𝑧𝑘𝑘)− (𝑥𝑥� + 𝑧̆𝑧)| ≥ 𝜀𝜀}| ≤
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑘𝑘 − 𝑥𝑥�| ≥

𝜀𝜀
2
�� 

+
1
𝜆𝜆𝑣𝑣
��𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆𝑢𝑢𝑧𝑧𝑘𝑘 − 𝑧̆𝑧| ≥

𝜀𝜀
2
��. 

Definition2.2 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 
and let  𝑢𝑢 be a convenient fraction. Then, if there is a 𝑣𝑣∘ = 𝑣𝑣∘(𝜀𝜀) number 
such that for every 𝜀𝜀 > 0  

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − Δ𝜆𝜆

𝑢𝑢(𝑥𝑥𝑣𝑣∘)| ≥ 𝜀𝜀}| = 0, 

 the sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣)  is called the Δ𝜈𝜈𝛼𝛼- statistical Cauchy 
sequence.  

Theorem2.2 If the sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is Δ𝜆𝜆
𝑢𝑢- statistically 

convergent, then the sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is the Δ𝜆𝜆
𝑢𝑢- statistical Cauchy 

sequence.  

Proof. 

Suppose 𝑥𝑥 = (𝑥𝑥𝑣𝑣) ∈ 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) and 𝜀𝜀 > 0. In this case, for almost all 𝑣𝑣 

|Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| <

𝜀𝜀
2

. 

For a selected number 𝑣𝑣∘,  

|Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣∘) − ℓ| <

𝜀𝜀
2

 

can be written. From here it becomes 
|Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − Δ𝜆𝜆

𝑢𝑢(𝑥𝑥𝑣𝑣∘)| < |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣)− ℓ| + |Δ𝜆𝜆

𝑢𝑢(𝑥𝑥𝑣𝑣∘) − ℓ| < 𝜀𝜀. 

 Thus 𝑥𝑥 is a Δ𝜆𝜆
𝑢𝑢-statistical Cauchy sequence. 

Definition 2.3 Let Þ > 0. (𝑥𝑥𝑣𝑣) is called to be strongly 
�Δ𝜆𝜆

𝑢𝑢,Þ� −Cesaro summable, if there is a ℓ ∈ ℝ such that  

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣
�|Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ
𝑣𝑣

𝑗𝑗=1

= 0. 

Then, (𝑥𝑥𝑣𝑣) is strongly �Δ𝜆𝜆
𝑢𝑢,Þ� −Cesaro summable to ℓ. The set of 

these sequences is shown with Լ�Δ𝜆𝜆
𝑢𝑢,Þ�. If ℓ = 0, then this spaces is 

shown with ɷ�Δ𝜆𝜆
𝑢𝑢,Þ�. 

Definition 2.4 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a sequences with the properties given 
in Definition 2.1,  ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and  𝑢𝑢 be a convenient fraction. 
For 0 < 𝛼𝛼 ≤ 1 let 𝜆𝜆𝑣𝑣

𝛼𝛼 = (𝜆𝜆1
𝛼𝛼 , 𝜆𝜆2

𝛼𝛼 , … , 𝜆𝜆𝑣𝑣
𝛼𝛼 , … ). Then, if there is a ℓ 

number such that 

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

𝛼𝛼 |{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}| 

for every 𝜀𝜀 > 0, 𝑥𝑥 = (𝑥𝑥𝑣𝑣) sequence is called  (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- statistically 

convergent to ℓ and the set of (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- statistically convergent sequences is 

denoted by 𝑆𝑆((Δ𝜆𝜆
𝑢𝑢)𝛼𝛼). As a result, 𝑥𝑥 → ℓ�(𝑠𝑠𝑠𝑠)Δ𝜆𝜆𝑢𝑢� can be written. 
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Clearly, for all 0 < 𝛼𝛼 ≤ 1,  (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- statistically convergent is well 

defined,  however for 𝛼𝛼 > 1 this property does not always have to be 
true. 

In the lemma below, a density comparison will be made for the type 
of convergence we defined using the density concept of a well-known set 
in the literature. 

Lemma 2.1 Let  ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣], 𝑢𝑢 be a convenient fraction 
and ℵ ⊆ ℕ. If for all 0 < ᶐ ≤ ᶗ ≤ 1,  then 

(𝛿𝛿𝜆𝜆
𝑢𝑢)ᶗ(ℵ) ≤ (𝛿𝛿𝜆𝜆

𝑢𝑢)ᶐ(ℵ). 

Proof.  

Let 0 < ᶐ ≤ ᶗ ≤ 1 and 𝜆𝜆𝑣𝑣
ᶐ ≤ 𝜆𝜆𝑣𝑣

ᶗ. In this case, 1
𝜆𝜆𝑣𝑣

ᶗ 
≤ 1

𝜆𝜆𝑣𝑣
ᶐ . Hence,  

 
1
𝜆𝜆𝑣𝑣

ᶗ |{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣)− ℓ| ≥ 𝜀𝜀}| ≤  

1
𝜆𝜆𝑣𝑣

ᶗ |{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}|.  

So,   
(𝛿𝛿𝜆𝜆

𝑢𝑢)ᶗ(ℵ) ≤ (𝛿𝛿𝜆𝜆
𝑢𝑢)ᶐ(ℵ). 

Lemma2.2 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a sequences with the properties given in 
Definition 2.1,  ℐ𝑣𝑣 = [𝑣𝑣 + 1− 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and  𝑢𝑢 be a convenient fraction. For 
0 < 𝛼𝛼 ≤ 1, if  (𝑥𝑥𝑣𝑣) is  Δ𝜆𝜆

𝑢𝑢- statistically convergent then  these sequence is 
(Δ𝜆𝜆

𝑢𝑢)𝛼𝛼- statistically convergent. 

Proof. 

The proof is easily obtained from the definition. 

Definition2.5 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 
and let  𝑢𝑢 be a convenient fraction. Then, if there is a 𝑣𝑣∘ = 𝑣𝑣∘(𝜀𝜀) number 
such that for every 𝜀𝜀 > 0  

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

𝛼𝛼 |{𝑡𝑡 ∈ ℐ𝑣𝑣: |(Δ𝜆𝜆
𝑢𝑢)𝛼𝛼(𝑥𝑥𝑣𝑣)− (Δ𝜆𝜆

𝑢𝑢)𝛼𝛼(𝑥𝑥𝑣𝑣∘)| ≥ 𝜀𝜀}| = 0, 

 the sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣)  is called the (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- statistical Cauchy 

sequence.  

Proposition2.1 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a sequences with the properties 
given in Definition 2.1,  ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and 𝑢𝑢 be a convenient 
fraction. For 0 < 𝛼𝛼 ≤ 1, if  liminf

𝑣𝑣
 𝜆𝜆𝑣𝑣
𝑣𝑣

> 0 then 𝑆𝑆(Δ𝑢𝑢) ⊂ 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢). 

Proof.  

Let liminf
𝑣𝑣

 𝜆𝜆𝑣𝑣
𝑣𝑣

> 0 and (𝑥𝑥𝑣𝑣) is Δ𝑢𝑢- statistical convergent sequences. 
Then,   
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Clearly, for all 0 < 𝛼𝛼 ≤ 1,  (Δ𝜆𝜆
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𝑢𝑢)ᶗ(ℵ) ≤ (𝛿𝛿𝜆𝜆
𝑢𝑢)ᶐ(ℵ). 
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Definition 2.1,  ℐ𝑣𝑣 = [𝑣𝑣 + 1− 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and  𝑢𝑢 be a convenient fraction. For 
0 < 𝛼𝛼 ≤ 1, if  (𝑥𝑥𝑣𝑣) is  Δ𝜆𝜆

𝑢𝑢- statistically convergent then  these sequence is 
(Δ𝜆𝜆

𝑢𝑢)𝛼𝛼- statistically convergent. 

Proof. 

The proof is easily obtained from the definition. 

Definition2.5 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 
and let  𝑢𝑢 be a convenient fraction. Then, if there is a 𝑣𝑣∘ = 𝑣𝑣∘(𝜀𝜀) number 
such that for every 𝜀𝜀 > 0  

lim
𝑣𝑣→∞
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 the sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣)  is called the (Δ𝜆𝜆
𝑢𝑢)𝛼𝛼- statistical Cauchy 

sequence.  

Proposition2.1 Let 𝜆𝜆 = (𝜆𝜆𝑣𝑣) be a sequences with the properties 
given in Definition 2.1,  ℐ𝑣𝑣 = [𝑣𝑣 + 1 − 𝜆𝜆𝑣𝑣 , 𝑣𝑣] and 𝑢𝑢 be a convenient 
fraction. For 0 < 𝛼𝛼 ≤ 1, if  liminf
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𝑣𝑣

> 0 then 𝑆𝑆(Δ𝑢𝑢) ⊂ 𝑆𝑆(Δ𝜆𝜆
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Let liminf
𝑣𝑣
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𝑣𝑣

> 0 and (𝑥𝑥𝑣𝑣) is Δ𝑢𝑢- statistical convergent sequences. 
Then,   

1
𝑣𝑣

|{𝑡𝑡 ≤ 𝑣𝑣: |Δ𝑢𝑢(𝑥𝑥𝑣𝑣)− ℓ| ≥ 𝜀𝜀}| ≥
1
𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}| 

                                                       =
𝜆𝜆𝑣𝑣
𝑣𝑣

1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝑢𝑢(𝑥𝑥𝑣𝑣) − ℓ| ≥ 𝜀𝜀}|. 

So, (𝑥𝑥𝑣𝑣) is (Δ𝜆𝜆
𝑢𝑢)- statistical convergent sequences. Then, 𝑆𝑆(Δ𝑢𝑢) ⊂

𝑆𝑆(Δ𝜆𝜆
𝑢𝑢). 

Definition 2.6 Let Þ > 0. (𝑥𝑥𝑣𝑣) is called to be strongly 
�Δ𝜆𝜆

𝑢𝑢,Þ�
𝛼𝛼
−Cesaro summable, if there is a ℓ ∈ ℝ such that  

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

𝛼𝛼�|Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ

𝑣𝑣

𝑗𝑗=1

= 0. 

Then, (𝑥𝑥𝑣𝑣) is strongly �Δ𝜆𝜆
𝑢𝑢,Þ�

𝛼𝛼
−Cesaro summable to ℓ. The set of 

these sequences is shown with Լ��Δ𝜆𝜆
𝑢𝑢,Þ�

𝛼𝛼
�. If ℓ = 0, then this spaces is 

shown with ɷ��Δ𝜆𝜆
𝑢𝑢,Þ�

𝛼𝛼
�.  

Theorem2.3 Let 0 < inf Þ𝑣𝑣 ≤ Þ𝑣𝑣 ≤ sup Þ𝑣𝑣 < ∞ and  𝑢𝑢 be a 
convenient fraction. In this case Լ��Δ𝜆𝜆

𝑢𝑢,Þ�� ⊂ 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢).  

Proof. 

Let (𝑥𝑥𝑣𝑣) ∈ Լ ��Δ𝜆𝜆
𝑢𝑢,Þ��, 𝑡𝑡 ∈ ℐ𝑣𝑣. In this case, 

1
𝜆𝜆𝑣𝑣
�|Δ𝜆𝜆

𝑢𝑢(𝑥𝑥𝑡𝑡)− ℓ|Þ𝑣𝑣

𝑡𝑡∈ℐ𝑣𝑣

≥
1
𝜆𝜆𝑣𝑣

� |Δ𝛼𝛼(𝑥𝑥𝑡𝑡) − ℓ|Þ𝑣𝑣

�Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑡𝑡)−ℓ�≥𝜀𝜀
𝑡𝑡∈ℐ𝑣𝑣

≥
1
𝜆𝜆𝑣𝑣

� 𝜀𝜀infÞ𝑣𝑣

�Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑡𝑡)−ℓ�≥𝜀𝜀
𝑡𝑡∈ℐ𝑣𝑣

 

≥
1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝛼𝛼(𝑥𝑥𝑡𝑡) − ℓ| ≥ 𝜀𝜀}|𝜀𝜀inf Þ𝑣𝑣 . 

For 𝑣𝑣 → ∞, we get 

lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣

|{𝑡𝑡 ∈ ℐ𝑣𝑣: |Δ𝜆𝜆
𝑢𝑢(𝑥𝑥𝑡𝑡) − ℓ| ≥ 𝜀𝜀}|

≤
1

𝜀𝜀inf Þ𝑣𝑣
� lim
𝑣𝑣→∞

1
𝜆𝜆𝑣𝑣
�|Δ𝜆𝜆

𝑢𝑢(𝑥𝑥𝑡𝑡) − ℓ|Þ𝑣𝑣

𝑡𝑡∈ℐ𝑣𝑣

� = 0, 

 so, 𝑥𝑥 ∈ 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢) then, Լ��Δ𝜆𝜆

𝑢𝑢,Þ�� ⊂ 𝑆𝑆(Δ𝜆𝜆
𝑢𝑢).  
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Theorem2.4 Let  0 < Þ < ∞. If 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is strongly �Δ𝜆𝜆
𝑢𝑢,Þ�-Cesaro 

summable to ℓ, then it is (Δ𝜆𝜆
𝑢𝑢)-statistically convergent to ℓ. 

Proof. For any sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣) and 𝜀𝜀 > 0,  

�|Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ

𝑚𝑚

𝑣𝑣=1

= � |Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ

𝑚𝑚

𝑣𝑣=1
|𝑥𝑥𝑣𝑣−ℓ|≥𝜀𝜀

+ � |Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ

𝑚𝑚

𝑣𝑣=1
|𝑥𝑥𝑣𝑣−ℓ|<𝜀𝜀

≥ �|Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ

𝑚𝑚

𝑣𝑣=1

 

≥ |{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ| ≥ 𝜀𝜀}|𝜀𝜀Þ 

and so  

1
𝜆𝜆𝑣𝑣
�|Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ
𝑚𝑚

𝑣𝑣=1

≥
1
𝜆𝜆𝑣𝑣

|{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ| ≥ 𝜀𝜀}|𝜀𝜀Þ. 

Therefore, if 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is �Δ𝜆𝜆
𝑢𝑢,Þ�-Cesaro summable to ℓ, then, this 

sequence is (Δ𝜆𝜆
𝑢𝑢)-statistically convergent to ℓ. 

3. Main Results 

Now, the concept of (Δ𝜆𝜆
𝑢𝑢)-statistical convergence in Neutrosophic 

normed spaces will be defined and important properties of convergence 
in these spaces will be introduced. 

Definition3.1 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� be a Neutrosophic normed 
spaces and let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 and let  𝑢𝑢 
be a convenient fraction. 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is called (Δ𝜆𝜆

𝑢𝑢)-statistical convergence 
according to neutrosophic normed where for every 𝜀𝜀 > 0 and ϧ > 0, 
there exist a ℓ: 

𝛿𝛿𝜆𝜆
𝑢𝑢�𝑘𝑘: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
≥ 𝜀𝜀� = 0. 

Equivalent to this information, we will say that  

lim
𝑣𝑣

��𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜  𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ 𝜀𝜀��

𝜆𝜆𝑣𝑣
= 0, 

is also (Δ𝜆𝜆
𝑢𝑢)-statistical convergence according to neutrosophic 

normed. In this case, we use 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ.  The set of all this 

sequences will demonstrated with 𝑆𝑆𝑆𝑆Δ𝜆𝜆𝑢𝑢
𝒩𝒩 . 
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Theorem2.4 Let  0 < Þ < ∞. If 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is strongly �Δ𝜆𝜆
𝑢𝑢,Þ�-Cesaro 

summable to ℓ, then it is (Δ𝜆𝜆
𝑢𝑢)-statistically convergent to ℓ. 

Proof. For any sequence 𝑥𝑥 = (𝑥𝑥𝑣𝑣) and 𝜀𝜀 > 0,  

�|Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ
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≥ |{𝑘𝑘 ≤ 𝑛𝑛: |Δ𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ| ≥ 𝜀𝜀}|𝜀𝜀Þ 

and so  
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𝜆𝜆𝑣𝑣
�|Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ|Þ
𝑚𝑚

𝑣𝑣=1

≥
1
𝜆𝜆𝑣𝑣
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Therefore, if 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is �Δ𝜆𝜆
𝑢𝑢,Þ�-Cesaro summable to ℓ, then, this 

sequence is (Δ𝜆𝜆
𝑢𝑢)-statistically convergent to ℓ. 

3. Main Results 

Now, the concept of (Δ𝜆𝜆
𝑢𝑢)-statistical convergence in Neutrosophic 

normed spaces will be defined and important properties of convergence 
in these spaces will be introduced. 

Definition3.1 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� be a Neutrosophic normed 
spaces and let 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 and let  𝑢𝑢 
be a convenient fraction. 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is called (Δ𝜆𝜆

𝑢𝑢)-statistical convergence 
according to neutrosophic normed where for every 𝜀𝜀 > 0 and ϧ > 0, 
there exist a ℓ: 

𝛿𝛿𝜆𝜆
𝑢𝑢�𝑘𝑘: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
≥ 𝜀𝜀� = 0. 

Equivalent to this information, we will say that  

lim
𝑣𝑣

��𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜  𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ 𝜀𝜀��

𝜆𝜆𝑣𝑣
= 0, 

is also (Δ𝜆𝜆
𝑢𝑢)-statistical convergence according to neutrosophic 

normed. In this case, we use 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ.  The set of all this 

sequences will demonstrated with 𝑆𝑆𝑆𝑆Δ𝜆𝜆𝑢𝑢
𝒩𝒩 . 

Lemma 3.1 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ, 𝜂𝜂Ϊ ,⊠,⊗� be a Neutrosophic normed 
spaces, 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 and let  𝑢𝑢 be a 
convenient fraction. Let 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is (Δ𝜆𝜆

𝑢𝑢)-statistical convergence 
according to neutrosophic normed where for every 𝜀𝜀 > 0 and ϧ > 0, then 
the next situations are equivalent in (𝑋𝑋, 𝜇𝜇𝑇𝑇, 𝜈𝜈𝐹𝐹 , 𝜂𝜂𝐼𝐼  ,⊚,⊛): 

i. 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ, 

ii. 

lim
𝑣𝑣

��𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) > 1− 𝜀𝜀 𝑜𝑜𝑜𝑜  𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 𝜀𝜀,𝛾𝛾ӻ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 𝜀𝜀��
𝜆𝜆𝑣𝑣

= 0, 

iii.  

lim
𝑣𝑣

|{𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 − 𝜀𝜀 }|
𝜆𝜆𝑣𝑣

= 0,  lim
𝑣𝑣

��𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 1− 𝜀𝜀 ��
𝜆𝜆𝑣𝑣

= 0, 

lim
𝑣𝑣

|{𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾ӻ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ 1 − 𝜀𝜀 }|
𝜆𝜆𝑣𝑣

= 0, 

iv. 

lim
𝑣𝑣

|{𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) > 1− 𝜀𝜀 }|
𝜆𝜆𝑣𝑣

= 0, lim
𝑣𝑣

��𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1− 𝜀𝜀 ��
𝜆𝜆𝑣𝑣

= 0, 

lim
𝑣𝑣

|{𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾ӻ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 − 𝜀𝜀 }|
𝜆𝜆𝑣𝑣

= 0, 

The proof is easily obtained from Definition3.1. 

Theorem 3.1 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ, 𝜂𝜂Ϊ ,⊠,⊗� be a NNS. If, 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is 
(Δ𝜆𝜆

𝑢𝑢)-statistical  convergence, then this limit is unique. 

Proof Let 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ1 and 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢

𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ2 such that 
ℓ1 ≠ ℓ2. For given  𝜀𝜀 > 0 and ϧ > 0,  

(1− 𝜀𝜀) ⊠ (1 − 𝜀𝜀) > 1 − Բ and 𝜀𝜀 ⊗ 𝜀𝜀 < Բ. For any ϧ > 0  is 
defined the next sets: 
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Թ𝜇𝜇𝑇𝑇(𝜀𝜀,ϧ) = {𝑘𝑘 ∈ ℐ𝑣𝑣:𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1 − 𝜀𝜀 },Թ𝜇𝜇�𝑇𝑇(𝜀𝜀,ϧ)
= {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇�𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,ϧ) ≤ 1 − 𝜀𝜀 } 

Թ𝜂𝜂Ϊ(𝜀𝜀,ϧ) = �𝑘𝑘 ∈ ℐ𝑣𝑣:𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1− 𝜀𝜀 �, Թ𝜂𝜂�Ϊ(𝜀𝜀,ϧ) = �𝑘𝑘 ∈

ℐ𝑣𝑣:𝜂𝜂�Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,ϧ) ≤ 1− 𝜀𝜀 � 

and 
Թ𝛾𝛾ӻ(𝜀𝜀, ϧ) = {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1 − 𝜀𝜀 },Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)
= {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾�ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2, ϧ) ≤ 1 − 𝜀𝜀 } 

Using  𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ1  and Lemma3.1, for each ϧ > 0,     

𝛿𝛿𝜆𝜆
𝑢𝑢 �Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)� = 𝛿𝛿𝜆𝜆

𝑢𝑢 �Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)� = 𝛿𝛿𝜆𝜆
𝑢𝑢 �Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)� = 0 

can be written. Also, with the help of 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ2      for each 

ϧ > 0 

is obtained. Now; 

Թ(𝜀𝜀, ϧ)

= ��Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)�⋃�Թ𝜇𝜇�𝑇𝑇(𝜀𝜀, ϧ)��⋂��Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)�⋃ �Թ𝜂𝜂�Ϊ(𝜀𝜀, ϧ)��⋂��Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)�⋃�Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)�� 

is defined. Then, 𝛿𝛿𝜆𝜆
𝑢𝑢�Թ(𝜀𝜀, ϧ)� = 0, 𝛿𝛿𝜆𝜆

𝑢𝑢�ℕ ∕Թ(𝜀𝜀, ϧ)� = 1, can be 
written. So; three possible situations is written, if 𝑘𝑘 ∈ �ℕ ∕ Թ(𝜀𝜀, ϧ)�  is 
taken; 

 𝑖𝑖. )𝑘𝑘 ∈ �ℕ ∕ ��Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)�⋃�Թ𝜇𝜇�𝑇𝑇(𝜀𝜀, ϧ)���, 

𝑖𝑖𝑖𝑖. )𝑘𝑘 ∈ �ℕ ��Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)�⋃�Թ𝜂𝜂�Ϊ(𝜀𝜀, ϧ)��� � and 

𝑖𝑖𝑖𝑖𝑖𝑖. ) 𝑘𝑘 ∈ �ℕ ∕ ��Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)�⋃�Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)��� 

 

From  i.)  𝜇𝜇𝑇𝑇(ℓ1 − ℓ2,ϧ) ≥ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1, ϧ
2
� ⊠ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2, ϧ

2
� >

(1 − 𝜀𝜀) ⊠ (1− 𝜀𝜀) > 1−Բ.    

is obtained. Then for all ϧ > 0,  and 𝜀𝜀 > 0  is arbitrary, 𝜇𝜇𝑇𝑇(ℓ1 −
ℓ2, ϧ) = 1. So, ℓ1 = ℓ2. 
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Թ𝜇𝜇𝑇𝑇(𝜀𝜀,ϧ) = {𝑘𝑘 ∈ ℐ𝑣𝑣:𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1 − 𝜀𝜀 },Թ𝜇𝜇�𝑇𝑇(𝜀𝜀,ϧ)
= {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇�𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,ϧ) ≤ 1 − 𝜀𝜀 } 

Թ𝜂𝜂Ϊ(𝜀𝜀,ϧ) = �𝑘𝑘 ∈ ℐ𝑣𝑣:𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1− 𝜀𝜀 �, Թ𝜂𝜂�Ϊ(𝜀𝜀,ϧ) = �𝑘𝑘 ∈

ℐ𝑣𝑣:𝜂𝜂�Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,ϧ) ≤ 1− 𝜀𝜀 � 

and 
Թ𝛾𝛾ӻ(𝜀𝜀, ϧ) = {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,ϧ) ≤ 1 − 𝜀𝜀 },Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)
= {𝑘𝑘 ∈ ℐ𝑣𝑣: 𝛾𝛾�ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2, ϧ) ≤ 1 − 𝜀𝜀 } 

Using  𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ1  and Lemma3.1, for each ϧ > 0,     

𝛿𝛿𝜆𝜆
𝑢𝑢 �Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)� = 𝛿𝛿𝜆𝜆

𝑢𝑢 �Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)� = 𝛿𝛿𝜆𝜆
𝑢𝑢 �Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)� = 0 

can be written. Also, with the help of 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ2      for each 

ϧ > 0 

is obtained. Now; 

Թ(𝜀𝜀, ϧ)

= ��Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)�⋃�Թ𝜇𝜇�𝑇𝑇(𝜀𝜀, ϧ)��⋂��Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)�⋃ �Թ𝜂𝜂�Ϊ(𝜀𝜀, ϧ)��⋂��Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)�⋃�Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)�� 

is defined. Then, 𝛿𝛿𝜆𝜆
𝑢𝑢�Թ(𝜀𝜀, ϧ)� = 0, 𝛿𝛿𝜆𝜆

𝑢𝑢�ℕ ∕Թ(𝜀𝜀, ϧ)� = 1, can be 
written. So; three possible situations is written, if 𝑘𝑘 ∈ �ℕ ∕ Թ(𝜀𝜀, ϧ)�  is 
taken; 

 𝑖𝑖. )𝑘𝑘 ∈ �ℕ ∕ ��Թ𝜇𝜇𝑇𝑇(𝜀𝜀, ϧ)�⋃�Թ𝜇𝜇�𝑇𝑇(𝜀𝜀, ϧ)���, 

𝑖𝑖𝑖𝑖. )𝑘𝑘 ∈ �ℕ ��Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)�⋃�Թ𝜂𝜂�Ϊ(𝜀𝜀, ϧ)��� � and 

𝑖𝑖𝑖𝑖𝑖𝑖. ) 𝑘𝑘 ∈ �ℕ ∕ ��Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)�⋃�Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)��� 

 

From  i.)  𝜇𝜇𝑇𝑇(ℓ1 − ℓ2,ϧ) ≥ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1, ϧ
2
� ⊠ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2, ϧ

2
� >

(1 − 𝜀𝜀) ⊠ (1− 𝜀𝜀) > 1−Բ.    

is obtained. Then for all ϧ > 0,  and 𝜀𝜀 > 0  is arbitrary, 𝜇𝜇𝑇𝑇(ℓ1 −
ℓ2, ϧ) = 1. So, ℓ1 = ℓ2. 

Now considering ii.) and so using  

𝑘𝑘 ∈ �ℕ ��Թ𝜂𝜂Ϊ(𝜀𝜀, ϧ)�⋃�Թ𝜂𝜂�Ϊ(𝜀𝜀, ϧ)��� �  ,  

𝜂𝜂Ϊ(ℓ1 − ℓ2, ϧ) ≥ 𝜂𝜂Ϊ �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,

ϧ
2
�⊗ 𝜂𝜂Ϊ �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,
ϧ
2
� < 𝜀𝜀 ⊗ 𝜀𝜀 < Բ 

is getting. So, for 𝜀𝜀 > 0 is arbitrary, 𝜂𝜂Ϊ(ℓ1 − ℓ2, ϧ) = 0  Then, 
ℓ1 = ℓ2. Furthermore, using iii.)  since  

𝑘𝑘 ∈ �ℕ ∕ ��Թ𝛾𝛾ӻ(𝜀𝜀, ϧ)�⋃�Թ𝛾𝛾�ӻ(𝜀𝜀, ϧ)��� 

𝛾𝛾ӻ(ℓ1 − ℓ2, ϧ) ≥ 𝛾𝛾ӻ �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ1,

ϧ
2
� ⊗ 𝛾𝛾ӻ �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ2,
ϧ
2
� < 𝜀𝜀 ⊗ 𝜀𝜀 < Բ 

can be written. Then, for 𝜀𝜀 > 0  is arbitrary, 𝛾𝛾ӻ(ℓ1 − ℓ2, ϧ) = 0.  So, 
ℓ1 = ℓ2. 

Since all cases are taken into account, ℓ1 = ℓ2.                                                                                   

Proposition 3.1 Let  𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ1 , 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢

𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑥𝑥 = ℓ2 . In this 
case,  

𝑖𝑖) 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥𝑣𝑣 + 𝑥𝑥�𝑣𝑣) = ℓ1 + ℓ2, 

𝑖𝑖𝑖𝑖) 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙 č(𝑥𝑥𝑣𝑣) = čℓ1, 

𝑖𝑖𝑖𝑖𝑖𝑖) 𝑠𝑠𝑠𝑠Δ𝜆𝜆𝑢𝑢
𝒩𝒩 − 𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥𝑣𝑣𝑥𝑥�𝑣𝑣) = ℓ1ℓ2. 

Definition 3.2 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇, 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� be a Neutrosophic normed 
spaces, 𝜆𝜆 = (𝜆𝜆𝑣𝑣)  be sequence as given in Definition 2.1 and let  𝑢𝑢 be a 
convenient fraction. Let 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is a sequences in neutrosophic normed 
where for every 𝜀𝜀 > 0 and ϧ > 0,  if there exists ȑ  such that for all 𝜀𝜀 > 0   
and ϧ > 0,  

𝛿𝛿𝜆𝜆
𝑢𝑢�𝑘𝑘: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
≥ 𝜀𝜀� = 0. 

then  𝑥𝑥 = (𝑥𝑥𝑣𝑣) is called (Δ𝜆𝜆
𝑢𝑢)-statistical Cauchy sequences on 

�𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗�.  

Now, similar to the proof in literature , the relationship between 
(Δ𝜆𝜆

𝑢𝑢) −statistical convergence of sequences and being Cauchy sequences 
will also be given in the following lemmas. 
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Lemma 3.2 On �𝑋𝑋, 𝜇𝜇𝑇𝑇, 𝛾𝛾ӻ, 𝜂𝜂Ϊ ,⊠,⊗� if 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is (Δ𝜆𝜆
𝑢𝑢) −statistical 

convergence then this sequences is (Δ𝜆𝜆
𝑢𝑢) −statistical Cauchy sequences. 

Proof Let 𝑥𝑥 = (𝑥𝑥𝑣𝑣)  is (Δ𝜆𝜆
𝑢𝑢) −statistical convergence sequences on 

�𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� then for given  𝜀𝜀 > 0  and choosing ϧ > 0 such that 
(1 − 𝜀𝜀) ⊠ (1 − 𝜀𝜀) > 1− Բ  and 𝜀𝜀 ⊗ 𝜀𝜀 < Բ.  For any ϧ > 0,  it can be 
written. Let 

𝛿𝛿𝜆𝜆
𝑢𝑢(ʛ1) = 𝛿𝛿𝜆𝜆

𝑢𝑢�𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀� = 0, 

𝛿𝛿𝜆𝜆
𝑢𝑢(ʛ2) = 𝛿𝛿𝜆𝜆

𝑢𝑢�𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) > 1− 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ)
< 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) < 𝜀𝜀� = 1. 

 Let  𝑑𝑑 ∈ ʛ2 then 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� > 1− 𝜀𝜀  and 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
� < 𝜀𝜀, 

𝛾𝛾ӻ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� < 𝜀𝜀 

 Let𝔊𝔊 = �𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 −Բ 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥
Բ,𝛾𝛾ӻ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ Բ�   

It is desired to show that  𝔊𝔊 ⊂ ʛ1 , so 𝑑𝑑 ∈ (𝔊𝔊 ʛ1⁄ ).  Then 

𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − Բ 𝑜𝑜𝑜𝑜 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,
ϧ
2
�

> 1 − Բ, 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,

ϧ
2
� > 1 − Բ 

Here, 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
� > 1− Բ.

 
 On the other hands,  

1−Բ ≥ 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 ,ϧ) ≥ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ, ϧ
2
�⊠ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
�   

> (1 − 𝜀𝜀) ⊠ (1− 𝜀𝜀) > 1− Բ. 

But it is not possible. 

On the other hands,  

𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ 𝜀𝜀 and 𝜂𝜂Ϊ �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� < 𝜀𝜀, 

with a similar technique, 𝜂𝜂Ϊ �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ, ϧ

2
� < 𝜀𝜀

 
 So,  

Բ ≤ 𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 ,ϧ) ≤ 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ,
ϧ
2
� ⊗ 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,

ϧ
2
� < 𝜀𝜀 ⊗ 𝜀𝜀 < Բ. 

But this is not possible. Again in the same way, 
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Lemma 3.2 On �𝑋𝑋, 𝜇𝜇𝑇𝑇, 𝛾𝛾ӻ, 𝜂𝜂Ϊ ,⊠,⊗� if 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is (Δ𝜆𝜆
𝑢𝑢) −statistical 

convergence then this sequences is (Δ𝜆𝜆
𝑢𝑢) −statistical Cauchy sequences. 

Proof Let 𝑥𝑥 = (𝑥𝑥𝑣𝑣)  is (Δ𝜆𝜆
𝑢𝑢) −statistical convergence sequences on 

�𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� then for given  𝜀𝜀 > 0  and choosing ϧ > 0 such that 
(1 − 𝜀𝜀) ⊠ (1 − 𝜀𝜀) > 1− Բ  and 𝜀𝜀 ⊗ 𝜀𝜀 < Բ.  For any ϧ > 0,  it can be 
written. Let 

𝛿𝛿𝜆𝜆
𝑢𝑢(ʛ1) = 𝛿𝛿𝜆𝜆

𝑢𝑢�𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
≥ 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀� = 0, 

𝛿𝛿𝜆𝜆
𝑢𝑢(ʛ2) = 𝛿𝛿𝜆𝜆

𝑢𝑢�𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) > 1− 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ)
< 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) < 𝜀𝜀� = 1. 

 Let  𝑑𝑑 ∈ ʛ2 then 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� > 1− 𝜀𝜀  and 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
� < 𝜀𝜀, 

𝛾𝛾ӻ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� < 𝜀𝜀 

 Let𝔊𝔊 = �𝑘𝑘 ∈ ℐ𝑣𝑣: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≤ 1 −Բ 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥
Բ,𝛾𝛾ӻ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ Բ�   

It is desired to show that  𝔊𝔊 ⊂ ʛ1 , so 𝑑𝑑 ∈ (𝔊𝔊 ʛ1⁄ ).  Then 

𝜇𝜇𝑇𝑇(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≤ 1 − Բ 𝑜𝑜𝑜𝑜 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,
ϧ
2
�

> 1 − Բ, 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,

ϧ
2
� > 1 − Բ 

Here, 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
� > 1− Բ.

 
 On the other hands,  

1−Բ ≥ 𝜇𝜇𝑇𝑇(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 ,ϧ) ≥ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ, ϧ
2
�⊠ 𝜇𝜇𝑇𝑇 �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ

2
�   

> (1 − 𝜀𝜀) ⊠ (1− 𝜀𝜀) > 1− Բ. 

But it is not possible. 

On the other hands,  

𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,ϧ) ≥ 𝜀𝜀 and 𝜂𝜂Ϊ �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� < 𝜀𝜀, 

with a similar technique, 𝜂𝜂Ϊ �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ, ϧ

2
� < 𝜀𝜀

 
 So,  

Բ ≤ 𝜂𝜂Ϊ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 ,ϧ) ≤ 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ,
ϧ
2
� ⊗ 𝜂𝜂Ϊ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,

ϧ
2
� < 𝜀𝜀 ⊗ 𝜀𝜀 < Բ. 

But this is not possible. Again in the same way, 

𝛾𝛾ӻ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) ≥ 𝜀𝜀 and 𝛾𝛾ӻ �Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ
2
� < 𝜀𝜀, 

with a similar technique, 𝛾𝛾ӻ �Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ, ϧ

2
� < 𝜀𝜀

 
 So,  

Բ ≤ 𝛾𝛾ӻ(Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 ,ϧ) ≤ 𝛾𝛾ӻ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑑𝑑 − ℓ,
ϧ
2
� ⊗ 𝛾𝛾ӻ �Δ𝜆𝜆𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ,

ϧ
2
� < 𝜀𝜀 ⊗ 𝜀𝜀 < Բ. 

It is not possible. Hence, 𝔊𝔊 ⊂ ʛ1. So, 𝛿𝛿𝜆𝜆
𝑢𝑢(𝔊𝔊) = 0. Then, 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is 

(Δ𝜆𝜆
𝑢𝑢) −statistical Cauchy sequences in Neutrosophic normed spaces. 

Definition 12 �𝑋𝑋, 𝜇𝜇𝑇𝑇, 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� is named (Δ𝜆𝜆
𝑢𝑢)-statistical 

complete, if all (Δ𝜆𝜆
𝑢𝑢)-statistical Cauchy sequences is (Δ𝜆𝜆

𝑢𝑢)-statistical 
convergent. 

Definition 14 Let �𝑋𝑋, 𝜇𝜇𝑇𝑇 , 𝛾𝛾ӻ , 𝜂𝜂Ϊ ,⊠,⊗� be a Neutrosophic normed 
spaces. 𝑥𝑥 = (𝑥𝑥𝑣𝑣) is called (Δ𝜆𝜆

𝑢𝑢)-statistical bounded, if there exists some 
ϧ > 0 such that  

𝛿𝛿𝜆𝜆
𝑢𝑢�𝑘𝑘: 𝜇𝜇𝑇𝑇(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) > 1 − 𝜀𝜀 𝑜𝑜𝑜𝑜 𝜂𝜂Ϊ(Δ𝜆𝜆
𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ) < 𝜀𝜀, 𝛾𝛾ӻ(Δ𝜆𝜆

𝑢𝑢𝑥𝑥𝑣𝑣 − ℓ, ϧ)
< 𝜀𝜀� = 0, 

4. Conclusion 

 In this paper, we have defined Δ𝜆𝜆
𝑢𝑢 − statistical convergence and 

�Δ𝜆𝜆
𝑢𝑢,Þ� −Cesaro summable, for fractional difference sequences. Also, 

Δ𝜆𝜆
𝑢𝑢 − statistical convergence with respect to neutrosophic norm is 

introduced and some fundamental properties are examined. Then, 
important coverage relations are given for the concept of  (Δ𝜆𝜆

𝑢𝑢)𝛼𝛼- 
statistically convergent.  
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1. INTRODUCTION  
The harmonic and hyperharmonic Fibonacci numbers introduced and 
studied by Tuğlu at ell. [1]. They had some combinatorial identities, and 
the spectral and Euclidean norms of circulant matrices involving 
harmonic and hyperharmonic Fibonacci numbers obtained by Tuğlu and 
Kızılateş [2,3]. 

The present work deals with the harmonic and hyperharmonic 
Padovan numbers. First, a summary of the definitions and some 
properties of harmonic and hyperharmonic numbers is presented. 
Following that, the definitions of the hyper-Padovan numbers, harmonic 
Padovan numbers, and hyperharmonic Padovan numbers are given, along 
with some of their identities. Finally, different sums and properties that 
include harmonic Padovan numbers are derived by applying the rules of 
the difference operator method. 

 
2. MATERIALS AND METHODS  

Definition 2.1 Let n∈  . The n th harmonic number nH  is defined by 

1

1n

n
k

H
k=

=∑                                                                (1) 

where  0 0H = . The n th harmonic number nH  can be written as 

1
2
!n

n

H
n

+ 
 
 =                                                               (2) 

where 
n
k
 
 
 

 is the first-kind Stirling number, which counts the 

permutations of n  components produced by k  disjoint cycles by Graham 
et al. [4]. 

There are many studies in the literature on the harmonic numbers 
(see, Savio et al. [5], Spiess [6], Benjamin et al. [7], Cheon and El-
Mikkawy [8], Dil and Mező [9], Sofo and Srivastava [10], Choi [11] Sun 
[12], Boyadzhiev [13,] Chu [14], Wu and Chen [15]). The following are 
some of the harmonic number rules discovered in these studies by 
Graham et al. [4]. 

i. 
1

1
,

n

k n
k

H nH n
−

=

= −∑  

ii. 
1

1

1 ,      ,
1 1

n

k n
k

k n
H H m

m m m

−
+

=

    = − ∈    + +    
∑   
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iii. ( )
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k n
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nkH H n n n
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 = − = − 
 

∑  
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0 1

12 ,
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n n
n

k n k
k k

n
H H

k k= =

   = −   
  
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v. ( )
0

11 .
n

k
k

k

n
H

k n=

 
− = − 

 
∑  

Conway and Guy [16] defined hyperharmonic numbers, one of the 
generalizations of harmonic numbers, as follows. 
Definition 2.2 For , ,n r +∈  r th order n th ordinary hiperharmonic 
number is defined by  

( ) ( )1

1

n
r r

n k
k

H H −

=

=∑                                                             (3) 

with ( )0 1
nH

n
=  and ( )1

n nH H=  by Conway and Guy [16]. 

Benjamin et al. [17], for 0 1m r≤ ≤ − , we have 

( )

1

1 1 ,
1

n
r

n
k

n r k
H

r k=

+ − − 
=  − 
∑                                                         (4) 

 and  

( ) ( )

1

1
1

n
r m

n k
k

n r m k
H H

r m=

+ − − − 
=  − − 
∑                                                 (5) 

Graham et al. [4], some Difference Operator Methods: 
1. The finite difference 3peratör for any function ( )xµ  is defined 

as 

( ) ( ) ( )1x x xµ µ µ∆ = + − . 
2. For m∈ , the decreasing power m  of x  is of the form  

( )( ) ( )1 2 1mx x x x x n= − − − + . 
3. Operator difference operator, the equation 1m mx mx −∆ =  is true. 

4. The inverse of the ∆  operator is ∑ , and if ( ) ( )x xµ ψ∆ =  is  
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( ) ( ) ( ) ( )
1b b

x
a x a

x x b aψ δ ψ µ µ
−

=

= = −∑ ∑ .                                 (6) 

In addition, the inverse difference operator ∑ provides the 
following properties:  

1

,   1
1

,       1

m

m
x

x

x mx m
H m

δ

+
≠ −= +

 = −
∑                                                (7) 

and 

( ) ( ) ( ) ( ) ( ) ( )1 .
b bb

x xa
a a

u x v x u x v x v x u xδ δ∆ = − + ∆∑ ∑                      (8) 

5. Tuğlu and Kızılateş [2,3] let us now give an example where we 

will use the feature (8). If ( ) ku k H=  and ( ) 1v k∆ =  are 

selected in the expression (8), it becomes ( ) 1
1

u k
k

∆ =
+

 and 

( )v k k= . Thus,  

0
0 0

n n
n

k k k kH kHδ δ= −∑ ∑  

is obtained. If the (6) feature is used, we get 
1

0

n

k n
k

H nH n
−

=

= −∑ . 

 
3. RESULTS AND DISCUSSION 
In this part, the hyper Padovan and harmonic Padovan numbers are 
defined. In addition, some theorems and identities have been obtained. 
Definition 3.1 For r +∈ ,  hyper-Padovan numbers are defined by 

( ) ( )1

0

n
r r

n k
k

P P −

=

=∑                                                            (9) 

with ( )0 ,n nP P=  ( )
0 1rP = . 

Table 1. Some Hyper-Padovan numbers 
n  0  1 2  3  4  5  6  7  8  

( )0
nP  1 1 1 2  2  3  4  5  7  
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( ) ( )1

0

n
r r

n k
k

P P −

=

=∑                                                            (9) 

with ( )0 ,n nP P=  ( )
0 1rP = . 

Table 1. Some Hyper-Padovan numbers 
n  0  1 2  3  4  5  6  7  8  

( )0
nP  1 1 1 2  2  3  4  5  7  

( )1
nP  1 2  3  5  7  10  14  19  26  

( )2
nP  1 3  6  11 18  28  32  51 77  

( )3
nP  1 4  10  21 39  67  99  150  227  

 
Definition 3.2 Let nP  be the n th Padovan number. The n th harmonic 
Padovan number nℜ  is defined by 

0

1n

n
k kP=

ℜ =∑ , 0n ≥ .                                                     (10) 

Table 2. Some Harmonik-Padovan numbers 
n  0  1 2  3  4  5  6  7  8  

nℜ  1 2  3  7
2  4  13

3  55
12  287

60  2069
420  

 
Theorem 3.3 Let nℜ  be the n th harmonic Padovan number. Then we 
have 

1 1

0 0 1

1n n

k n
k k k

kn
P

− −

= = +

+
ℜ = ℜ −∑ ∑ , 0n ≥                                          (11) 

Proof.  In the equality (8). If we choose as ( ) ku k =ℜ  and ( ) 1v k∆ = . 

We have  ( )
1

1

k

u k
P +

∆ =  ,  ( )v k k=  and 

0
0 0 1

1n n
n

k k k k
k

kk
P

δ δ
+

+
ℜ = ℜ −∑ ∑  

Using the equality (6), we obtain 
1 1

0 0 1

1n n

k n
k k k

kn
P

− −

= = +

+
ℜ = ℜ −∑ ∑ . 

Theorem 3.4 Let nℜ be the n th harmonik Padovan number. Then we 
have 

1 1
2 2

0 0 1 1

1 12
n n

k n k
k k k k

kn
P

− −

= = + +

 +
ℜ = ℜ − ℜ + ℜ 

∑ ∑ , 0n ≥                               (12) 
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Proof. In the equality (8). If we choose as ( ) 2
ku k =ℜ  and ( ) 1v k∆ = . 

We have ( )
1 1

1 12 k
k k

u k
P P+ +

 
∆ = ℜ + 

 
, ( )v k k=  and 

2 2

0
0 0 1 1

1 12
n nn

k k k k k
k k

kk
P P

δ δ
+ +

 +
ℜ = ℜ − ℜ + 

 
∑ ∑  

Using the equality (6), we obtain 
1 1

2 2

0 0 1 1

1 12
n n

k n k
k k k k

kn
P P

− −

= = + +

 +
ℜ = ℜ − ℜ + 

 
∑ ∑ . 

Theorem 3.5 Let nℜ  be the n th harmonic Padovan number and m  be a 
nonzero natural number. Then we have 

1 1

0 0 1

1 1
1 1

n n

k n
k k k

k n k
m m m P

− −

= = +

+     
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∑ ∑ , 0n ≥                           (13) 

Proof. If we choose as ( ) ku k =ℜ ve ( )
k

v k
m
 

∆ =  
 

. We have 
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1

1

k

u k
P +

∆ =  and ( )
1

k
v k

m
 

=  + 
. Here, using the equality (6) and (8), 

we obtain 

0 0 10

1 1 ,
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n
n n

k k k k
k

k k k
m m m P

δ δ
+

+     
ℜ = ℜ −     + +     

∑ ∑  
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n n

k n
k k k
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m m m P

− −
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∑ ∑ . 

Theorem 3.6 Let nℜ  be the n th harmonic Padovan number and m  be a 
nonzero natural number. Then we have 

( ) 111 1

0 0 1

1 1
1 1

mmn n
m

k k
k k k

knk
m m P

++− −

= = +

+
ℜ = ℜ −

+ +∑ ∑ , 0n ≥ .                              (14) 

Proof. In (8) getting  ( ) ku k =ℜ  and ( ) mv k k∆ =  . We have  

( )
1

1

k

u k
P +

∆ = , ( ) ( ) 11
1

mk
v k

m

++
=

+
 and 
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In (14), if we choose 0m = , then we get (11). If we choose 1m =  in 
(14), we have a special case of (13). 

Proposition 3.7 Let { } 0n n≥
ℜ  be the n th harmonic Padovan numbers. 

Then we have 

( ) ( ) ( )221 1
2

0 0 1

2 1 1 2 11
6 6

n n

k k
k k k

n n k k
k

P

− −

= = +

− + +
ℜ = ℜ −∑ ∑ . 

Proof. In (14), if 2m =  and 1m =  are accepted respectively, we get  

( ) ( ) ( )221 1
2
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2 1 1 2 11
6 6

n n

k k
k k k

n n k k
k

P

− −

= = +

− + +
ℜ = ℜ −∑ ∑ . 

Now we will give the relation between harmonic numbers and harmonic 
Padovan numbers in the following theorem. 
Theorem 3.8 nH  and nℜ  be the n th harmonic numbers and the n th 
harmonic Padovan numbers, respectively. Then we have 
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0 0 11

n n
k k

n k
k k k

HH
k P

− −
+

= = +

ℜ
= ℜ −

+∑ ∑                                                 (15) 

Proof. In (8). If we choose as ( ) 2
ku k =ℜ  and ( ) 1

1
v k

k
∆ =

+
. We have 
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1

1

k

u k
P +
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0 0 11

n n
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k n k k
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Using the equality (6), we obtain 
1 1

1

0 0 11

n n
k k
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k k k
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ℜ
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+∑ ∑ . 

Proposition 3.9 The following identity is holds: 

( )
1 1

0 0 1

1 2
2 2

1 ! 1 !

n n
k

k
k k k

n k

k n k P

− −

= = +

+ +   
   ℜ    = ℜ −

+ +∑ ∑ . 

between the Stirling number of the first kind and the n th harmonic 
Padovan numbers { } 0n n≥

ℜ . 
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Proof. In (15), if 

1
2
!n

n

H
n

+ 
 
 =  is taken, the above identity is obtained.  

The summing formula that gives the relationship between the Padovan 
number and the harmonic Padovan number is given in the following 
theorem. 

Theorem 3.10 Let { } 0n n≥
ℜ  be the n th harmonic Padovan numbers. 

Then we have 
1

4
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n

k k n n
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P P n
−

−
=

ℜ = ℜ −∑  

Proof. In (8). If we choose as ( ) ku k =ℜ  and ( ) 4kv k P −∆ = . We have   

( )
1

1

k

u k
P +

∆ =  , ( ) kv k P= . 

Thus, we obtain 

1
4 0

0 0 1

n n
n k

k k k k k k
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PP P
P

δ δ+
−

+

ℜ = ℜ −∑ ∑ , 

1

4
0

n

k k n n
k

P P n
−

−
=

ℜ = ℜ −∑ . 

 
In this section, a connection similar to the connection between harmonic 
and hyperharmonic numbers will be established between harmonic 
Padovan numbers and hyperharmonic Padovan numbers. Then, various 
identities related to hyperharmonic Padovan numbers will be obtained. 

Definition 3.11 Let { } 0n n≥
ℜ  be the n th harmonic Padovan numbers. 

For r +∈ , the n th hyperharmonic Padovan numbers ( )r
nℜ  are defined 

by 

( ) ( 1)

0

n
r r

n k
k

−

=

ℜ = ℜ∑                                                         (16) 

where  (0) 1 ,n
nP

ℜ =  0 1ℜ =  and ( )
0 1kℜ =  for 0k ≥ . 
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Table 3. Some hyperharmonic Padovan numbers 
n  0  1 2  3  4  5  6  7  8  

(1)
nℜ  1 2  3  7

2  4  13
3  55

12  287
60  2069

420  
(2)
nℜ  1 3  6  19

2  27
2  107

6  269
12  1632

60  13493
420  

(3)
nℜ  1 4  10  39

2  33  305
6  879

12  6027
60  55682

420  

 
Let us now give the recurrence relation, which we will use in the proof of 
the various identities of the hyperharmonic Padovan numbers. 
Proposition 3.12 For ,n r +∈ , the hyperharmonic Padovan numbers 
have recurrence relation by 

( ) ( ) ( 1)
1

r r r
n n n

−
−ℜ =ℜ +ℜ .                                                   (17) 

Proof. Using (16), we get 
( ) ( 1)

0
1

( 1) ( 1) ( ) ( 1)
1

0
      

n
r r

n k
k
n

r r r r
k n n n

k

−

=

−
− − −

−
=

ℜ = ℜ

= ℜ +ℜ =ℜ +ℜ

∑

∑
 

We may prove the following theorem for hyperharmonic 
Padovan numbers, which is comparable to the condition given by (4) of 
hyperharmonic numbers. 
Theorem 3.13 For 1 ,i j n≤ ≤ , we have 

( )
1

1

1 1
1

n
j

n i
k i k i

n k j
j P− +

= − +

− + − 
ℜ =  − 

∑ .                                          (18) 

Proof. We begin by recalling the definition of the hyperharmonic 
Padovan numbers ( )j

nℜ . If we use this definition in (16) 1j −  times, we 
get 

2

1 1 1

1
( )

1
0 0 0

1j

j j

k kn i
j

n i
k k k kP

−

− +

− +
= = =

ℜ = ∑ ∑ ∑ . 

We use induction on n to obtain 
2

1 1 1

1

0 0 0 1

11 1
1

j

j j

k kn i n

k k k k ik k i

n k j
jP P

−

− +

= = = = − +

− + − 
=  − 

∑ ∑ ∑ ∑  

Obviously, it is true for 1n = . Suppose it is true for some 1n > , 
then using the induction, we obtain 
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If the sum property of the binomial coefficients is used, we have 

2

1 1 1
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0 0 0 1 2

1 2

1 21 1 1
1 2 0

1 1                          
1
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Proposition 3.14 The following identity is holds: 

( )
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1 1
1

n
r

n
k k

n k r
r P=

− + − 
ℜ =  − 

∑                                            (19) 

Proof. In (18). If we choose as 1i =  and j r= , (19) is obtained. 
Proposition 3.15 The following identity is holds: 

( ) ( )2

1
1

n

n n
k k

k n
P=

= + ℜ −ℜ∑  

Proof. In (19). If we choose 2r = , we get 
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Theorem 3.16 For 0 1m r≤ ≤ − , we have 
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1
1

n
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Proof. We prove this by induction on n. Obviously, it is true for 1n = . 
Suppose it is true for some 1n > , identity in (17). Then using the 
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Dyestuffs are compounds that have a wide range of uses in our daily 
life. They are used in many applications from textiles to inks, from 
plastics to coatings, from the paper industry to leather, from the 
construction industry to foods, from medical and biochemical processes 
to analytical methods. However, some of these dyes show toxic 
properties. For this reason, especially toxic dyestuffs should be disposed 
of or removed without mixing with the environment. 

The natural dyestuffs were used until the fabrication of a dye called 
mauveine, which was produced for the first time in 1856 by William 
Henry Perkin. After the manufacturing of mauveine, industry gradually 
started to give way to synthetic dyestuffs, and it is known that 
approximately 1000000 synthetic dyestuffs have been synthesized today 
[1]. These dyestuffs, which reach an annual production volume of 700000 
tons, bring environmental pollution and pose a great threat to human and 
environmental health [1, 2]. 

Malachite green (MG) is a water-soluble, green crystalline powder 
in the cationic (basic) dyestuff class. It is also one of the 
triphenylmethane group dyestuffs and is known by names such as aniline 
green, diamond green B, Victoria green B, and basic green 4. Malachite 
green is mostly found in the form of chloride or oxalate salt. The 
chemical structure of MG is given below. 

  a)                                                        b) 

              

Figure 1. Chemical structure of MG: a) MG chloride and b) MG 
oxalat 

MG is synthesized by the condensation of dimethylaniline with 
benzaldehyde and subsequent oxidation (Figure 2): 
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Figure 2. Synthesis of MG 
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started to give way to synthetic dyestuffs, and it is known that 
approximately 1000000 synthetic dyestuffs have been synthesized today 
[1]. These dyestuffs, which reach an annual production volume of 700000 
tons, bring environmental pollution and pose a great threat to human and 
environmental health [1, 2]. 

Malachite green (MG) is a water-soluble, green crystalline powder 
in the cationic (basic) dyestuff class. It is also one of the 
triphenylmethane group dyestuffs and is known by names such as aniline 
green, diamond green B, Victoria green B, and basic green 4. Malachite 
green is mostly found in the form of chloride or oxalate salt. The 
chemical structure of MG is given below. 

  a)                                                        b) 

              

Figure 1. Chemical structure of MG: a) MG chloride and b) MG 
oxalat 

MG is synthesized by the condensation of dimethylaniline with 
benzaldehyde and subsequent oxidation (Figure 2): 
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Figure 2. Synthesis of MG 

The usage areas of MG are listed below [1, 3, 4]. It is most 
commonly used as a biocide in the aquaculture industry to combat 
bacterial and fungal infections in fish. 

Common uses of MG: 

• For dyeing silk, wool, leather, cotton and paper, 

• Antiparasitic, antibacterial and antifungal drug in aquaculture and 
commercial fish hatchery industry, 

•  Fungicide for humans, 

• Medical disinfectant, food additive, food colouring agent, 

• Dye for microscopic analysis of cells and culture samples, 

• Used as a pH indicator [1, 3, 4]. 

Although widely used, MG molecule is highly toxic to humans and 
shows carcinogenic, genotoxic and mutagenic effects [5]. It also damages 
the nervous system, kidneys, liver, heart, reduces fertility, and causes 
lesions on the skin, eyes, lungs, and bones [1]. 

For this reason, leaving this paint to soil or water sources creates 
serious problems for the environment and human health. Although its use 
has been restricted and even banned in various countries in recent years, 
it is still used in various products. 

Because of these toxic effects, MG must be removed from aqueous 
environments. Many methods have been developed for chemical (Fenton 
reagents, ozonization, photocatalysis), biological and physical 
(Coagulation-Flocculation, membrane filtration, adsorption) removal [6]. 
Among these, the most widely used method is adsorption processes that 
provide physical removal. 

Chemical methods 

Fenton reagent 
Fenton's reagent is widely used for the removal of MG. It is a cost-

effective reagent that reacts easily with organic compounds and does not 
produce toxic compounds during oxidation. 

Fenton reaction is one of the most effective methods for removing 
organic pollutants that are oxidatively decomposed by hydroxyl radicals 
formed from H2O2, in which Fe 2+ is used as a catalyst. The efficiency of 
the Fenton process depends on the pH of the reaction medium, along with 
the H 2 O 2 and Fe 2+ concentrations. [7,8,9]. 
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Ozonation 

Ozonation is one of the methods that gives the best results in the 
degradation of dyes [10]. In oxidation with ozone, the chromophoric 
system is destroyed and reactive dyes are bleached. Reaction mechanisms 
of ozonalytic degradation, it has been determined that both direct 
molecular ozone attack and free radical mechanism work simultaneously 
during the reaction processes [11]. Ozone's high oxidation potential (2.07 
V) allows it to degrade most organic compounds. 

In order to produce non-hazardous waste during ozonation, the 
required amount of ozone can be estimated according to the chemical 
structure of the dye [1]. Many methods have been developed for the 
removal of malachhite green with this method [10, 12, 13]. 

Electrochemical methods- Photocatalysis 
Highly efficient, clean, environmentally friendly and recyclable 

electrochemical methods have attracted great interest in MG removal. 

Photocatalysis 

One of the most important features of semiconductor photocatalysis, 
which is one of the most successful methods for wastewater treatment, is 
that it removes all pollutants from wastewater. In 1972, Fujishima and 
Honda determined the photocatalytic splitting of water into oxygen and 
hydrogen using TiO2. Afterwards, this method has become a promising 
approach, especially to remove organic pollutants from the environment 
[14]. In recent years, many important and interesting studies have been 
carried out on the creation of new photocatalytic materials. Electron hole 
pairs are produced when light is shined on a semiconductor used in 
semiconductor photocatalysis. The photocatalytic degradation process 
usually uses a visible light radiation source rather than an ultraviolet 
radiation source. The ultraviolet radiation source contains very little of 
the solar radiation, while the visible light radiation source contains more 
than 40%. As a result, photodegradation with visible light is preferable to 
photodegradation with UV energy. An ideal photocatalyst has a favorable 
band gap, large surface area, and low cost [15]. 

Metal oxide semiconductors such as ZnO and TiO2 are used as 
promising photocatalyst materials in the degradation of organic pollutants 
due to their low toxicity, high chemical stability, and high oxidation 
capacity. A large number of photocatalyst materials have been produced 
for bleaching malachite green with this method [15, 16, 17]. 

Ultrasonic electrochemistry is the use of ultrasonic waves to support 
the oxidation process. Ultrasonic wave has three main effects. The first 
and most important effect is cavitation. This effect is the negative 
pressure in the liquid when the ultrasonic wave comes into contact with 
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band gap, large surface area, and low cost [15]. 

Metal oxide semiconductors such as ZnO and TiO2 are used as 
promising photocatalyst materials in the degradation of organic pollutants 
due to their low toxicity, high chemical stability, and high oxidation 
capacity. A large number of photocatalyst materials have been produced 
for bleaching malachite green with this method [15, 16, 17]. 

Ultrasonic electrochemistry is the use of ultrasonic waves to support 
the oxidation process. Ultrasonic wave has three main effects. The first 
and most important effect is cavitation. This effect is the negative 
pressure in the liquid when the ultrasonic wave comes into contact with 

the liquid. The dissolved gas in the liquid is supersaturated, the gas 
overflows with the ultrasonic wave and small bubbles are formed. When 
the bubbles burst, the surrounding liquid quickly enters, creating 
instantaneous high temperature and pressure. The second effect is the 
thermal effect and occurs due to the increase in temperature of the liquid 
molecules after the absorption of ultrasonic energy. The third effect of 
ultrasound is its chemical effect, which can accelerate the reactions by 
making a positive effect on some chemical reactions [18]. 

 With the combined use of ultrasound and electrochemistry, methods 
can be developed that are cost-effective, environmentally friendly and 
produce little secondary pollution. This common method was also used 
for the removal of MG [18]. 

Biological Methods 
While the biological degradation of wastewater is cost-effective and 

environmentally friendly, the most important disadvantage is that 
biological bacteria can easily be poisoned and lose its decomposition 
effect. Various enzymes produced by fungi and bacteria, such as phenol 
oxidases, laccase, lignin, and azoreductases, have the potential to degrade 
dyes. 

Environmentally friendly biological treatment methods have been 
developed to minimize the lethal effect of MG on the environment and to 
dispose of its wastes safely [19, 20, 21]. 

Physical methods 

Coagulation-Flocculation 

Fe and Al salts or polymeric materials are generally used to remove 
dyestuffs from water by coagulation. Once these chemicals are added to 
the suspension, they cause the stable colloidal particles to precipitate or 
aggregate. The method is highly effective and widely used. The most 
important disadvantage is the high metallic content in the resulting 
sludge. In recent years, these chemical coagulants have started to be 
replaced by natural coagulants in order to avoid the disadvantages caused 
by chemicals. 

Natural coagulants prevent toxic sludge formation, are renewable 
and have less negative impact on the pH of the water. Natural coagulants 
prevent toxic sludge formation, are renewable and have less negative 
impact on the pH of the water [22, 23]. 

Membrane filtration 
Membrane filtration method is one of the most promising techniques 

to remove MG from wastewater because it is easy to use, provides high 
efficiency and requires low energy consumption. Especially in recent 
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years, one-dimensional natural cellulose nanofibers (CNFs) with high 
surface-to-volume ratio, suitable structure stability and biocompatibility, 
metal-organic frameworks (MOFs), which are defined as crystal 
coordination polymers with periodic porous structure, have been used for 
this purpose [24, 25]. 

Adsorption 
For this purpose, many adsorbent materials have been studied in the 

literature. However, their adsorption capacity generally varies. Materials 
with high adsorption are either relatively expensive or have difficult 
multi-step preparation conditions. Although some nanoparticles such as 
zinc oxide have been reported to be very effective, the fact that 
nanoparticles themselves are controversial in terms of human and 
environmental health limits their use. 

In the review published by Tewari et al. in 2018, a ranking was 
given for the first 20 of MG adsorbents according to their adsorbing 
capacity. In this study, the capacities of adsorbents ranged from 0.71 to 
4983 mg/g in a total of 183 studies for MG. At the same time, it has been 
determined that nanocomposites are extremely effective. However, the 
main problem here is the difficulty in the synthesis of these materials in 
general. For example, the highest capacity adsorbent reported in the 
literature is ZnO/ZnFe2O4 with 5000 mg/g MG holding capacity. The 
synthesis of this nanomaterial is two-stage, and the first stage requires 
heating at 200°C for 12 hours, and the second stage requires heating at 
500°C for two hours [26]. Similar problems exist for studies involving 
other nanomaterials. In addition, there is not enough information about 
the effects of nanomaterials on human and environmental health. 

Granular hydrogels were synthesized using chitosan (a natural 
polymer), acrylic acid, itaconic acid, methylenebisacrylamide 
(crosslinker) and attapulgite (a kind of clay) for MG adsorption [27]. 
While these hydrogels reach an adsorption capacity of 1750 mg/g in 
about 60 minutes at 30°C, they reach a high capacity of 2433 mg/g (after 
5 hours) under optimum conditions. Therefore, it has reached the best 
result after nanomaterials/nanocomposites among the studies done so far. 
Studies containing hydrogel used in MG adsorption are summarized in 
the literature (Table 1). 

Table 1. Hydrogels used in MG removal 
Hydrogel   (q,mg/g) Conditions* References 
Chitosan-Acrylic acid-
itaconic acid-atapulgite 
granule hydrogels 

2433 30°C, 5 h,  pH=8-11 27 

Gelatin-acrylic acid-
acrylamide-atapulgite 

1370 30°C, 2 h, pH=3-10 28 
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result after nanomaterials/nanocomposites among the studies done so far. 
Studies containing hydrogel used in MG adsorption are summarized in 
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Table 1. Hydrogels used in MG removal 
Hydrogel   (q,mg/g) Conditions* References 
Chitosan-Acrylic acid-
itaconic acid-atapulgite 
granule hydrogels 

2433 30°C, 5 h,  pH=8-11 27 

Gelatin-acrylic acid-
acrylamide-atapulgite 

1370 30°C, 2 h, pH=3-10 28 

hydrogels 
Carrageenan-acrylic 
acid/TiO2–NH2 
hydrogels 

833.33 30°C, 3-6 h, pH=7 29 

Xanthan-
Fe3O4nanoparticles-
acrylic acid-acrylamide 
hydrogels 

497.15 25°C, 24h,  pH=6.5 30 

Co-Cu nanoparticles-
acrylic acid-acrylamide 
hydrogels 

238.09 Room temperature, 2 
h 

31 

Chitin-epichlorohydrin 
hydrogel 

33.58 30°C, 25h,  pH=7 32 

Acrylamide-maleic acid 
hydrogel 

19.45 25°C, 1 h 33 

Poly(vinyl alcohol)-
acrylic acid-acrylamide 
hydrogel 

- pH=9 34 

Gum ghatti-acrylic acid-
acrylamide hydrogel 

- - 35 

Alginate/polyaspartate 
hydrogels 

350 25°C 36 

Imidazole modified 
acrylate-containing 
photocured hydrogels 

714.28 25°C, 220 min 37 

 

When these hydrogels are examined, it is seen that the adsorption of 
MG includes groups such as acid, amine and carbonyl that can hydrogen 
bond with MG (or provide adhesion by electrostatic interactions). In the 
second highest study given in this table, it was found that imidazole 
groups as well as these groups contributed to the adsorption of MY by π-
π stacking [38]. 
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Prisms 

Prismatic lenses are triangular-shaped prisms. The prism has no focusing 
power. As the light is refracted in the prism, it always deviates towards the 
base. The thick part of the prismatic lens forms the base of the prism (BASE), 
and the thin part forms the top of the prism (APEX). In the use of prismatic 
glasses in strabismus, the top of the prism is placed in the same direction 
as the shift in the eye (Özer, 2006). The diopter power of spherical lenses 
(SPH), diopter (D), and axis (AKS) directions of cylindrical (CYL) lenses, 
contact lens diopter, as well as the prism base direction and prism diopter of 
prismatic lenses are determined with the lensometer. 

Prismatic lenses are generally used in cases where the eye muscles 
cannot function to obtain binocular vision. Prismatic lenses are also 
sometimes used in conditions such as Nystagmus, Dyslexia, Autism and 
Down’s Syndrome (Optisyeninsesi, 2022). As shown in Figure 1, strabismus 
can be classified according to its direction as inward strabismus (esotropia), 
outward strabismus (exotropia), upward strabismus (hypertropia) and 
downward strabismus (hypotropia) (Gezer, 2012). 

                  

Figure 1. Normal eye and types of strabismus
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Therapeutical prisms can be classified as classical glass prisms, and 
Fresnel prisms (Şahlı and İdil 2020). 

      

Figure 2.  A prism and rays travelling through the prism

Apex, base, refracting angle, angle of deviation, and refracting power 
are prism terminology as shown in Figure 2. An eye looking through a prism 
sees the image of the object it is looking at as displaced (shifted) towards 
the top of the prism. Prismatic effect is measured by prism diopter. Prism 
dioptre and centrad are the unit of a prism. 1 prism diopter (Equation 1) is 
called prismatic effect that deflects light 1 cm from its original direction at a 
distance of 1 meter (Figure 3).  

Figure 3.  A prism deviating a ray of light

 Deviation produced by a prism               (1)

Ophthalmic lenses are prism systems when viewed in cross-section. To 
avoid an undesired prism effect, it should be ensured that the user looks 
from the optical center. If the eye looks from the optical center of the lens, 
the prismatic effect does not occur (there is no prismatic effect in the optical 
center), the image is perceived in its real (actual) place, the image does not 
change is not displaced (Aksak and Küçüker 2005). 
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Vertical               Horizontal                 Vertical                   Horizontal

                   a)                                                            b)

Figure 4.  a) Plus and b) Minus lenses

Convex lenses are base-to-base prism systems (Figure 4a). For this 
reason, rays coming parallel to the convex lens from infinity (optical 
axis) converge at a focal point after passing through the lens. They show 
convergent properties, that is, they collect light. Due to their production as 
an apex-to-apex prism system, in concave lenses (Figure 4b), incident rays 
coming from infinity parallel to the optical axis diverge from each other as 
they refract. Hence, concave lenses show divergent characteristic. 

Prism Base Direction

Base is the reference point or prism. The direction of the prism’s base 
should be shown in the prescription. If the base direction is outward, it is 
called base out (BO), if the direction is inward, it is called base in (BI), 
if the direction is upward, it is called base up (BU) and if the direction is 
downward, it is called base down (BD).  Accordingly, prism directions are 
shown in the prescription as “BASE IN”, “BASE OUT”, “BASE UP” and 
“BASE DOWN”. Prism directions can also be provided in cross directions. 
For the use of prismatic lenses in cross directions, a 360° chart is used (Figure 
5). For prisms with vertical directions, the direction of the “BASE UP” prism 
is represented with 90° in the chart for both eyes. Likewise, the direction of 
the “BASE DOWN” prism is represented with 270° in the chart for both 
eyes. For horizontal prisms, the direction of “BASE IN” prism is represented 
with 0° and that of the “BASE OUT” prism is represented with 180° for the 
right eye, whereas they are respectively represented with 180° and 0° for 
the left eye (Figure 5). Prism notation is used to give information about the 
magnitude or amount of the prism as well as the direction of its base. The 
base of the prism is indicated by the Greek Delta symbol ∆. The direction of 
the prism base is provided in degrees or through a combination of DOWNs, 
UPs, INs and OUTs. Base directions were given in Figure 6.
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Figure 5. 3600 chart

BASE DOWN           BASE UP              BASE IN             BASE OUT

Figure 6. Base directions

Figure 7.a shows the illustration of a patient (6 ∆D base out or 6 ∆D base 
1800) with 6 ∆D inward shift on right eye. Figure 7.b shows the illustration 
of a patient (6 ∆D base in or 6 ∆D base 00) with 6 ∆D outward shift on right 
eye. Figure 7.c shows the illustration of a patient (6 ∆D base out or 6 ∆D base 
00) with 6 ∆D inward shift on left eye. Figure 7.d shows the illustration of a 
patient (6 ∆D base in or 6 ∆D base 1800) with 6 ∆D outward shift on left eye. 
Figure 7.e shows the illustration of a patient (6 ∆D base down or 6 ∆D base 
2700) with 6 ∆D upward shift on right eye. Figure 7.f shows the illustration 
of a patient (6 ∆D base up or 6 ∆D base 900) with 6 ∆D downward shift on 
right eye. Figure 7.g shows the illustration of a patient (6 ∆D base down 
or 6 ∆D base 2700) with 6 ∆D upward shift on left eye. Figure 7.h shows 
the illustration of a patient (6 ∆D base up or 6 ∆D base 900) with 6 ∆D 
downward shift on left eye.

a) 6 ∆D base out or 6 ∆D base 1800

b) 6 ∆D base in or 6 ∆D base 00
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c) 6 ∆D base out or 6 ∆D base 00

d) 6 ∆D base in or 6 ∆D base 1800

e) 6 ∆D base down or 6 ∆D base 
2700

f) 6 ∆D base up or 6 ∆D base 900

g) 6 ∆D base down or 6 ∆D base 
2700

h) 6 ∆D base up or 6 ∆D base 900

Figure 7. Prism orientations

As the prism power moves away from the optical center, the dioptric 
power of the lens increases in direct proportion to the distance from the 
center. This relationship is known as Prentice’s law (Equation 2). The prism 
power in diopters of the prism at any point on the lens surface is equal to 
the power of the lens in diopters multiplied by its distance from the optical 
center in cm (Ünlüçerçi, 2016). 

∆ (Prism diopter)= h (cm). D (diopter)                                              (2)

∆ Prism is prism diopter (prismatic effect), D is the diopter power of the 
lens, h is the distance of the point, prismatic effect of which is in question, to 
the optical center (cm).
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In cases where a single eye contains both horizontal and vertical 
prisms, vertical and horizontal notations accompanied with the magnitude 
of prismatic diopter can be used to evaluate the compound prism’s base 
direction for the respective eye. The prism arising from such vertical and 
horizontal prism at the same time is referred to as the “Resultant prism” 
(Figure 8). Other notations involve the use of an angle notation to directly 
indicate the prism’s base direction. 

The resultant prism arising from vertical and horizontal prisms can be 
calculated by using the below Equation 3: 

						          (3)

where H denotes the horizontal prism, and V denotes the vertical prism, 
and R denotes the resultant prism. The prism’s base direction can be found 
using the below Equation 4: 

  						             (4)

In this case, the prism’s base direction is either θ or 180 — θ (Brooks, 
1992).

  
Figure 8.  Resultant prism notation with prism amount and base 

direction

      
Figure 9. Focimeter measurement of prismatic eyeglasses. 

During the use of focimeters to measure prism, the rings system within 
the optical device is used to measure the prismatic diopter of prismatic lenses. 
Each ring represents the magnitude of one prism diopter, and the scale is used to 
determine the direction of the prism base (Figure 9) (Aksak and Küçüker 2005).

Canceling (Subtraction) and Compounding (Addition) Prismatic 
Effect 

In binocular vision the total prism effect arising from both eyes may be 
cancelled (subtraction) or compound (addition) depending on the direction 
of the prism prescribed by the doctor for each eye. As shown in Figure 10, 
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the canceling effect is observed in BI+BO, BU+BU and BD+BD situations, 
whereas the prismatic effect is compound or added in BI+BI, BO+BO and 
BU+BD situations. 

Figure 10. Combinations of BU, BD, BI and BO situations for differ-
ent eyes that result in cancelling and compounding prismatic effect.
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Splitting Prism

Splitting prism refers to the process of balancing or distributing a prism 
that is prescribed by the doctor between both eyes to avoid an imbalance 
in terms of lens thickness and weight between the two lenses. The process 
can be carried out by a professional dispenser as long as the doctor is 
consulted. By this process, in addition to avoiding weight and thickness 
imbalance between two lenses, chromatic aberration can be also reduced. 
When splitting prescribed prism between the two eyes, the prism is generally 
evenly distributed in accordance with the compounding and cancelling 
prismatic effect rules which were mentioned previously (Bhootra, 2009). As 
illustrated in Figure 11, placing a 6∆ BD prism on the right eye results in 
the same effect with placing a 3∆ BU prism on the left eye and a 3∆ BD 
prism on the right eye since the compound effect of these prisms is 6∆ BD 
according to the compounding prismatic effect rule. This way the weight 
and thickness of a 6∆ prismatic lens can be evenly distributed between both 
lenses (McCleary, 2018).

   

		         (a)                                             (b)

Figure 11. a) Right eye with 6∆ BD prism, b) Right eye with 3∆ BD 
and left eye with 3∆ BU prism

Conclusion

The basics and terminology of prism in the fields of ophthalmology 
and opticianry were explained on examples in this study. The measurement 
of prism diopter and base directions were shown on focimeter. Also, the 
types of prism notations were briefly explained. The subjects of splitting 
prisms, addition and subtraction of prisms; the types of strabismus and its 
compensation by use of prisms were also explained. This work has been 
introduced with a view to contribute to the works on prismatic eyeglasses 
and provide the readers with brief and concise information on this subject. 
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In studies in the field of statistics and econometrics, it is very 
important to determine the “causality” relationships between the dependent 
and explanatory variables to be included in the statistical or econometric 
model. Thus, in determining the model that best fits the data structure, to 
reveal how the variables behave with each other; it is extremely important 
to determine the relationships between these variables and to obtain valid 
statistical inferences from the constructed model. 

Although the “correlation coefficient”, which is frequently used in 
the determination of the statistical relationships between the variables, is 
very useful to see the movements of the variables in terms of direction and 
behavior, but not sufficient. Kendall (1961) stated that it would not be 
correct to evaluate the “correlation” as a cause-effect relationship between 
the variables. No matter how strong a statistical relationship is, the concept 
of "causality" should also be examined (Gujarati, 1999). On the other hand, 
while “causality analysis” tests can give a cause-effect relationship 
between the variables; they cannot give information about the severity of 
the relationship.  

 “Granger causality test” proposed by Granger (1969) is frequently 
used in the causality studies in econometric models. Then Toda and 
Yamamoto (1995) suggested causality analysis when the constraint 
brought by the stationarity condition in the Granger test was removed and 
based on the “Vector Autoregression (VAR) model”. 

The main purpose of this book chapter is to construct the theory of 
the “Granger causality test” used in the causality analysis in detail and to 
show its important usage in econometric data analysis emprically. For this 
purpose, an extended literature review was conducted on the “Granger 
causality test” and the “causality analysis” in econometric data analysis, 
and then the main findings in the literature are given as follows; 

 Ahmad and Kwan (1991) used the “Granger causality test” to 
investigate the relationship between exports and national income with a 
consistent data set for 47 developing countries in the African continent. 

 Ahmad and Harnhirun (1996) examined the causality relationship 
between exports and economic growth for the five member countries of the 
Association of Southeast Asian Nations (ASEAN), Indonesia, Malaysia, 
Philippines, Singapore and Thailand, using the “Granger causality test”. 
They found that the expansion in exports for these countries did not cause 
economic growth. 

 Ahmad (2001) made an evaluation of important econometric 
studies in the literature that estimated the causality relationship between 
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exports and economic growth and found that there is no causal relationship 
between exports and economic growth in both developed and developing 
countries.  

 Soytas and Sari (2003) examined the causality relationship 
between energy consumption and gross domestic product (GDP) for G-7 
countries. They found bi-directional causality relationship among these 
variables for Argentina, from GDP to energy consumption for Italy and 
Korea, and from energy consumption to GDP for Turkey, France, Germany 
and Japan. 

 Narayan and Smyth (2005) examined the relationship between 
electricity consumption, employment and real income in Australia within 
the framework of cointegration and causality analyses. They concluded 
that electricity consumption, employment and real income are combined 
and that long-term employment and real income are the cause of electricity 
consumption by “Granger's causality test”. In the short run, they showed 
that there is a weak unidirectional “Granger causality relationship” from 
income to electricity consumption and from income to employment. 

 Shirazi and Manap (2005) investigated the causal and dynamic 
relationships between exports, imports and GDP for countries in South 
Asia, India, Pakistan, Bangladesh, Nepal and Sri Lanka. To check for 
causality aspects between these variables, they used the “Granger causality 
test” based on the method of Toda and Yamamoto (1995). They showed 
that there was long-run equilibrium between the three variables for all the 
countries studied, except Sri Lanka. 

 Narayan and Prasad (2008) examined the causality relationship 
between electricity consumption and real GDP for 30 OECD countries. 
They found an inverse causality relationship between GDP and electricity 
consumption in Australia, Iceland, Italy, Slovak Republic, Czech Republic, 
Korea, Portugal and England. In short, they found that electricity 
consumption protection policies will negatively affect the GDP in these 
countries. 

 Payne (2010) examined the literature on the causality relationship 
between energy consumption and economic growth. It is observed that 
there is no clear consensus between energy consumption and economic 
growth for a particular country or group of countries. 

Yonar and İyit (2018) investigated in modeling causality 
relationships between various economic indicators and electricity 
consumption of the countries belonging to different income levels. 
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 After giving an extended overview to the literature about causality 
analysis by “Granger causality test”, some basic concepts used in the 
causality analysis are defined as follows; 

 

 Stationarity 

 The concept of “stationarity”, which expresses a statistical 
equilibrium, refers to a stochastic process in which the mean and variance 
of the series do not change over the period of time studied, and the common 
variance between the two periods examined depends only on the distance 
between these two periods. (Işığıçok, 1994; Gujarati, 1999). 

 If the series tY  corresponding to a stochastic process having these 
properties; 

  i. Mean : [ ]t YE Y              (1) 

  ii. Variance : 2[ ]t YVar Y             (2) 

  iii. Covariance : [ , ] 0t t k kCov Y Y k            (3) 

then the form of “stationarity structure” is called “weak stationarity”. Here 

Y , 2
Y  and k  are fixed for t  and also k  is the covariance between  

tY  and t kY   values with k  period difference (Farnum ve Stanton, 1989; 
Gujarati, 1999; Sevüktekin and Nargeleçekenler, 2007). 

 In addition to the weak stationarity properties of the tY  series, if 
the distribution of the series does not change over time, there will be 
"strong stationarity" (Akgül, 2003; Sevüktekin and Nargeleçekenler, 
2007). 

There are a number of methods developed for the determination of 
“stationarity”. These are; graphical analysis, autocorrelation analysis 
(correlogram) and unit root tests. Quite commonly used unit root tests for 
the determination of stationarity are Dickey and Fuller (1979) test, 
Augmented Dickey-Fuller (ADF) test, Phillips and Perron (1988) unit root 
test, and etc. (Sevüktekin and Nargeleçekenler, 2007; Çil, 2015).  

 
After the determination of the stationarity situation, non-stationary 

series can be made stationary by using different transformation techniques 
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such as taking the difference, taking the logarithm, and recovering from 
the trend effect (Işığıçok, 1994). 

 
 

 Dickey-Fuller Test and Augmented Dickey-Fuller Test  
 
The Dickey-Fuller (DF) unit root test, developed by Dickey and 
Fuller (1979), is a widely used unit root test in time series 
stationarity tests. The Dickey-Fuller model is a sequential 
regression model that includes a lagged variable of the series; 
 

  1( 1)t t tY Y u                                                       (4) 

by taking the difference of the autoregressive model  1AR .  Here 
( 1)   , hypotheses can be set up as follows; 

  0

1

0 ( )
0 ( )

 
 

H Thereis aunit root
H Thereis nounit root




                             (5) 

 If the absolute value of the DF statistic is less than the absolute 
value of the Mac Kinnon critical value after the difference, it is decided 
that it is unit root and the series is not stationary (Kutlar, 2005; Tari, 2010).
  

 The unit root test, known as Augmented Dickey Fuller (ADF) test 
in the literature, is a thp degree autoregressive model of AR(1) and is based 
on autocorrelation between error terms. The ADF test is extended by 
including one or more lagged values of the primary differences of the 
dependent variable enough to prevent the error terms from being 
sequentially dependent. Here, the information criteria for the selection of 
the appropriate p  delay value are used. The model equation for the ADF 
test is given as follows; 

  0 1 1
1

m

t t i t i t
i

Y t Y Y     


                  (6) 

The hypotheses and evaluation criteria of the ADF test can be made in the 
same way as in DF test (Tari, 2010). 

 

 Vector Autoregression (VAR) Model 
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 The VAR model developed by Sims (1980) gives the opportunity 
to evaluate all the variables in a system integrity. In the VAR model, the 
lagged value of each variable and the lagged values of the other variables 
are located to the right of a multi-equation system (Gujarati, 1999; Kutlar, 
2005; Tari, 2010; Yerdelen and Tatoğlu, 2017). The VAR model having 
two variables and p  lag can be given as follows; 

10 11 12 1
1 1

p p

t i t i i t i t
i i

Y Y X u   
 

                                                  (7) 

20 21 22 2
1 1

p p

t i t i i t i t
i i

X Y X u   
 

                                               (8) 

Here, 0i  is the fixed term; ij k  is the parameter belonging to the thk  lag 

of thj  variable in the  thi  equation (Gujarati, 1999). 

 The determination of the optimal lag length is made using the log-
likelihood ratio or using information criteria. In the literature, many criteria 
are used to determine the lag length, especially Akaike (AIC) and Schwarz 
(SIC) information criteria are the most preferred ones (Bhatti ve Al-
Shanfari, 2017). 

 

 Cointegration 
 

 The misspecification problem in regression occurs in modeling 
long-term relationships in non-stationary time series. Differentiation 
operations performed to ensure stability eliminate the fluctuations in the 
series, causing the permanent shocks to which the data was exposed in the 
past to disappear and the long-term equilibrium relationship hidden in the 
data cannot be determined correctly (Tari, 2010). 

 The cointegration analysis developed by Engle-Granger (1987) is 
a powerful approach that can test the relationship between two time series 
without requiring the stationarity condition. Cointegration means that even 
if each of the series of economic variables is not stationary separately, the 
linear combination of these series can be stationary. In other words, if two 
non-stationary series are integrated (stationary at the same order) after 
taking the difference separately, the stationarity of the error term of these 
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series indicates that the series are cointegrated and there is a long-term 
equilibrium relationship between them (Engle and Granger, 1987; 
Gujarati, 1999; Kutlar, 2005). On the other hand, in the stationary series, 
these series are cointegrated, since the equilibrium relationship is provided 
in the long run. 

 Granger and Toda-Yamamoto Causality Tests 
 

Granger (1969) and Toda-Yamamoto (1995) causality tests are the 
most used tests in causality analysis in the literature. The superiority of the 
Toda-Yamamoto causality test over the Granger causality test is that while 
the Granger causality test can only be performed for stationary variables, 
the Toda-Yamamoto causality test does not require a stationary condition. 

 Granger Causality Test 
 

The first definition of the concept of causality in statistics and 
economics literature was given by the famous mathematician Wiener 
(1956), but it is known as the Granger causality test in the literature, since 
Granger (1969) provided the greatest methodological contribution to the 
concept of causality (Gujarati, 1999). 

Granger causality test is a method used to reveal a cause-effect 
relationship between two stationary series and to determine the direction 
of this causality relationship. Since economic variables are generally not 
stationary, before starting the causality analysis, the variables should be 
adjusted for trend and seasonal effects and should be stabilized (Işığıçok, 
1994). 

X  and Y  are two stationary variables, using the lagged values of 
these two variables, the equations for the Granger causality test are given 
as follows; 

1
1 1

m m

t i t i i t i t
i i

Y Y X u  
 

                                                                   (9)          

2
1 1

m m

t i t i i t i t
i i

X X Y u  
 

                                                              (10)                      
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Here, , ,i i i iand      are coefficients of the lagged variables, 

m  is the lag length for all variables, 1tu  and 2tu  are the uncorrelated 
random errors (Granger, 1969; Gujarati, 1999). 

In the evaluation of the Granger causality test for two variables, 
the stationarity of the series is checked before starting the test. If the series 
are not stationary, the stationarity of the error term is investigated by 
testing the cointegration relationships using the Engle and Granger (1987) 
cointegration test (Tari, 2010). 

Let tX  and tY  be two stationary series. Hypotheses used for 

causality testing from tX  to tY  from these series can be set up as follows. 

  0

1

: 0 ; 1,2,...
: 0 ; 1,2,...

  
  

i

i

H i m for i
H i m for i




                   (11) 

 In the hypothesis test given by Eq. (11), if the tested null 
hypothesis cannot be rejected, at least one 0i   means that the 

1,...,t t mY Y   lagged variables do not have a place in the relationship and 

therefore there is no causality relationship from tX  to tY  . In the 
hypothesis test given by Eq. (11), the rejection of the tested null hypothesis 
indicates that there is a causality relationship from tX  to tY . The test 
statistics used in the testing of the hypotheses given by Eq. (11) is as 
follows; 

  ( ) /
/ ( )

R UR

UR

RSS RSS mF
RSS n k





                      (12) 

Here, m is the number of lagged variables not included in the model, n is 
the sample size, k is the number of parameters estimated in the 

unconstrained model, RRSS  is the sum of the squares of the error terms of 
the constrained model, URRSS  is the sum of the squares of the error terms 
of the unconstrained model (Gujarati, 1999). 

 F-test statistic value calculated from Eq.(12) is compared with the 
F-table value determined by the degrees of freedom as m  and  n k  
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according to the   significance level. If test statistic tablevalueF F  then the null 

huypothesis 0H  can be rejected and concluded that there is a causality 

relationship from tX  to tY . If test statistic tablevalueF F  then the null 

huypothesis 0H  cannot be rejected and concluded that there is no causality 

relationship from tX  to tY .  

 Thus, after having knowledge for the causality relationship from 

tX  to tY , the causality relationship from tY  to tX  is tested. At this stage, 

the hypotheses built on the id  coefficient given by Eq. (10) are as follows 
(Tari, 2010); 

  0

1

: 0; 1,2,...
: 0; 1,2,...

  
  

i

i

H i m for i
H i m for i




                           (13) 

 After estimating the i  and id  parameters of the hypotheses given 
by Eq. (1) and Eq. (13) using the Least Squares (LS) method, the possible 
results are given as follows (Işığıçok, 1994; Tari, 2010); 

i. If ib  is statistically significant then it can be said that the tX  
series is the (Granger) cause of the tY  series. In this case, there is a 

one-way causality relationship from tX  to tY   t tX Y . 

ii. If i  is statistically significant then it can be said that tY  series is 
the (Granger) cause of the tX  series. In this case, there is a one-

way causality relationship from tY  to tX   t tY X . 

iii. If i  and i  are both statistically significant, there is a bi-

directional causality relationship  t tX Y . 

iv. If i  and i  are both statistically insignificant, it means that the 
two series are not the cause of each other and these two series are 
said to be independent of each other. 

 Granger (1969) causality test is widely used in the literature, but it 
also receives some criticism. These can be given as follows (Işığıçok, 
1994);  
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i. It can be listed as the fact that the causality direction is affected 
as a result of the test being overly sensitive to the lag length,  

ii. The test can only be applied to stationary series, 
and 

iii. The real relationship cannot be revealed as a result of long-term 
loss of information in the series to which the stationarization 
process is applied. 
 

 Toda-Yamamoto Generalized Causality Test   
            

In the method developed by Toda and Yamamoto (1995), the 
restriction imposed by the “stationarity” condition in the Granger test is 
removed and the causality analysis based on the “VAR system” can be 
examined. 

The biggest advantage of this method; It can be used in non-stationary 
situations or in situations where stationarity can be achieved at different 
levels. In this test, only the cases of integration of the series are taken into 
account, without stationarization, loss of information and without the need 
for co-integration analysis (Toda and Yamamoto, 1995). 

The Toda-Yamamoto generalized causality test consists of two stages. 
In the first stage, the appropriate lag length  k  is determined for the VAR 
model. In the second stage, the maximum lag length of the model is 
obtained by adding the lag length determined for the model as much as the 
integration degree of the series with the highest integration degree max( )d  
among the series used. In the Toda-Yamamoto test, the significance of the 
model parameters is tested using a Modified Wald (MWALD) test statistic 
with a chi-square  2  distribution (Shan and Tian, 1998; Awokuse and 
Yang, 2003).  

By adding the VAR model delay length max( )d  to the tX  and tY  
series, the equations for the Toda-Yamamoto generalized causality test are 
given as follows; 

  
max max

10 1 1 1
1 1

k d k d

t i t i i t i t
i i

Y Y X u  
 

 
 

                       (14) 

  
max max

20 2 2 2
1 1

k d k d

t i t i i t i t
i i

X X Y u  
 

 
 

                     (15)                        
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where k  is the optimal lag length in the predicted VAR model, maxd  is the 
maximum integration degree of the model and the VAR model to be 
established is obtained with adding the lag-length  maxk d . The 
hypotheses established for the Toda-Yamamoto generalized causality 
analysis of the VAR model in Eq. (14) are given as follows; 

  0 1

1 1

: 0; 1,2,...,
: 0; 1,2,...,

   
   

i max

i max

H i k d for i
H i k d for i




              (16) 

 If the null hypothesis  0H  in Eq.(16) is rejected, then it can be 

concluded that “The tX  series is the Toda-Yamamoto cause of the tY  
series”.  

The hypotheses established for the Toda-Yamamoto generalized causality 
analysis of the VAR model in Eq. (15) are given as follows; 

  0 2

1 2

: 0; 1,2,...,
: 0; 1,2,...,

i max

i max

H i için i k d
H i için i k d

J
J

" = = +
$ ¹ = +

              (17) 

 If the null hypothesis  0H  in Eq.(17) is rejected, then it can be 

concluded that “The tY  series is the Toda-Yamamoto cause of the tX  
series” (Toda and Yamamoto, 1995). 

 Investigating Granger Causality Relationship Between Energy 
Use and Gross Domestic Product by Granger Causality Test 
 

 In the application part of this book chapter, it will be examined 
whether one time series can be used to predict another with the Granger 
Causality test. The data set consists of Turkey's Gross Domestic Product 
(GDP (current US$) ) and primary energy use (kg of oil equivalent per 
capita) values between 1960 and 2015 taken from World Development 
Indicators taking place in WorldBank (2018). All statistical analyzes 
including “Granger causality test” and checking “stationarity” condition 
are done using R programme “lmtest” (Zeileis and Hothorn, 2002) and 
“tseries” libraries. The dataset used in this study carried out by taking the 
logarithm of the series. Before checking stationarity condition using 
“Augmented Dickey-Fuller test (Banerjee et al. (1993), Said and Dickey 
(1984)), the graphs of the variables behaviour in the data set are given in 
Figure1 and Figure 2. 
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Figure 1. Time series graph of GDP values for Turkey between 1960 and 
2015 

Figure 2. Time series graphs of primary energy use values for Turkey 
between 1960 and 2015 

 Before investigating the causality relationship between Turkey's 
GDP (current US$) ) and primary energy use (kg of oil equivalent per 
capita) by Granger causality test, stationarity analyzes using “Augmented 
Dickey-Fuller test” are carried out for these two series, and the results are 
given in Table 1. 
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Table 1. Augmented Dickey-Fuller test results for Turkey’s GDP and 
primary energy usage values 

  

 According to Augmented Dickey–Fuller Test results given in 
Table 1, both series of Turkey's GDP and primary energy use are not 
stationary (p>0.05). Differentiation is performed to ensure stationarity, and 
first-order differentiation is performed for both time series of the variables. 
Augmented Dickey–Fuller Test results of these series are given in Table 2. 

 

Table 2. Augmented Dickey-Fuller test results of the series for Turkey's 
GDP and primary energy use with first-order differentiation 

 

 It is determined that by the first-order differentiation for Turkey’s 
GDP and primary energy use series, the stability condition is provided 
according to the Augmented Dickey-Fuller test results after the acquisition 
process (p<0.05). 
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 Using the first-order differentiated series of Turkey’s GDP and 
primary energy use, it is determined whether Turkey’s primary energy use 
is the Granger cause of Turkey’s GDP or not, and then whether Turkey’s 
GDP is the Granger cause of Turkey’s primary energy use are examined. 
The results for both of these Granger causality relationships between these 
variables investigation are given in Table 3. 

 

Table 3. Granger causality test results for Turkey’s GDP and primary 
energy use variables 

 

 It is examined whether Turkey’s primary energy use is the Granger 
cause of Turkey’s GDP. When the test statistic is examined, the F-test 
statistic value is 3.042 and p-value is p=0.03844<0.05; Then the null 
hypothesis  Ho that the Turkey’s primary energy use is not the Granger 
cause of Turkey’s GDP seems to be rejected. And then it is concluded that 
the Turkey’s primary energy use is not the Granger cause of Turkey’s GDP 
ccording to the Granger causality test. 

 In the examination of whether Turkey’s GDP is the Granger cause 
of Turkey’s primary energy use, the F-test statistic is 0.9796 and p-value 
is p=0.4108>0.05; then it is concluded that the Turkey’s GDP is not the 
Granger cause of Turkey’s primary energy use according to the Granger 
causality test. 
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