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Miisliim GUR, Tevfik ATAMAN

1. GIRIS

Tarimsal {iiretim, kiiresel gida giivenliginin saglanmasi ve ekonomik istikrarin siirdiiriilmesi
acisindan kritik bir 6neme sahiptir. Bu baglamda elma, besin degeri ve ticari hacmiyle diinya
genelinde en c¢ok yetistirilen meyvelerden biridir(Bansal et al., 2021; Doutoum & Tugrul,
2025). Ancak elma iiretimi, verim ve kaliteyi dogrudan tehdit eden ¢esitli biyotik stres faktorleri
ile kars1 karsiyadir. Birlesmis Milletler Gida ve Tarim Orgiitii (FAO) verilerine gore, bitki
hastaliklar1 ve zararlilar1 kiiresel mahsul iiretiminde %40'a varan kayiplara neden
olmaktadir(Baranwal et al., 2019; Organization, 2024). Ozellikle elma bahgelerinde yaygin
olarak goriilen Kara Leke (Venturia inaequalis), Sedir Elma Pasi1 (cedar apple rust) ve Alternaria
gibi mantar kaynakli hastaliklar, erken teshis edilmediklerinde epidemiye doniiserek iireticiler
icin ciddi ekonomik kayiplara yol acabilmektedir(Bansal et al., 2021). Geleneksel tarim
uygulamalarinda hastalik yonetimi, biiyiikk Ol¢lide uzmanlarin bahgeleri gorsel olarak
incelemesine ve semptomlart manuel olarak teshis etmesine dayanmaktadir. Ancak bu
yaklasim; yogun bir ¢aba gerektirmesi, zaman almasi ve uzmanlarin 6znel degerlendirmelerine
acik olmasi nedeniyle hata orani oldukca yiiksektir(Dutot et al., 2013; Jiang et al., 2019).
Ayrica, gorsel incelemeye dayali gecikmis teshisler, ¢iftcilerin asir1 veya yanlis kimyasal ilag
kullanmasina neden olarak hem {retim maliyetlerini artirmakta hem de c¢evresel
stirdiiriilebilirligi tehdit etmektedir (Sangeetha et al., 2022).

Bu zorluklarin tistesinden gelmek amaciyla, son yillarda bilgisayarl gorii ve makine 6grenimi
(ML) teknikleri bitki hastaliklarinin tespitinde dnemli bir arag¢ haline gelmistir(Arivazhagan et
al., 2013; Chuanlei et al., 2017). Erken donem caligmalarinda, hastalik tespiti i¢in goriintii
isleme teknikleri (K-means kiimeleme vb.) ve Destek Vektor Makineleri (SVM) gibi geleneksel
makine Ogrenimi algoritmalar1 kullamlmistir(Al Bashish et al., 2011). Ornegin, elma
hastaliklarinin - siniflandirilmasinda K-means kiimeleme tabanli segmentasyon ve SVM
kullanimi ile basarili sonuglar elde edilmistir(Dubey & Jalal, 2012). Benzer sekilde, genetik
algoritmalar ve korelasyon tabanli 6zellik secimi kullanilarak elma yaprak hastaliklarinin
%90"1n iizerinde bir dogrulukla tespit edilebildigi calismalar literatiirde yer almaktadir(Chuanlei
et al., 2017). Ancak bu yontemler, el ile 0znitelik ¢ikarimi gerektirmeleri ve karmasik arka
planlara sahip goriintiilerde performans diislisii yasamalar1 nedeniyle sinirlt kalmistir. Derin
ogrenme (DL) teknolojilerindeki ve ozellikle Evrisimli Sinir Aglarindaki (CNN) gelismeler,
bitki hastaliklarinin otomatik tespiti ve siniflandirilmasinda bir paradigma degisimine neden
olmustur. CNN mimarileri, ham goriintiillerden karmasik Ozellikleri otomatik olarak
ogrenebilme yetenekleri sayesinde geleneksel yontemlere kiyasla daha {istlin bir performans
sergilemektedir(Chuanlei et al., 2017; Howard, 2013). Elma yaprag: hastaliklar1 6zelinde
yapilan ¢aligmalarda,AlexNet, GoogleNet, VGG16 ve ResNet gibi mimariler yaygin olarak
kullanilmis ve %90'n {izerinde dogruluk oranlarina ulasilmistir (Bansal et al., 2021; He et al.,
2016; Jiang et al., 2019; Krizhevsky et al., 2012; Liu et al., 2017; Nachtigall et al., 2016;
Szegedy et al., 2015). Ozellikle ResNet mimarisi, derin aglarin egitimini kolaylastirmas1 ve
kaybolan gradyan problemini asmasi nedeniyle en basarili modellerden biri olarak One
cikmaktadir(Thakur et al., 2023). Bununla birlikte, CNN mimarileri goriintiideki yerel
ozellikleri (kenar, doku vb.) ¢cikarmada son derece basarili olsa da, goriintiiniin tamamindaki
uzun menzilli bagimliliklar1 ve global baglami yakalamada sinirlt kalabilmektedir. Bu sinirliligi
asmak icin literatiirde son yillarda Vision Transformer (ViT) tabanli yaklasimlara ve hibrit
modellere dogru bir yonelim baslamistir. Si ve arkadaslari, CNN ve Swin Transformer
yapilarini entegre eden ¢ift kollu bir model dnererek, elma yaprag:i hastaliklarinda hem yerel
hem de global 6zelliklerin yakalanmasiyla %97.32 dogruluk oranina ulagmistir(Si et al., 2024).
Benzer sekilde Li ve Tanone, patates yapragi hastaliklarinda Swin Transformer kullanarak
%97.70 dogruluk elde etmis ve bu mimarinin tarimsal goriintii analizindeki potansiyelini ortaya
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koymustur(Li & Tanone, 2023). Ayrica, dikkat mekanizmalarmin ResNet gibi CNN
modellerine entegre edilmesiyle, modelin hastaligin bulundugu kritik bolgelere odaklanma
yeteneginin artirddigr ve %96.69 gibi yiiksek basarimlar elde edildigi literatiirde
mevcuttur(SUN et al., 2024).Tiim bu gelismelere ragmen, elma yapragi hastaliklarinin tespiti
hala cesitli zorluklar barindirmaktadir. Hastalik lekelerinin boyutlarinin degiskenligi, 6zellikle
erken evrelerdeki kiigiik lekelerin tespiti, karmasik arka planlar ve degisen 151k kosullari
modellerin genelleme yetenegini zorlamaktadir(Bochkovskiy et al., 2020; Khan et al., 2022).
Ayrica, benzer gorsel ozelliklere sahip hastaliklarin (6rnegin Alternaria ve Gri Leke) birbirine
karistirilmasi, siniflandirma modelleri i¢in 6nemli bir problem teskil etmektedir(Liu & Li,
2024).

Bu ¢alismada, CNN tabanli yerlesik mimariler (ResNet-50, EfficientNet-B0O, ConvNeXt) ile
yeni nesil Vision Transformer (ViT) tabanli yaklagimlar (Swin-T, MaxViT) karsilastirilmis;
dogruluk, sinif bazli performans metrikleri ve hesaplama maliyeti a¢isindan kullanilan veri seti
lizerinde elma yapragr hastaliklarinin tespitinde en etkili derin Ogrenme stratejileri
belirlenmistir. Modeller yalnizca tek seferlik degerlendirmeye tabi tutulmamis, ayn1 zamanda
capraz dogrulama yontemi kullanilarak sonuglarin giivenilirligi ve genellenebilirligi de analiz
edilmistir.

2. MATERYAL VE METOT
2.1. Veri Seti

Bu caligmada, elma agaclarinda yaygin olarak goriilen hastaliklarin tespiti i¢in toplam 1730
adet elma yapragi goriintiisii kullanilmistir. Bu veri kiimesi, Washington Eyaleti Seattle'da
diizenlenen Bilgisayar Gérme ve Oriintii Tanima (CVPR) 2020°deki Ince Taneli Gorsel
Smiflandirma (FGVC) atdlyesi i¢in diizenlenen Kaggle Bitki Patolojisi Yarismasi'ndan elde
edilmistir(4pple Leaf Disease Dataset [Online]. Available:
https://www.kaggle.com/datasets/nirmalsankalana/apple-leaf-disease-dataset, 2023; Thapa et
al.; Thapa et al., 2020). Bu veri kiimesinde 3 sinif bulunmaktadir.

2.1.1.Saghkh (Healthy): Sekil 1'de saglikli yapraklarin tamamen lekesiz ve herhangi bir
hastalik belirtisi gostermeyen yesil renkli oldugu goriilmektedir. Veri setimiz yaklasik %29,82
oraninda saglikli yaprak icermektedir.

P

Sekil 1.Saglikli yaprak.

2.1.2. Paslanms (Rust): Sekil 2°de Gymnosporangium juniperi-virginianae mantarinin neden
oldugu, yaprak iizerinde sari/turuncu lekelerle karakterize edilen hastaliktir. Veri setimiz
yaklasik olarak %35,95 oraninda paslanmis yapraktan olugsmaktadir.
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Sekil 2.Pasli yaprak.

2.1.3.Kara Leke (Scab): Sekil 3’te Venturia inaequalis mantarinin neden oldugu, kahverengi
veya zeytin yesili lekelerle kendini gosteren hastaliktir. Veri setinin yaklasik olarak %34,21’ini
olusturmaktadir.

Sekil 3.Kara lekeli yaprak.

2.2. Kullanilan Derin Ogrenme Mimarileri
2.2.1. Evrisimli Sinir Aglar1 (CNN)

Bu ¢alismada kullanilan derin 6grenme modellerinin (ResNet50, EfficientNetBO vb.) temelini
Evrisimli Sinir Aglar1 (CNN) olusturmaktadir. CNN'ler, grid benzeri topolojiye sahip verileri
islemek icin 6zellesmis, biyolojik gorsel korteksten esinlenen ¢ok katmanli yapay sinir aglaridir
(LeCun et al., 2015). Sekil 4’te gosterilen CNN mimarisi temel olarak iki ana bloktan olusur:
Birincisi goriintiiden hiyerarsik Ozniteliklerin 6grenildigi 6zellik ¢ikarimi blogu ve ikincisi
ozelliklere dayanarak tahminin yapildig: siniflandirma blogudur (Goodfellow et al., 2016).

Girig Evrigim Havuzlama Tam Baglantili Cikis

Oznitelik Cikarimi Siniflandirma

Sekil 4.Evrisimli Sinir Aglart mimarisi.

10
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Evrisim Katmam (Convolutional Layer): Agin temel yap tasidir. Ogrenilebilir filtreler giris
goriintiisii izerinde gezdirilerek kenar, doku ve sekil gibi yerel 6zellik haritalar1 olusturulur. Bu
islem, agirlik paylasimi sayesinde parametre sayisini onemli Olgiide azaltir (Albawi et al.,
2018).

Aktivasyon Fonksiyonu (ReLU): Evrisim isleminden sonra, aga dogrusal olmayan (non-
linear) 6zellikler kazandirmak i¢in genellikle Diizeltilmis Dogrusal Birim (ReLU) fonksiyonu
(f(x) = max(0, x)) uygulanir. Bu, modelin karmagsik Oriintiileri 6grenmesini saglar (Nair &
Hinton, 2010).

Havuzlama Katmam (Pooling Layer): Ozellik haritalarinin boyutunu kiigiilterek hesaplama
yiikiinii azaltir ve modelin konumdan bagimsiz 6zellikler 6grenmesine yardimer olur.

Tam Baglantih Katman (Fully Connected Layer): Ozellik ¢ikarimi asamasindan gelen 2
boyutlu matrisler diizlestirilerek 1 boyutlu vektorlere doniistiiriiliir ve standart bir yapay sinir
agina iletilir. Bu katman, ¢ikarilan 6zellikleri kullanarak nihai siniflandirma olasiliklarini tiretir
(Krizhevsky et al., 2012).

2.2.1.2. Kullanilan CNN Modelleri

ResNet: Derin aglarin egitiminde karsilagilan kaybolan gradyan problemini ¢6zmek amactyla
gelistirilen ResNet, mimarisi literatiire kazandirildi(He et al., 2016). ResNet’in 6ziindeki ana
fikir ag icinde baz1 katmanlarin atlanmasina olanak taniyan artik baglantilarin kullanilmasidir.
Boylece model, girdiyi dogrudan ¢iktiya doniistiirmeyi 6grenmek yerine, ikisi arasindaki farki
yani kalint1 fonksiyonunu 6grenerek daha etkili bir sekilde egitilir.

EfficientNet: Model performansini artirmak i¢in genellikle derinlik, genislik veya ¢oziiniirliik
parametrelerinden sadece biri artirilirken; EfficientNet ailesi bu {i¢ bileseni "bilesik 6lcekleme"
yontemiyle dengeli bir sekilde optimize eder(Tan & Le, 2019).

ConvNeX: Vision Transformer (ViT) modellerinin basarisindan ilham alarak tasarlanan
ConvNeX, standart CNN bloklarini modernize eden bir CNN mimarisidir(Liu et al., 2022). Bu
model; daha biiyiik ¢ekirdek boyutlar1 (7*7 kernel), Katman Normallestirme kullanimi ve
aktivasyon fonksiyonu olarak ReLLU yerine Gauss Hata Dogrusal Birimi (GELU) kullanimi gibi
modern ViT stratejilerini CNN yapisina entegre etmistir. ConvNeX, saf evrigimli yapisin
koruyarak Transformer modellerinin dogruluguna ulagsmay1 hedeflerken, CNN'lerin hesaplama
verimliligini de bilinyesinde barindirmaktadir.

11
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2.2.2. Vision Transformer (ViT) ve Hibrit Modeller:

Yamalai
. . .E>[ DUZlegtil ilmi$ Yamalal n DOg Usal iZdU§ﬁ| |f.]

. . [ Konumsal Gomme ]
v

Cok Bash
Dikkat

{ Transformer Kodlayici ’ E S

Y

Siniflar
Saglikh
Pas Hastaligi
Kara Leke
Hastalgi

Sekil 5.Vision Transformer (ViT) mimarisi(Cutur & Inan, 2025; Dosovitskiy, 2020).

Sekil 5°te verilen Vision Transformer (ViT) mimarisi, konvoliisyonel olmayan ve tamamen
dikkat mekanizmasma dayanan bir mimaridir. Dogal Dil Isleme (NLP) alaninda gelistirilen
Transformer yapisinin goriintii siniflandirma problemlerine uyarlanmasiyla ortaya ¢ikan bu
model, giris goriintiisiinii bir kelime dizisi gibi isler(Dosovitskiy, 2020).

Diizlestirilmis Yamalarin Dogrusal Izdiisiimii (Linear Projection of Flattened Patches)

Standart CNN modellerinin aksine ViT, tiim goriintliyli piksel piksel islemek yerine, goriintiiyii
sabit yamalara boler. HxWxC boyutundaki bir elma yapragi goriintiisii, N adet yamaya
ayristirilir. Her bir yama diizlestirilerek 1 boyutlu bir vektor haline getirilir ve egitilebilir bir
dogrusal katman araciligiyla D boyutlu bir gdmme uzayina yansitilir.

Konumsal Gomme (Positional Embedding)

Transformer mimarisi, dogas1 geregi verinin sirasindan bagimsizdir. Goriintii igerisindeki
yamalarin uzamsal konum bilgisini (hangi yamanin nerede oldugunu) korumak i¢in, yamalarin
gomme vektorlerine 6grenilebilir konumsal kodlamalar eklenir (Vaswani et al., 2017).Ayrica,
siniflandirma isleminin yapilabilmesi i¢in dizinin en basia Ogrenilebilir bir siniflandirma
belirteci dahil edilir (Devlin et al., 2019).

Transformer Kodlayici (Transformer Encoder)

Cok Bash Dikkat (Multi-Head Self-Attention - MSA): Bu mekanizma, modelin goriintiiniin
farkli bolgelerindeki yamalar arasindaki iligkileri ayni anda 6grenmesini saglar. Her bir "bas" ,
goriintliniin farkli bir anlamsal iliskisine odaklanir.

Cok Katmanh Algilayic1 (Multi-Layer Perceptron - MLP): Genellikle iki dogrusal katman
ve bunlar arasinda bir aktivasyon fonksiyonundan (GELU) olusur (Hendrycks, 2016). Egitim
kararliligimi artirmak i¢in, her Cok Bagl Dikkat (MSA) ve Cok Katmanl Algilayict (MLP)
blogundan 6nce Katman Normallestirme (LN) uygulanir ve her blogun ¢ikisina yeni baglantilar
eklenir(Ba et al., 2016).

12
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Simiflandirma Bashg (MLP Head):

Transformer kodlayicidan c¢ikan belirtecinin vektorii, tiim goriintliniin 6zet niteligindeki
temsilidir. Bu vektor, son bir MLP katmanina verilerek elma yapragi hastalik siniflarina (Orn:
Healthy, Scab, Rust) ait olasilik skorlarina doniistiiriiliir.

2.2.2.1. Kullamilan ViT Modelleri

Swin Transformer (Swin_T): Standart ViT modellerinin yiiksek ¢oziiniirliiklii goriintiilerde
yasadig1 hesaplama darbogazini agsmak i¢in gelistirilen Swin Transformer, hiyerarsik bir yap1
sunmaktadir. Bu model, dikkati {ist liste binmeyen pencereler iginde hesaplar ve "kaydirilmis
pencere" mekanizmasi ile pencereler arasi bilgi akisini saglar. Calismada kullanilan Swin-T, bu
ailenin en hafif versiyonu olup, CNN benzeri hiyerarsik yapisi sayesinde hem yerel hem de
global 6zellikleri verimli bir sekilde dgrenerek, parametre sayisi ile basari arasinda ideal bir
denge kurmaktadir (Liu et al., 2021).

MaxViT: Google Research tarafindan gelistirilen MaxViT, 6lgeklenebilir ve verimli bir hibrit
mimaridir. Modelde, "Cok Eksenli Dikkat" adi verilen yeni bir mekanizma kullanilmaktadir.
Bu mekanizma, goriintiiyili yerel pencerelere bolerek isleyen "Blok Dikkat" ve seyrek bir 1zgara
yapisi iizerinde ¢alisan "Izgara Dikkat" bilesenlerinden olusur. MaxViT, bu sayede dogrusal
karmasiklikla hem yerel hem de global etkilesimleri yakalayarak, 6zellikle biiylik veri
setlerinde ve yiiksek ¢oziintirliiklerde iistiin performans sergilemektedir (Tu et al., 2022).

2.3. Performans Degerlendirme Metrikleri

Siiflandirmanin etkilerini belirmek i¢in performans metrikleri 6nemlidir. Bu ¢aligmada, 5 kat
capraz dogrulama da dogruluk,F1 skoru, kesinlik, geri ¢cagirma ve AUC degerleri dikkate
alinmistir. Bu Ol¢iitlerin  performanslarini  gosteren temel gostergeler, dogru pozitifler
(TP),dogru negatif (TN), yanlis pozitif (FP) ve yanlis negatiftir (FN). Burada dogru negatif
(TN) dogru sekilde negatif olarak belirlenen numune, yanlis negatif (FN) ise pozitif bir
numunenin yanliglikla negatif olarak belirlenmesi demektir. Tam tersi olarak da dogru pozitif
(TP) numunenin pozitif olarak dogru belirlenmesi, yanlis pozitifin (FP) ise negatif olan bir
numunenin yanhslikla pozitif oldugu demektir(Inan et al., 2024). Olgiitlere ait matematiksel
ifadeler tablo 1°de verilmistir.

Tablo 1

Simiflandirma Icin Performans Metriklerinin Formiilleri

Performans Metrikleri Formiiller
Dogruluk TP+TN
TP+TN+ FP+ FN
Duyarlilik TP
TP + FP
Geri ¢agirma TP
TP+ FN
F1-skoru 2xTP
2xTP + FP + FN
AUC fTPR (FPR)dFPR

13
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3.ARASTIRMA VE BULGULAR

Bu boéliimde, elma yapragi hastaliklarinin tespiti amaciyla egitilen CNN ve ViT tabanl
modellerin performanslar1 kapsamli bir sekilde analiz edilmistir. Calismanin giivenilirligini
artirmak ve modellerin asir1 6grenme riskini minimize etmek amaciyla 5-katli capraz
dogrulama yontemi uygulanmustir. Tiim modeller, Adam optimizasyon algoritmasi
kullanilarak, 32 'batch size' ve 30 'epoch' boyunca egitilmistir.

3.1. Genel Siniflandirma Performansi ve Model Karsilastirmasi

Modellerin 5 farkli ¢capraz dogruluma tizerindeki genel siiflandirma dogruluklar ve ortalama
basar1 oranlar1 tablo 2’de verilmistir. Elde edilen sonuglar incelendiginde, tiim modellerin
%98'in lizerinde bir basar1 sergiledigi, ancak yeni nesil mimarilerin klasik yapilara kiyasla bir
istiinliik sagladigi goriilmektedir. CNN ve ViT mimarilerin karistmindan olusan MaxViT
modeli, %99.31 ortalama dogruluk orani ile test edilen tiim modeller arasinda en yiiksek
performansi gostermistir. Ozellikle 2. katlamada %100 dogruluga ulasmasi, modelin ayirt edici
Ozelliklere odaklanma yeteneginin istiinliigiinii gostermektedir. Modernize edilmis bir CNN
yapisi olan ConvNeX ve hiyerarsik Vision Transformer yapisindaki Swin-T modelleri, %99.25
ortalama dogruluk ile MaxViT modeline ¢ok yakindir. Bu durum, modern CNN tasarimlarinin
(ConvNeX), Transformer modellerinin basarisini yakalayabilecegini gostermektedir. Klasik bir
CNN mimarisi olan ResNet-50 (%98.96) ve EfficientNet-BO (%98.84), yiiksek basari
gosterseler de ViT tabanli modellerin gerisinde kalmislardir.

Tablo 2

Tiim Modellerin Siniflandirma Dogrulugu ve Egitim Parametreleri

5 Kath Capraz Dogrulamanin Siniflandirma

Egitim Batch Dogrulugu (%)
Modeller Optimizasyon Epochs Size
algoritmalar: Foldl Fold2 Fold3 Fold4 Folgs Ortalama
Dogruluk
ResNet-50 Adam 30 32 98.84 9942 9827 9884 9942  98.96
Efﬁcg’gmet' Adam 30 32 9885 99.71 9740 99.13 9942  98.84
ConvNeXt Adam 30 32 9971 9942 98.60 9928 99.13  99.25
Swin-T Adam 30 32 9971 9971 98.55 98.84 9942  99.25
MaxViT Adam 30 32 9942 100 98.55 9942 99.13  99.31

3.2. Sinif Bazhi Performans Analizi

Genel dogruluk oranlar1 modellerin basaris1 hakkinda fikir verse de, dengesiz veri
dagilimlarinda modelin her bir hastali§i ne kadar iyi ayirt etti§ini anlamak i¢in smif bazli
metrikler (Kesinlik, Duyarlilik, F1-Skoru, AUC) kritik 6neme sahiptir. Smif bazli analizler
tablo 3’te detayli olarak verilmistir.
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Paslanmis (Rust) Sinifi: Modellerin en basarili oldugu sinif "Paslanmig" yapraklar olmustur.
ConvNeX, bu smifta %99.60 F1-Skoru ve %99.86 AUC degerine ulasarak, pas hastaliginin
belirgin gorsel Ozniteliklerini (sari/turuncu lekeler) 6grenmede CNN'lerin doku odakli
basarisim1 sergilemistir. Yeni bir CNN modeli olan ConvNeX, ViT modellerini belli
parametrelerde geri de biraktig acik bir sekilde goriilmektedir.

Kara Leke (Scab) Simifi: Hastalik belirtilerinin karmasiklasabildigi bu sinifta, hibrit model
olan MaxViT ve ViT modeli olan Swin-T modelleri 6ne c¢ikmistir. MaxViT, Kara Leke
siifinda %99.49 F1-Skoru ve %99.96 AUC degerine ulasarak, klasik CNN olan ResNet-50"yi
(%98.81 F1-Skoru) gecmistir. Bu durum, ViT modellerinin global baglami kullanarak leke
desenlerini daha iyi ayirt ettigini gostermektedir.

Saghkh (Healthy) Simifi: Saglikli yapraklarin tespitinde de hibrit model olan MaxViT (%99.31
Basari) en kararli model olmustur.
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3.3. Karisiklik Matrisi (Confusion Matrix) Analizi

Siniflandirma dogrulugunun &tesinde, modellerin hangi hastalik siniflarini birbirine karigtirdigini
anlamak, mimarilerin 6grenme davraniglarini ¢6ziimlemek adina 6nemlidir.

[k olarak, literatiirde yaygin olarak kullanilan klasik CNN tabanli ResNet-50 ve EfficientNet-B0
modellerinin performanslari incelenmistir.

ResNet-50 Ortalama Karisiklik Matrisi EfficientNet-BO Ortalama Kanisiklik Matrisi

saglikl saghkh

paslanmig paslanmig.

Gergek Etiket
Gergek Etiket

kara leke kara leke

o N
& & &

",

< 2
5 Ky

Tahmin Edilen Etiket Tahmin Edilen Etiket

Sekil 6. ResNet-50 ve EfficientNet-B0 modellerine ait ortalama karisikltk matrisleri.

Sekil 6°da goriilen her iki modelde "Paslanmis" (Rust) sinifin1 neredeyse kusursuz bir sekilde tespit
ettigi goriilmektedir. Ancak, "Kara Leke" (Scab) sinifinin tespitinde kiiclik de olsa sapmalar
mevcuttur. Ozellikle EfficientNet-B0, ortalama 1.8 6rnegi "Kara Leke" yerine "Saglikli" olarak yanlis
siiflandirirken, bu hata orant ResNet-50'de 1.0 seviyesindedir. Bu durum, klasik CNN'lerin, leke

Ozniteliklerinin ¢ok belirgin olmadig1 veya arka planla biitlinlestigi durumlarda ayirt ediciliginin
azaldigini gostermektedir.

ConvNeXt-Tiny Modelinin Ortalama Karisiklik Matrisi Swin_T Modelinin Ortalama Kanisiklik Matrisi

~-120
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Sekil 7. ConvNeX ve Swin-T modellerine ait ortalama karigikltk matrisleri.

Sekil 7°de karigiklik matrisi verilen ConvNeX modeli, klasik CNN'lere kiyasla daha kararli bir matris
sunmus ve Ozellikle "Saglikli" smifindaki dogru tahmin sayisint (TP) 102.2 ortalamasina
yiikseltmistir. Transformer tabanli Swin-T modeli, sinif ayrimlarinda gelistirilmis CNN modeli olan
ConvNeX’e benzer bir hata dagilimi sergilemektedir.
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MaxViT_t Modelinin Ortalama Karisiklik Matrisi
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Sekil 8. MaxViT modellerine ait ortalama karisikltk matrisleri.

Sekil 8’de gosterilen CNN ve ViT mimarilerin birlesmesinden olusan MaxViT modeli caligmanin en
basarili sonuglarini iiretmistir. MaxViT matrisinde, "Saglikli" sinifi i¢in dogru tahmin ortalamasi
102.6'ya ulasarak en yiiksek degere ¢cikmustir. Ayrica, diger modellerde goriilen "Kara Leke" ve
"Saglikli" sinift arasindaki karigiklik Yanlis Negatif (FN), MaxViT'te 0.8 seviyesine kadar diismiistiir.
Bu bulgu, MaxViT'in "Cok Eksenli Dikkat" mekanizmasinin, yaprak iizerindeki hastalik lekeleri ile
yapragin dogal dokusunu ayirt etmede eski CNN tabanli modeller ve sadece ViT tabanli modellere
gore daha iistiin bir baglamsal algilamaya sahip oldugunu géstermektedir.

3.4. Egitim Dinamikleri ve Yakinsama Analizi

Modellerin 30 epoch boyunca sergiledikleri egitim ve dogrulama basarimlari ile kayip degisimleri
grafiklerle detayli olarak sunulmustur. Bu grafikler, modellerin 6grenme kararliliklar1 hakkinda
onemli bilgiler vermektedir. Sekil 9°da ResNet-50 ve EfficientNet-BO modellerinin egitim grafikleri
incelendiginde, "Dogrulama Kaybi"nin ilk 5 epoch igerisinde hizla diistiigli ve daha sonra istikrarl
bir yatay seyir izledigi goriilmektedir. Bu modeller, konvoliisyonel yapilarin getirdigi "tlimevarimsal
yanlilik" avantaj1 sayesinde, 1730 goriintli gibi simirli bir veri setinde bile hizlica yakinsamis ve
dalgalanma yasamadan egitimi tamamlamistir.

ResNet50 - Egitim Gegmisi

Dodrulama Basansi Dodrulama Kaybi
Lo P — — 0.70 —— Fold 1
— e e e e — Fold 2
R e N e o — Fold 3
ida

— F

~ Fold 5

| — Fold1
Fold 2 035
— Fold 3
— Fold 4
— Fold 5

a 5 0

15
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EfficientNetB0 - Egitim Gecmisi

Dedrulama Basansi Dadrulama Kaybi

Fold L

Fold 2
—— Fold 3 |
— ol 4

Fold §

vf-,’_ ,_,_\,; Vo —

—

— Fold 1 oa0
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— Tald <
Fald 5

0 5 10 15 20 5 30 @ 5 10 15 el 5 30
Eqitim Dingisi Egitim Dringlist

Sekil 9. ResNet-50 ve EfficientNet-B0 modellerinin dogrulama basarist ve dogrulama kaybi.

Sekil 10’da ConvNeX modeli analiz edildiginde, modelin yakinsama hizinin oldukga yiiksek oldugu
goriilmektedir. Egitim donglisiiniin heniiz ilk asamalarinda dogrulama basarisi %95'in iizerine ¢ikmis
ve ilerleyen dongiilerde %99 bandina yerlesmistir. Katman-3 haricindeki diger tiim katmanlar (Fold
1, 2, 4, 5) birbirine ¢cok yakin ve diisiik varyansl bir performans sergilemistir; bu da modelin veri
setindeki farkli alt kiimelere kars1 genelleme yeteneginin giiglii oldugunu gostermektedir. Katman
3'te gozlemlenen gecici dalgalanma ise modelin optimizasyon siirecinde kendini diizeltebildigini
gostermektedir. Sekil 11°deki kayip grafigi incelendiginde ise hata degerinin hizla 0.30-0.34 araligina
diistiigii ve bu noktada optimize oldugu goriilmektedir.

ConvNeXt_Tiny - Egitim Gegmisi

Dogrulama Basarisi Dogrulama Kaybi

— Fold 1 — Fold 1

0,98

0 5 10 15 20 25 0 5 10 15 20 25
Eitim Dngissi Egitim Disngiiss

Sekil 10. Gelistirilmis CNN mimarisi ConvNeX modelinin dogrulama basarisi ve dogrulama kaybi.

Sekil 11°de goriilen Swin-T modelinin kayip grafiginde (Sekil 11, sag) CNN modellerine kiyasla
daha fazla dalgalanma gozlemlenmistir. Vision Transformer'lar, goriintiideki iliskileri sifirdan
ogrendikleri i¢in hiperparametre optimizasyonuna daha duyarlidir ve kararli hale gelmeleri genellikle
daha fazla dongii veya veri gerektirir.
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Swin_T - Egitim Ge¢misi

Dogrulama Basaris! Daogrulama Kaybi

—— Fold 1 —— Faold 1

Sekil 11. Swin-T modelinin dogrulama basarisi ve dogrulama kayba.

Onerilen derin 6grenme mimarileri arasinda, %99.31°lik ortalama dogruluk oramyla en yiiksek
siiflandirma basarisint sergileyen MaxViT modelinin egitim dinamikleri, ¢alismanin bulgularini
destekleyen en gliclii kanitlardan biridir. Sekil 12°de, modelin 30 epoch siiresince 5-kath ¢apraz
dogrulama altindaki 6grenme davranisi gosterilmistir. Grafikler detayli incelendiginde, MaxViT
mimarisinin hizli yakinsama yetenegi dikkat cekmektedir. Egitim siirecinin heniiz ilk 5 dongiisiinde,
modelin dogrulama basaris1 %98 bandini asarken, hata degeri dramatik bir diistisle 0.35 seviyelerine
gerilemistir. Bu durum, MaxViT in hibrit yapisinda bulunan konvoliisyonel bloklarin yerel 6zellikleri
(leke kenarlari, doku) hizla kavradigini, Transformer bloklarinin ise bu 6zellikleri global baglamla
isleyerek 6grenme siirecini optimize ettigini gostermektedir.

MaxWiT_t - E§itim Gegmisi

Dofjrulama Kaybi

— Fald1
Fald 7

—— Fald4

Fold 5

Editim Dangusi

Sekil 12. MaxViT modelinin dogrulama bagarist ve dogrulama kaybi

Ayrica grafikler, modelin yiiksek kararlilik ve diisiik varyans sergiledigini gostermektedir. 5 farklh
egitim katlamasina ait egrilerin birbirine son derece yakin seyretmesi ve iist iiste binmesi, modelin
veri dagilimindaki degisikliklere kars1 giiclii oldugunu gostermektedir. Saf ViT modellerinde (Swin-
T) baslangic asamalarinda goriilebilen dalgalanmalarin aksine, MaxViT grafigi, modelin
ezberlemeye diismeden kararli bir sekilde genelleme yaptigin1 ortaya koymaktadir. Yaklagik 10.
dongii itibartyla doygunluk noktasina ulasan ve egitimin geri kalaninda %99-%100 araliginda stabil
kalan model, 1730 goriintiiden olusan veri setindeki oOriintiileri maksimum verimlilikle 6grenmistir.
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4. SONUC

Tarimsal iiretimde verimliligi tehdit eden biyotik stres faktorlerinin erken teshisi, stirdiirtilebilir gida
giivenligi ve ekonomik istikrar agisindan hayati 6neme sahiptir. Bu g¢aligmada, elma yapragi
hastaliklarinin (Pas ve Kara Leke) otomatik tespiti ve siniflandirilmasi amaciyla, klasik Evrigimli
Sinir Aglart (CNN), yeni nesil Vision Transformer (ViT) ve hibrit mimarilerin performanslari
karsilastirmali olarak analiz edilmistir. Calismanin giivenilirligini artirmak ve literatiirdeki(Baranwal
et al., 2019; Sujatha et al., 2025) tek seferlik test yaklasimlarinin kisitliliklarini asmak adina, 1730
goriintiiliik veri seti iizerinde 5-katli ¢apraz dogrulama stratejisi uygulanmistir. ResNet-50 ve
EfficientNet-B0 gibi klasik CNN modelleri, konvoliisyonel yapilarin sagladig1 timevarimsal yanlilik
sayesinde hizli yakinsama gosterseler de, hastalik belirtilerinin karmasiklastigt veya arka planla
biitiinlestigi durumlarda (6zellikle "Kara Leke" sinifinda) ayirt edicilikte sinirli kalmislardir. Bu
eksiklikleri gidermek icin MaxViT ve Swin-T gibi Transformer tabanli mimariler, "Oz-Dikkat"
mekanizmalar1 sayesinde goriintiideki uzun menzilli bagimliliklar1 ve global baglami yakalayarak,
klasik CNN'lere kiyasla daha {istiin bir siniflandirma basaris1 gostermislerdir. Calismanin en yiiksek
sonucu, hem yerel Ozellikleri (CNN) hem de global iliskileri (ViT) isleyebilen hibrit MaxViT
modelinin, %99.31 ortalama dogruluk ve diisiik hata varyansi ile en basarili model oldugu
gosterilmektedir. Bu ¢alisma ayrica, derin O6grenme modellerinin tarimsal uygulamalara
entegrasyonunda performans ve hesaplama maliyeti arasindaki iligkiyi de gostermektedir. MaxViT
ve Swin-T modelleri en yliksek dogrulugu sunmakla birlikte, yiiksek GPU islem yiikii ve bellek
gereksinimine ihtiya¢ duymalari bir dezavantajdir. Buna karsilik, EfficientNet gibi modeller, %1'den
az bir performans kaybiyla mobil cihazlar ve insansiz hava araglar1 (IHA) gibi donanim kisit1 olan
platformlar icin alternatifler sunmaktadir. Ayrica, modern bir CNN tasarimi olan ConvNeX,
Transformer modellerine yaklasan basarisi ile hesaplama verimliligi ve dogruluk arasinda optimum
bir denge noktasi olusturmustur. Sonug olarak, bu kitap boliimii, elma hastaliklarinin tespitinde hibrit
ve modernize edilmis mimarilerin, klasik yontemlere gore daha giiclii ve giivenilir oldugunu 5-kath
dogrulama ile istatistiksel olarak ortaya koymustur.
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Ali GUNES, Bahadir COKCETIN

GIRIS

Bu kitap bdliimiinde sunulan tiim analiz, yontem ve sonuglar, Ali Giines’in “Gergek Siiriicii
Davraniglarindan Serit Degistirme Eyleminin YSA ile Tahmin Modeli” baslikli doktora tezinden
(Giines, 2022) tiiretilmis ve yeniden diizenlenmistir.

Trafik kazalari, Karayollar1 Trafik Yonetmeligi’nde “karayolunda hareket halindeki bir veya
birden fazla aracin karistigi, 6liim, yaralanma ve/veya maddi zararla sonuglanan olay” olarak
tanimlanmaktadir. Motorlu tasit sayisindaki kiiresel artis, trafik kazalarinin sikliginda da 6nemli bir
yiikselise neden olmaktadir. Diinya Saglik Orgiitii’niin (WHO) raporuna gore, her yil yaklasik 1,3
milyon insan trafik kazalarinda hayatini kaybetmekte olup bu dliimlerin %94°i diisiik gelirli iilkelerde
gerceklesmektedir (World Health Organization, 2018). Aymi raporda trafik kazalarmin tiim 6lim
nedenleri i¢inde sekizinci sirada, 5-29 yas arasi bireylerde ise birinci sirada yer aldig1 vurgulanmaistir.
Ekonomik agidan degerlendirildiginde ise trafik kazalarinin maliyetinin iilkelerin gayri safi yurt ici
hasilalarinin yaklagik %3 line karsilik geldigi belirtilmektedir.

Tiirkiye 6zelinde bakildiginda, arag sayis1 ve trafik hacmindeki artisa paralel olarak 2009-2020
yillar1 arasinda 6liimlii ve yaralanmali kaza sayilarinda artis meydana geldigi goriilmektedir. Bununla
birlikte, arag¢ sayisindaki yiikselise ragmen trafik kazalarinda meydana gelen 6liim sayisinin 4324°ten
4866’ya ¢ikarak nispeten daha smirli bir artis gosterdigi ifade edilmektedir (Karayolu Trafik
Istatistikleri, 2020). Bu veriler, trafik giivenli§ine yonelik alinan 6nlemlerin etkisini gosterse de
kazalarm ©Onemli bir kismimin insan faktoriinden kaynaklanmaya devam ettigi gercegini
degistirmemektedir.

Nitekim literatiirde trafik kazalarinin %88-%90 oraninda siiriici kusurundan kaynaklandig:
uzun yillardir rapor edilmektedir (Ergiin & Yiiksel, 2017). Siiriicli kaynakli hatalar arasinda hatali serit
degistirme ve serit ihlalleri dikkat ¢ekici bir paya sahiptir. Karayollar1 Genel Miidiirliigii verilerine gore,
yerlesim yeri disinda meydana gelen trafik kazalarinda serit ihlali siirlicii hatalarinin %16.,47’sini
olusturmaktadir (Karayollar1 Genel Midiirligi, 2019).

Oztiirk ve Ergin (2013), serit ihlali ve ani sollama girisimlerinin 6zellikle sehirler aras1 yollarda
oliimciil kazalari 6nemli bir belirleyicisi oldugunu rapor etmistir. Benzer sekilde Brookhuis, de Waard
ve Janssen (2009), serit konumundaki kiiciik sapmalarin dahi yiiksek carpisma riskine isaret ettigini
gostermigtir. Bu bulgular, siirliciiniin serit degistirme niyetinin eylem ger¢ceklesmeden dnce tespit
edilmesinin giivenlik agisindan kritik bir 6nem tasidigini gdstermektedir. Evans (2004), trafik
giivenliginde insan faktoriiniin tek basina kazalarin biiyiik boliimiinii agiklayabildigini ve siiriicii
davranislarinin sistematik olarak modellenmesi gerektigini vurgulamaktadir.

Bu dogrultuda gelistirilen ileri seviye siiriici destek sistemleri (ADAS) ve aktif giivenlik
teknolojilerinin amaci, siiriiciiniin hatali veya riskli bir eylem gergeklestirmesini eylem 6ncesinde tespit
ederek miidahale edebilmek veya uyar1 verebilmektir. McCall ve Trivedi (2007), siiriicii destek
sistemlerinin serit takip ve niyet tahmini gibi gorevlerde giivenligi belirgin 6l¢iide artirdigini
gostermigtir. Ayrica Doshi ve Trivedi (2010), siiriiciiniin bas ve géz hareketlerinin niyet 6n kestiriminde
kritik rol oynadigini ortaya koymustur. Serit degistirme eylemi, siiriicliniin gorsel dikkatinin, aracin
dinamik durumunun ve gevresel kosullarin bir arada etkiledigi karmasik bir siirectir. Dolayisiyla
siiriiciiniin serit degistirme niyetinin eylemden yaklasik 1,5-3 saniye once dogru sekilde tahmin edilmesi
hem kazalarin Onlenmesi hem de otonom siirlis sistemlerinin giivenilirligi agisindan temel bir
gereksinimdir.

Bu ¢alismanin amaci, gergek siiriis verilerinden yararlanarak siiriiclinlin 6ndeki araci gegme ve
serit degistirme niyetinin eylemden 3 saniye 6nce tahmin edilmesini saglayan bir Yapay Sinir Ag1 (YSA)
modeli gelistirmektir. Bunun igin siiriiciiniin yiiz ve goz hareketleri, 6ndeki arag ile olan mesafe, arag
hiz1 ve direksiyon ac1 bilgisi birlikte degerlendirilmistir. Veri toplama siireci, gergek yol kosullarinda 8
katilmer ile gergeklestirilen siiriis testlerinden elde edilen ¢oklu sensor verilerine dayanmaktadir.
Siiriiciiniin yiiz ve goz hareketleri Haar Cascade yontemiyle tespit edilmis; 6ndeki ara¢ ve mesafe tespiti

26



Elektrik-Elektronik ve Haberlesme Miihendisligi Alaninda Arastirmalar ve Degerlendirmeler - Aralik 2025

ise goriintii isleme teknikleriyle gerceklestirilmistir. Ayrica hiz ve direksiyon agis1 bilgileri CAN Bus
sistemi tizerinden ODIS test cihazi kullanilarak kaydedilmistir.

Gelistirilen YSA modeli, 6ndeki arac1 gegme niyetini %93,1 dogruluk orantyla tahmin etmis ve
diger makine Ogrenmesi algoritmalart olan Naive Bayes, KNN, SVM ve Karar Agaclart ile
kargilastirildiginda daha yiliksek performans gostermistir. Calismanin sonuglari, siiriicliniin  serit
degistirme niyetinin eylemden once tahmin edilmesinin, hatali sollama eylemlerinden kaynaklanan
kazalarin azaltilmasina yonelik erken uyari sistemleri icin Onemli bir katki sunabilecegini
gostermektedir.

MATERYAL VE METOT

Bu calismanin temel metodolojisi, gercek yol kosullarinda siiriicii davranislarinin, arag
dinamiklerinin ve ¢evresel degiskenlerin es zamanli olarak kaydedilmesi; bu ¢oklu veri kaynaklarinin
senkronizasyonu ve islenmesi yoluyla Yapay Sinir Ag1 (YSA) i¢in uygun bir veri seti olugturulmasina
dayanmaktadir. Bu kapsamda arag CAN Bus sistemi, i¢ ve dis kamera kayitlar1 ve 6zel olarak gelistirilen
C++ tabanli senkronizasyon yazilimi birlikte kullanilmistir. Elde edilen goriintiilerden siiriicii yiiz—g6z
konumu ve 6ndeki ara¢ mesafesi ¢ikarilmis; ardindan 3 saniyelik zaman penceresi lizerinden istatistiksel
Oznitelikler olusturularak simiflandirma modeline giris verileri hazirlanmistir.

Bu senkronizasyon yaklagimi, literatiirde gergek zamanli siirlis analizleri i¢in Onerilen ¢oklu
sensor flizyon modelleriyle uyumluluk gdstermekte ve verinin zaman ekseninde biitlinciil analizine
olanak tanmimaktadir (Olabiyi, 2017). Yang ve Zhang (2019) ise benzer ¢oklu veri modellerinin niyet
tespitinde tek kaynakli modellere gore {istiin oldugunu belirtmektedir.

Sekil 1 Is Akis Diyagrami

SENKRONIZASYON

YSA EGITIMI OZELLIK CIKARIMI

Deneysel Kurulum ve Katilimcilar

Deneysel calismalar, sehir i¢i trafikte manevra yapmaya uygun, trafik yogunlugu orta seviyede
olan bir giizergahta gergeklestirilmistir. Calismaya, en az 10 yillik siirlis deneyimine sahip 8 erkek
katilimer dahil edilmistir. Katilimceilarin ortalama yast 39, ortalama siiriis deneyimi ise 22,5 yil olup bu
degerler test edilen drneklemin siiriis yetkinliginin makul seviyede oldugunu gostermektedir.

Bu secimin temel gerekgesi, siirliciiniin serit degistirme davranisinin deneyimsiz siiriiciilerde
degiskenlik gosterebilmesi ve kontrolsiiz varyansin modeli olumsuz etkileyebilmesidir (Ergin &
Yiiksel, 2017). Bu nedenle homojen bir siiriicii profili tercih edilmistir. Deneyimsiz siiriiciilerde karar

27



Bu deneysel diizenek i¢inde siiriicli davraniglarinin gorsel olarak izlenebilmesi, 6ndeki trafik
akiginin analiz edilebilmesi ve tiim verilerin zaman uyumlu sekilde kaydedilebilmesi i¢in kamera sistemi
caligmanin kritik bilesenlerinden birini olusturmaktadir. Bu nedenle, deneysel kurulumun ardindan
kullanilan kamera altyapis1 ayrintili olarak sunulmaktadir.

Ali GUNES, Bahadir COKCETIN

verme siiresi, serit konumu kararliligi ve bas—gdz hareketleri daha diizensiz olabildiginden, modelin
davranissal giiriiltiiye duyarlilig1 artmaktadir.

Tablo 1 Calismada Kullanilan Sensér ve Donanimlarin Teknik Ozellikleri

Sensér / Donanim

Teknik Ozellik

Aciklama

Havana HVNA-8081
Kamera (i¢ Kamera)

1920x1080  ¢ozunurluk
(tezde belirtilen)

Siricu ylz, gbz ve burun tespiti igin
kullanilmistir.

30 FPS
dzellik)

(genel teknik

Bas hareketi ve bakis yonlnin

izlenmesini saglar.

Genis a¢l lens (=120°)

Sirlclnin yiz bolgesinin tamaminin
gorintilenmesi icin uygundur.

Havana HVNA-8081
Kamera (Dis Kamera)

1920x1080 ¢ozundrliuk

Ondeki aracin tespiti ve mesafe
OlclimU amaciyla kullaniimistir.

30 FPS

Dinamik trafik sahnesinin

algilanmasina olanak tanir.

ODIS VAS5054 CANBus
Test Cihazi

OBD-Il uyumlu veri okuma

Hiz, direksiyon agisi gibi ara¢ dinamik
parametrelerini toplar.

1 Hz 6rnekleme frekansi
(tezde belirtilen)

Her  saniye  bir veri  Ornegi

kaydedilmistir.

ISO 9141 / K-Line / CAN
uyumlu

Farkli aracg protokolleriyle calisabilir.

Bilgisayar (Kayit
istasyonu)

Intel i5 / 8 GB RAM
(6nerilen tipik sistem)

Kamera kayitlarini ve senkronizasyon
yazilimini ¢ahstirir.

Visual Studio C++ Tabanl
Senkronizasyon Yazilimi

Ortak
Uretimi

zaman damgasi

iki kamera + CANBus verilerinin es
zamanh kaydini saglar.

Video + Sensor verisi

entegrasyonu

Sonradan veri eslestirme hatalarini
onler.
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Veri Toplama Sistemi

Veri toplama altyapisi ii¢ ana bilesenden olusmaktadir:

1. Arag CAN Bus sistemi,
2. 1¢ ve dis kamera sistemi,
3. Visual Studio C++ ile gelistirilen senkronizasyon yazilimi.

Tasit CAN Bus Sistemi

Ara¢ hiz bilgisi ve direksiyon ag1 verileri, test aractnin OBD-II portuna baglanan ODIS
VASS5054 test cihazi araciligiyla CAN Bus hattindan alinmistir. CAN Bus iizerinden elde edilen bu
veriler siirliciiniin anlik davranislarini ve aracin dinamik yanitini anlamada kritik éneme sahiptir.
Kullanilan sensorlerin érnekleme frekansi, tezde belirtildigi iizere saniyede bir kayit olacak sekilde
yapilandirilmigtir (Giines 2022, s. 89-90).

Sekil 2 Sensor verilerinin ODIS cihazi tizerinden alinmasina iliskin ekran goriintiisii.
Not. Giines (2022, s. 72) caligmasindan uyarlanmastir.

003 Olgiim degerleri 23.10.2021 12:14:52
Top"
Name ert Adr.
Arag hizi [$2B16] 0044
— 82,83 km/s
Motor devir sayisi [$F40C] 0044
[LO]_measurement_value
- 1.565 1/min
Direksiyon ag1 sensorii agisi [$1812] 0044
Direks.agis! -28°
Durum gecerli
Direksiyon agi sensorii agi1 hizi [$1815] 0044
Direksiyon agisi hizi -1,0°
Durum gegerli

Kamera Sistemleri

Deneysel diizenek kapsaminda siiriicii davraniglarinin ve arag c¢evresinin es zamanli olarak
kaydedilebilmesi i¢in ara¢ 6n camina iki adet Havana HVNA-8081 model kamera yerlestirilmistir. i¢
kamera siiriicii ylizii, dis kamera ise 6ndeki trafik akisini ve araglar1 goriintiilemistir. Her iki kamera da
1920x1080 ¢oziintirliikte kayit yapmis ve senkronizasyon yazilimi araciligryla ayni zaman damgasina
baglanmigtir. Bu yap1 hem siiriicii davranist hem de ¢evresel degiskenlerin es zamanli analizine olanak
tanimaktadir.
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Sekil 3 Siiriiclinlin yliz hareketleri ve dndeki aracin tespiti i¢in kullanilan kameralarin
montaj goriintlisii. Not. Giines (2022, s. 73) calismasindan uyarlanmustir.

Veri Senkronizasyon Yazilim

I¢ ve dis kamera goriintiileri ile CAN Bus verileri farkli kaynaklardan geldiginden, bu verilerin
zaman ekseninde tam uyumlu bi¢cimde hizalanmasi gerekmektedir. Bu amagla Visual Studio C++
ortaminda 6zel bir senkronizasyon yazilimi gelistirilmistir. Yazilim, ger¢cek zamanli kayit sirasinda tiim
akislara ortak zaman damgasi atamakta ve dosyalari iglenebilir bicimde saklamaktadir. Bu adim, sonraki
gorlintli isleme ve Ozellik ¢ikarimi siireclerinde veri kaymasi (time drift) yasanmamasi igin kritiktir.
Toplanan goriinti ve CAN Bus verilerinin analize uygun hale gelebilmesi, biiyiikk o6l¢lide bu
senkronizasyon mekanizmasinin dogruluguna baghidir.

Bu yaklagim, literatiirde gercek zamanli siirlis analizlerinde Onerilen c¢oklu sensor
senkronizasyon yapilariyla uyumludur (Olabiyi, 2017).

Goriintii isleme ve Veri Ekstraksiyonu

Kamera goriintiilerinden matematiksel 0Ozellik ¢ikarimi  Python ve OpenCV  kullanilarak
gerceklestirilmistir. Bu siiregte iki ana analiz uygulanmistir:

1. Ondeki aracin tespiti ve mesafe hesaplamast,
2. Siiriiclinlin yliz—gdz—burun konumlarmin tespiti.

Ondeki Aracin Tespiti ve Mesafe Ol¢iimii

Ondeki aracin goriintiideki konumunun belirlenmesi icin nesne tespiti gerceklestirilmis,
ardindan aracin gergek mesafesinin tahmin edilmesi amaciyla bir dizi geometrik doniisiim
uygulanmistir. Tezde kullanilan yontemler; gri seviye doniisiim, esikleme, kontur ¢ikarma, piksel-metre
dontistimii yontemleridir.
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Gergek mesafe hesabi igin perspektif diizeltme yapilarak kusbakisi (bird's-eye view) goriintii
elde edilmistir. Bertozzi ve Broggi (1998), serit ¢izgileri ve perspektif doniisiim kullanarak arac—nesne
mesafesinin giivenilir sekilde tahmin edilebilecegini gostermistir. Labayrade ve arkadaslar1 (2002) ise
coklu kamera perspektifinin mesafe tahmin performansini artirdigini rapor etmistir.

Bu dontistimde serit ¢izgilerinin sabit fiziksel genisligi referans alinmis; sag ve sol serit ¢izgileri
aras1 87 piksel olarak ol¢iilmiis ve bu deger gercek hayattaki 4,5 metre uzunlugu ile 6lgeklendirilmistir.
Boylece goriintiideki piksel degerleri metre cinsine doniistiiriilmiistiir.

Sekil 4 Ondeki ara¢ mesafe tespiti. Not. Giines (2022, s. 82) ¢alismasindan
uyarlanmistir.

m ak - X B | Binary Goruntu = O X
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Sekil 5 Kusbas1 goriintii serit ¢izgileri. Not. Giines (2022, s. 80) calismasindan uyarlanmastir.

X ‘l Binary Goruntu

Siiriiciiniin Yiiz ve G6z Konumunun Tespiti

Siirliciiniin  bakis yonii ve bas hareketleri, davranis niyetinin belirlenmesinde 6nemli
gostergelerdir. Ji, Zhu ve Lan (2004), g6z a¢iklig1 ve bas yoniiniin siiriiciiniin biligsel durumunu yansitan
en giiclii gostergelerden oldugunu bildirmistir. Ayrica Dong ve arkadaslar1 (2011), yiiz/bas pozunun
serit ihlali 6ncesi davranisi belirledigini gostermistir. Bu nedenle i¢ kamera goriintiisiinde Haar Cascade
smiflandiricilart kullanilarak yiiz, burun ve sag goz konumlari tespit edilmistir. Her bir anatomik nokta
icin tespit edilen koordinatlar (x,y), YSA modelinin giris degiskenlerinden biri olarak kaydedilmistir.
Bu yapu, literatiirde siiriicli dikkat modellemede yaygin olarak kullanilan bir yontemdir (Huang, 2016).
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Sekil 6 Yiiz—g6z—burun tespit 6rnegi. Not. Glines (2022, s. 84) calismasindan uyarlanmaistir.

[® ! Yuz, Goz ve Burun Tespiti

Sat Oct 23 15:25:42 2024

Ozellik Cikarimi ve Veri Setinin Olusturulmasi

Ug Saniyelik Zaman Penceresi

Serit degistirme niyetinin eylemden 6nce tahmin edilebilmesi amaciyla, her pozitif 6rnek icin
siiriiciiniin serit degistirme hareketini baglatmadan 3 saniye dncesine kadar olan veri dikkate alinmigtir.
Kamera sisteminin 30 FPS ¢alisma hiz1 gz oniinde bulunduruldugunda, bu siire yaklasik 90 kare
(frame) veriye karsilik gelmektedir. Abbas ve arkadaslart (2019), siiriicii davraniglarinin giivenilir
bigimde siniflandirilabilmesi i¢in en az 4—6 saniyelik davranis penceresine ihtiyac¢ oldugunu belirtmistir.
Bununla birlikte Peng et al. (2015) 1,5-2 saniyelik pencerelerde dahi anlamli tahmin basarisi elde
edilebildigini gostermistir. Bu nedenle 3 saniyelik pencere literatiirle uyumlu bir orta deger olarak
secilmistir.

Her bir degisken i¢in bu 90 karelik pencereden ortalama deger alinarak tek bir 6zellik vektorii
olusturulmugtur. Bu yaklagim giiriiltiiniin azaltilmasi ve davranissal egilimlerin yakalanmasi igin
literatiirde 6nerilen yontemlerle uyumludur.

Veri Temizleme ve Ornek Sablonu

Orijinal veri 31.314 satirdan olusmakta olup serit degistirme hareketinin meydana gelmedigi
“negatif drneklerin” ¢ok fazla olmasi nedeniyle veri dengesizligi s6z konusudur. Bu nedenle anlamsiz
tekrarlar filtrelenmis, pozitif 6rnekler manuel anotasyon ile belirlenmis ve sonug olarak 59 pozitif, 3.273
negatif olmak iizere toplam 3.332 satirlik bir veri seti elde edilmistir.
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Chawla ve arkadaglar1 (2002), sinif dengesizliginin makine 6grenmesi modellerinin genelleme
performansini diistirdiiglinii ve SMOTE gibi tekniklerin bu sorunu azaltabilecegini belirtmistir.

Ornek veri satirlar1 Tablo 2°de verilmistir. Kullanilan tiim degiskenlerin anlamlar1 ise Tablo 3’te
aciklanmigtir. Bu ¢aligmada “1” sinifi serit degistiriyor, “0” sinifi serit degistirmiyor durumunu temsil
etmektedir.

Tablo 2 Test ve Egitim Verisi Ornek Ozellikleri. Not. Giines (2022, s. 85)
calismasindan uyarlanmistir.

Mes. X Y Brn_Ort Brn_Ort Gz _Ort Gz _Ort Dir.
Siiriicii Hiz Sonuc
Ort. Ort. Ort. X Y X1 Y1 Aci

AGI1 22,5 159,7 1414 60,6 71,3 59,1 44,2 -1,2 89,48 1

AG10 21,1 218,77 170,5 52,8 77,5 62,5 44,5 -0,5 68,56 1

AGI1 23,5 1634 1189 54 72,9 49,2 44,5 1 62,36 1

AGI2 9,1 193,3 4324 59,7 63,4 58,9 45,5 -0,2 63,05 1

AGI3 8,9 1899 4369 56 72,6 54,2 45,2 0,8 56,23 1

AG2 24,6 2094 95,9 61,5 64,2 56,7 43,2 0,3 91,8 1

AG4 22,7 189,1 135,8 64,8 74,3 48,4 35,7 -84 85,61 1

AGS 17 129 259,7 59,2 73 49,5 45,6 0,7 78,34 1

AG6 7,9 190,5 4573 59,4 70,6 53,5 42,9 -6,3 99,2 1

AGY 13,5 245,6 336,8 56,1 61,1 46 45,2 23 62,62 1

CS1 249 83,3 88,1 64 36,5 35,8 33 1 95,06 1

CS11 82 156 451,5 63,8 64,7 63,6 43,2 0,6 82,5 1

CS3 20 193,1 195,8 55,6 52,8 56 41,1 -0,1 89,58 1

CS4 17,5 190 2504 54,7 66,4 59,4 43,6 0 89,73 1

CS5 18,8 177,3 220,8 50 65,6 48,9 44,4 0,8 66,59 1
CS6 18,9 175 219,5 55,9 62,6 44,2 44 1 95,64 1
CS9 22 175,8 150,8 52 64,3 48,5 45,1 0,1 59,12 1
EY3 19,7 172 200,7 56,2 48,2 65,5 44 1,5 72,75 1

EK1 14,8 184,5 309 47,6 66,8 49,9 45,2 0 58,98 1

EK11 11,8 149,9 3735 62,5 52,4 35,7 43 -2,1 62,33 1

EK12 26,5 11,3 53,7 27,1 31,8 32,8 26,8 1,2 88,69 1

EK13 18,8 132,8 220,5 553 63,5 50,3 42,2 2,2 91,66 1

EK14 15,4 220,7 2955 55,5 62,5 50,8 42,9 0,1 80,66 1

EK3 18,8 2342 2204 54,5 59,3 50,3 42,4 0,3 95,62 1
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EK4 22,2 152,3 1463 54 56,7 52,3 45,6 -3,6 68,08 1
EK7 12,7 152,7 354,8 51 62 53,5 46 0,9 65,28 1
EK8 11,9 227,8 371,5 55 57,3 60,1 44,7 -0,4 55,67 1
EK9 18,3 169,2 232,6 54,3 51,8 57,4 43 0 71,52 1
HE1 12,9 137,2 350,4 55,5 64,1 48,2 39,7 -1 71,81 1

Tablo 3 Test ve Egitim Verisinde Kullanilan Ozellik Degiskenleri ve A¢iklamalar

Degisken Olciim
Aciklama Elde Edilme Yo6ntemi
Adi Birimi
Mesafe Ondeki ara¢ ile test araci metre (m) Perspektif diizeltme + piksel-metre
(Mes. Ort)  arasindaki ortalama mesafe doniisiimii (87 px = 4,5 m)
Ondeki aracin goriintiideki . .
X Ort merkez noktasinin X piksel OpenCV ile  kontur  merkezinin
. hesaplanmasi
koordinati
Ondeki aracin goriintiideki
Y Ort merkez noktasinin Y piksel OpenCV kontur analizi
koordinati
Siiriiciiniin burun merkezinin . . o
Brn_Ort X X koordinatt piksel Haar Cascade yiiz/burun tespiti
Siirticiiniin burun merkezinin .
Brn Ort Y . piksel Haar Cascade
- = Y koordinati
Sag gbz merkezinin X . N .
Gz Ort X1 Koordinatt piksel Haar Cascade goz tespiti
Gz Ort Y1 Sag 807 merkezinin Y piksel Haar Cascade
- = koordinati
Dir. Ag1 Direksiyonun anlik agisi derece (°) CAN Bus uuzermclle.n ODIS cihaz ile
Olciilen sensor verisi
Hiz Aracin anlik hiz bilgisi km/s CAN Bus (ODIS)
Sonug Serit  degistiriyor (1) Kategorik Siirtis videolariin manuel anotasyonu
(Label) degistirmiyor (0) & + zaman eslesmesi
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TAHMIN MODELININ OLUSTURULMASI VE DEGERLENDIRILMESI

Yapay Sinir Ag1 Modelinin Mimarisi

Serit degistirme niyetini belirlemek i¢in ¢ok katmanli ileri beslemeli bir YSA modeli
kurulmustur. Model:

e 8 giris ndronu
e 10 gizli néron
e 2 cikis noéronundan (serit degistiriyor / degistirmiyor), olugmaktadir.

Baslangicta direksiyon a¢1 degiskeni de giris olarak dahil edilmis; ancak bu degiskenin yiliksek
varyans ve diger girislerle korelasyon sorunlari nedeniyle egitimi olumsuz etkiledigi goriilmiis ve
modelden ¢ikarilmistir. Aktivasyon fonksiyonlart:

e Gizli katman: tansig
e  (Cikt1 katmani: softmax

olarak secilmistir. Tiim girig degiskenleri [0,1] araligina normalize edilmistir.

Sekil 7 YSA Model Mimarisi ve Egitim Paneli. Not. Giines (2022, s. 87)
calismasindan uyarlanmaistir.

4\ Neural Network Training (nntraintool) = X

Neural Network

Hidden Layer OutputLayer

Algorithms

Data Division: Random (dividerand)

Training: Bayesian Regularization (trainbr)
Performance: Mean Squared Error (mse)
Calculations: MEX

Progress
Epoch: 0| 1000iterations | 1000
Time: | 0:00:11

Performance: 0590 [NNNNO00SNN | 000
Gradient: 0350 [ S008:060 | 1.00e-07

Mu: 0.00500 0.500 1.00e+10
Effective # Param: 112 720 0.00

Sum Squared Param: 58.1 793 0.00
Plots

‘ Performance :(motperform,'

\ Training State ‘ (plottrainstate)

’ Fit (plotfit)
‘ Regression | (plotregression)
Plot Interval: . 1 epochs

V Opening Regression Plot

@ stop Training @ Cancel
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Model Egitimi

Egitim siirecinde literatiirde dogrusal olmayan siiflandirma problemleri i¢in basarili oldugu
bilinen Bayesian Regularization algoritmast se¢ilmistir (Huang, 2016). Bu yontem agir1 uyum
(overfitting) riskini azaltmasi nedeniyle tercih edilmistir.

MacKay (1992), Bayesian Regularization’in agirlik biiyiikliigiinii cezalandirarak asirt uyumu
onemli oOlgiide azalttigini belirtmektedir. Foresee ve Hagan (1997) da bu ydntemin kiiciikk veri
kiimelerinde kararli sonuglar iirettigini gdstermistir.

Egitim—test ayrimi:
e %70 egitim,
e %30 test oraninda yapilmustir.
Egitim siirecinde:
e En diisiik MSE degeri 476. iterasyonda elde edilmistir.

o Egitim regresyon katsayisi 0,99, test katsayis1 0,98 olmustur.

Sekil 8 YSA Egitim Performansi Grafigi. Not. Giines (2022, s. 89-90) ¢alismasindan

uyarlanmistir.
Best Training Performance is 0.0032157 at epoch 476
100 | :

Train

Test

e Best
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Test Sonuclar1 ve Algoritma Karsilagtirmasi

Egitilmis model, daha 6nce kullanilmamis 29 test drnegi ile sinanmistir. Sonuglar:
o %93,1 dogruluk
e 29 6rnegin 2’sinde hata
e 9%:6,9 hata oran1

seklindedir.

Bu performans, Peng ve arkadaslarmin (2015) 1,5 saniyelik tahmin ¢alismasindaki %85,5
dogruluk degerinin iistiindedir.

Test verilerindeki dogru—yanlis dagilimi Tablo 4’teki hata matrisi ile gdsterilmistir.
Gergek ve tahmin degerlerinin karsilastirildig: grafik ise Sekil 9°da yer almaktadir.

Tablo 4 YSA Test Hata Matrisi. Not. Giines (2022, s. 94) calismasindan uyarlanmistir.

TEST
Gergek\Tahmin 0 1
0 12 0
1 2 15

Sekil 9 Test ve YSA Tahmin Sonuglarinin Kiyaslanmasi. Not. Glines (2022, s. 95)
calismasindan uyarlanmstir.

Test ve YSA Verilerinin Karsilastirmasi

25

15

0,5

12345067 8 91011121314151617181920212223242526272829

—TeSt  em—SA

Elde edilen test performansi, YSA modelinin serit degistirme niyetini yiiksek dogrulukla tahmin
edebildigini gostermektedir. Ancak modelin goreli basarisinin degerlendirilebilmesi i¢in ayni1 veri seti
iizerinde yaygin kullanilan diger makine Ogrenmesi algoritmalariyla da karsilastirma yapilmasi
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gerekmektedir. Bu amagla Naive Bayes, Karar Agaclari, SVM ve KNN modelleri ek olarak test edilmis
ve sonuglar agagida sunulmustur.

Diger Algoritmalar ile Karsilagtirma
Ayni veri seti lizerinde Naive Bayes, Karar Agaglari, SVM ve KNN algoritmalar1 da test

edilmistir. Sonuglar Tablo 5’te verilmis olup YSA modelinin diger tiim algoritmalardan daha yiiksek
dogruluk sagladig1 goriillmektedir.

Tablo 5 Makine Ogrenmesi Algoritmalar1 Test Basarimi Karsilastirmasi

Test Basarimi
Algoritma
(Dogruluk Orani)
Yapay Sinir Aglar1 (YSA) %93,1
Naive Bayes %75,8
Karar Agaglari %72,4
Destek Vektor Makineleri (SVM) %58,6
En Yakin Komsu (KNN) %55,1

Yapay sinir ag1 ile kurulan model, diger makine 6grenmesi algoritmalarina kiyasla belirgin
sekilde daha yiiksek bir dogruluk orani elde etmistir.

Bu boliimde gergek siiriis kosullarinda elde edilen verilerin sensorler ve goriintii isleme
teknikleri ile analiz edilmesi, 3 saniyelik zaman penceresiyle 6znitelik ¢ikarimi yapilmasi ve elde edilen
verilerin YSA modeli ile degerlendirilmesi agamalari biitiinsel bir metodoloji ¢cer¢cevesinde sunulmustur.
Modelin yiiksek dogruluk degerleri, serit degistirme niyetinin erken tahmini konusunda YSA tabanl
yapilarin etkinligini ortaya koymaktadir.

Bu boliimde kullanilan sensor altyapisi, goriintii isleme yontemleri, zaman penceresi se¢imi ve
ozellik ¢ikarmmu siirecleri biitiinciil bir metodoloji ¢er¢evesinde sunulmustur. Onerilen veri akisi, hem
davranissal hem de dinamik siiriis parametrelerinin senkronize edilmesine olanak tanimakta; bu yoniiyle
literatiirdeki tek kaynakli modellere gore daha saglam bir analitik temel olusturmaktadir.

SONUC VE ONERILER

Bu ¢alismanin sonuglari genel bir gercevede ele alindiginda, elde edilen bulgular literatiir ile
karsilastirmali olarak degerlendirilmistir. Bu ¢alisma, gergek siiriis kosullarinda toplanan ¢oklu sensor
verileri kullanilarak siiriicliniin 6ndeki arac1 gegme ve serit degistirme niyetinin eylem gerceklesmeden
once tahmin edilmesini amaglamstir. I¢ ve dis kamera goriintiileri, CAN Bus verileri ve senkronizasyon
yazilimi araciligiyla senkronize edilen veri akisi, siiriicii davraniglarinin, ara¢ dinamiklerinin ve gevresel
kosullarin birlikte degerlendirilmesini miimkiin kilmistir. Olgeklendirilmis goriintii isleme ydntemleri
ve li¢ saniyelik zaman penceresi ile ¢ikarilan Oznitelikler, Yapay Sinir Ag1 (YSA) siniflandirma
modeline giris olarak kullanilmistir.

Gelistirilen model, siirliciinlin serit degistirme niyetini yiiksek dogrulukla (%93,1) tahmin
edebilmistir. Bu deger, Peng ve arkadaslar1 (2015) tarafindan rapor edilen %85,5 dogruluk oranina
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kiyasla, Onerilen yOntemin erken niyet tahmininde giicli bir performansa sahip oldugunu
gostermektedir. Ayrica YSA modeli, ayn1 veri seti iizerinde test edilen Naive Bayes, Karar Agaclari,
Destek Vektor Makineleri ve K-En Yakin Komsu algoritmalarindan daha basarili sonug¢ vermistir. Bu
durum, siiriicii davraniglarinin siireklilik iceren ve dogrusal olmayan yapisinin YSA tabanli modeller
tarafindan daha etkin yakalandigini gostermektedir.

Calisgmanin en Onemli katkilarindan biri, ger¢ek yol kosullarinda, kontrolsiiz g¢evresel
degiskenler altinda toplanmis ¢ok boyutlu verilerin biitiinlesik sekilde islenmesi ve eylemden 3 saniye
once yiiksek dogruluklu tahminin miimkiin oldugunun ortaya konulmasidir. Ozellikle siiriiciiniin yiiz ve
g0z hareketlerinin, 6ndeki ara¢ mesafesinin ve aracin hiz bilgisinin bir arada degerlendirilmesi,
davranigsal niyetin daha erken tespit edilmesini saglamistir. Bu 6zellik, gelismis siiriicli destek sistemleri
(ADAS) ve otonom siiriis altyapilar igin kritik 6neme sahiptir. Erken uyar1 mekanizmalar1 sayesinde
hatal1 sollama ve serit ihlali kaynakli kazalarin azaltilmasi, daha giivenli bir siirlis deneyimi saglanmasi
miimkiin olacaktir.

Cahsmanin Kisitlari

Calisma 6nemli bulgular iiretmis olmakla birlikte bazi sinirliliklara sahiptir:

1. Katilimei sayist sinirhidir.
Sekiz siiriicii ile yapilan 6l¢iimler davranissal cesitliligi tam olarak temsil etmeyebilir.
2. Test giizergahi ve hiz profili kontrolliidiir.
Farkl1 yol tipleri (otoban, tali yol), farkli hava kosullar1 ve gece siirtisleri
degerlendirmeye dahil edilmemistir.
3. Model yalnizca ileri beslemeli YSA mimarisi ile degerlendirilmistir.
Zaman bagimliliklarin1 daha iyi yakalayabilen LSTM veya GRU gibi derin 6grenme
mimarileri kullanilmamistir.
4. Direksiyon agist degiskeni ¢ikarilmistir.
Bu degisken dogru tahmin siirecini bozdugu i¢in modele dahil edilmemistir; ancak
farkl filtreleme veya normalizasyon teknikleriyle anlamli hale getirilebilir.

Bu kisitlar, gelecekte yapilacak caligmalar i¢in gelistirme alanlari sunmaktadir.
Gelecek Calismalar i¢in Oneriler

1. Daha genis ve ¢esitli bir siiriicti kitlesi ile veri toplanabilir.

Farkli yas gruplari, siiriis deneyimleri ve davranis profillerinin modele dahil edilmesi
genelleme yetenegini artiracaktir.

2. Derin 6grenme tabanli zaman serisi modelleri uygulanabilir.

LSTM, GRU, 1D-CNN veya Transformer tabanli mimarilerin davranigsal niyeti daha erken
tespit etme potansiyeli bulunmaktadir. Jain ve arkadaslari (2016), tekrarlayan sinir aglarinin
zaman bagimli siiriicli davraniglarin1 daha dogru modelledigini géstermistir. Bu baglamda
Olabiyi et al. (2017) de hiz ve serit verilerinin RNN tabanli modellerle daha basarili
Ongoriildigiini belirtmektedir.

3. Ek sensorlerin kullan1ldig1 multimodal sistemler kurulabilir. Liu ve arkadaslar1 (2018), g6z
izleme verileri ile ara¢ dinamiklerinin birlestirilmesinin siiriicii niyetinin 6n kestiriminde
basarty1 anlamli bigimde artirdigini1 géstermistir.

Su ek veriler model bagarisini artirabilir:
e (GoOzizleme (eye-tracker) sensorleri
e Direksiyon kuvvet sensorii
e Serit ¢izgisi algilama sisteminden gelen bilgiler
e Yol egimi ve GPS tabanli konum verileri
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4. Gergek zamanli galisan bir ADAS prototipi gelistirilebilir.
Model, arag i¢i birimini iizerinde ger¢ek zamanl tahmin yapacak sekilde gomiilii sistemlere
(Jetson Nano, Raspberry Pi 5 vb.) aktarilabilir.
5. Serit degistirme davranisinin alt kategorilere ayrilmasi miimkiindiir.
e Zorunlu serit degisimi (6rnegin engel nedeniyle)
e Istege bagl serit degisimi
e Sollama amactyla yapilan serit degisimi
Bu alt smiflar ayr1 bir modelleme gerektirebilir.
6. Giiriiltl azaltma ve veri dengeleme teknikleriyle model performansi artirilabilir.
SMOTE, ADASYN gibi yontemlerle negatif—pozitif dengesizligi giderilebilir.

Genel Degerlendirme

Bu ¢alisma, gergek siiriis verileri kullanilarak siiriicliniin serit degistirme niyetinin eylemden
once yiksek dogrulukla tahmin edilebilecegini gostermistir. Yontemin temel giicli, coklu sensor
verilerinin zaman uyumlu bir sekilde birlestirilmesi ve davranissal, gevresel ve arag dinamiklerine iligkin
sinyallerin birlikte degerlendirilmesidir. Elde edilen sonuglar, siiriicii destek sistemleri ve otonom arag
mimarileri i¢in uygulanabilir niteliktedir ve bu alanda yapilacak ileri ¢aligmalar i¢in gii¢lii bir temel
sunmaktadir.

41



Ali GUNES, Bahadir COKCETIN

KAYNAKCA

Abbas, M., Haque, M. M., Washington, S., & Oviedo-Trespalacios, O. (2019). Driver behaviour
modelling using temporal driving patterns. Transportation Research Part F: Traffic Psychology
and Behaviour, 62, 1-13.

Bertozzi, M., & Broggi, A. (1998). GOLD: A parallel real-time stereo vision system for generic obstacle
and lane detection. /EEE Transactions on Image Processing, 7(1), 62—81.

Brookhuis, K. A., de Waard, D., & Janssen, W. H. (2009). Behavioural impacts of advanced driver
assistance systems—An overview. Human Factors, 51(2), 271-280.

Chawla, N. V., Bowyer, K. W, Hall, L. O., & Kegelmeyer, W. P. (2002). SMOTE: Synthetic minority
over-sampling technique. Journal of Artificial Intelligence Research, 16,321-357.

Dong, Y., Hu, Z., Uchimura, K., & Murayama, N. (2011). Driver inattention monitoring system for
intelligent vehicles: A review. IEEE Transactions on Intelligent Transportation Systems, 12(2),
596-614.

Doshi, A., & Trivedi, M. M. (2010). Investigating the relationships between gaze patterns, dynamic
vehicle surround display, and driving performance. [EEE Transactions on Intelligent
Transportation Systems, 11(4), 786—798.

Evans, L. (2004). Traffic safety. Science Serving Society.

Foresee, F. D., & Hagan, M. T. (1997). Gauss—Newton approximation to Bayesian learning. In
Proceedings of the International Joint Conference on Neural Networks (IJICNN) (pp. 1930—
1935). IEEE.

Giines, A. (2022). Gergek siiriicti davranmislarindan serit degistirme eyleminin YSA ile tahmin modeli
(Doktora tezi, Gazi Universitesi Fen Bilimleri Enstitiisii). https://avesis.gazi.edu.tr/yonetilen-
tez/90dc4fee-b786-48aa-a980-6a789d4d01 1e/gercek-surucu-davranislarindan-serit-
degistirme-eyleminin-ysa-ile-tahmin-modeli

Ji, Q., Zhu, Z., & Lan, P. (2004). Real-time nonintrusive monitoring and prediction of driver fatigue.
1IEEE Transactions on Vehicular Technology, 53(4), 1052—1068.

Jain, A., Singh, S., & Koppula, H. S. (2016). Recurrent models of driver behavior for driver activity
anticipation. In 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
(pp. 303-312). IEEE.

Labayrade, R., Aubert, D., & Tarel, J.-P. (2002). Real time obstacle detection in stereo vision on non-
flat road geometry. In IEEE Intelligent Vehicle Symposium (pp. 646—651). IEEE.

Liu, Y., Chen, H., & Zhang, Q. (2018). Multimodal fusion for driver intention prediction in intelligent
vehicles. IEEE Transactions on Intelligent Transportation Systems, 19(4), 1234—1245.

MacKay, D. J. C. (1992). A practical Bayesian framework for backpropagation networks. Neural
Computation, 4(3), 448-472.

McCall, J. C., & Trivedi, M. M. (2007). Driver behavior and situation-aware brake assistance for
intelligent vehicles. Proceedings of the IEEE, 95(2), 374-387.

Olabiyi, O., et al. (2017). Real-time driver behavior classification using deep recurrent neural networks.
In 2017 IEEE Intelligent Vehicles Symposium (IV) (pp. 170-175). IEEE.

Peng, Y., Guo, H., & Zhao, L. (2015). Predicting lane-changing behaviour using vehicle dynamic data.
In 2015 IEEE Intelligent Vehicles Symposium (pp. 180-185). IEEE.

42



Elektrik-Elektronik ve Haberlesme Miihendisligi Alaninda Arastirmalar ve Degerlendirmeler - Aralik 2025

World Health Organization. (2018). Global status report on road safety 2018. WHO Press.

Yang, S., & Zhang, H. (2019). Multi-sensor fusion—based driver intention prediction using machine
learning techniques. Sensors, 19(12), 2732.

43






BOLUM 3

UYGULAMAYA OZGU ENTEGRE
DEVRE (ASIC) TASARIM AKISI VE
METODOLOJISI

Bahadir OZKILBAC!

1 Ars. Gor. Dr., Atatiirk Universitesi, Miithendislik Fakiiltesi, Elektrik-Elektronik Miihendisligi Boliimii, ORCID: 0000-0002-1687-0700



Bahadir OZKILBAG

Giris

Yar iletken teknolojisindeki hizli gelismeler, giiniimiiz elektronik sistemlerinin performans,
gii¢ tiikketimi ve kullanim alan1 verimliligini her gecen giin daha da kritik hale getirmektedir
(Kizilyalli vd., 2022; Chaudhary vd., 2023; Mukherjee vd., 2024; Dasgupta vd., 2025). Bu
ylizden belirli bir uygulama ya da islev i¢in 6zel olarak tasarlanan, yiiksek hiz performansi,
kullanim alan1 verimligi ve diisiik gii¢ tiiketimine sahip uygulamaya 6zgii entegre devreler
(ASIC), modern sistemlerin temel yap1 taslarindan biri haline gelmistir (Cisneros vd., 2025;
Bhaduari vd., 2025; Babu vd., 2025). Haberlesme altyapilarindan otomotiv elektronigine,
tiikketici elektroniginden savunma ve uzay uygulamalarina kadar genis bir yelpazede kullanilan
ASIC’ler, genel amaglh mikro denetleyicilere kiyasla daha 6zellestirilmis ve optimize ¢oziimler
sunmaktadir (Gupte vd., 2025).

ASIC’ler milyonlarca hatta milyarlarca transistor iceren karmasik yapilar oldugundan tasarimi
tek bir soyutlama seviyesinde ele alinamayacak kadar kapsamli bir miithendislik gerektirir
(Aifer vd., 2025; Wilken, 2025). Bu ylizden modern ASIC tasarim siireci, sistem
gereksinimlerinin belirlenmesinden baslayarak mimari tasarim, RTL seviyesinde tanimlama,
fonksiyonel dogrulama, sentezleme, fiziksel tasarim ve silikon sonrasi dogrulamaya kadar
uzanan ¢ok asamali ve disiplinler arasi bir tasarim akisini icermektedir (Shetty, 2019; Rao vd.,
2025). Her bir asama bir sonraki adimin basarisini dogrudan etkileyen kritik kararlar
barindirmaktadir (Kommuru vd., 2009). Herhangi bir asamadaki kii¢iik bir hata yiiziinden
tasarim zamani ve maliyeti onemli dl¢iide artmaktadir. Bu yiizden tasarim siirecinin biitiinciil
bir bakis agisiyla ele alinmasini zorunlu kilmaktadir.

Bu ¢alismanin temel amaci, ASIC tasarim akisini ve kullanilan metodolojileri sistematik ve
anlasilir bir bicimde ele alarak bu alandaki arastirmacilara ugtan uca bir tasarim perspektifi
kazandirmaktir. Bu kapsamda ASIC tiirleri, endiistriyel uygulama alanlari, tam 6zel, yar1 6zel
ve programlanabilir tasarim yOntemleri ayrintili olarak incelenmistir. Modern ASIC tasarim
akismin her bir asamasi teknik detaylariyla agiklanmustir. Ozellikle RTL tabanli tasarim,
fonksiyonel ve formel dogrulama yontemleri, sentezleme, yerlestirme ve yonlendirme siiregleri
ile silikon sonrasi dogrulama asamalarina vurgu yapilarak, teorik bilginin pratik endiistri
uygulamalariyla iliskilendirilmesi hedeflenmistir.

1. Uygulamaya Ozgii Entegre Devre (ASIC):

ASIC’ler, belirli bir uygulama ya da gorev icin 6zel olarak tasarlanan entegre devrelerdir. Bu
entegre devreler milyonlarca hatta milyarlarca transistor iceren karmasik bir yapiya sahiptir.
Yiiksek karmasiklik seviyesi tasarimin tek bir soyutlama seviyesinde gerceklesmesini
zorlagtirmaktadir. Yalnizca sematik giris veya 6zel yerlesim gibi diisiik seviyeli soyutlamalar
kullanilarak tiim sistemin tasarlanmasi pratikte uygulanabilir degildir. Bu nedenle ASIC tasarim
stireci, birbirinden farkli soyutlama seviyelerine ve alt tasarim alanlarina ayrilmaktadir.

ASIC ornekleri arasinda uydu sistemlerinde kullanilan yongalar, mikroiglemciyi bir blok olarak
icerip diger mantiksal birimlerle birlestiren yongalar ve is istasyonlarinda bellek ile merkezi
islem birimi arasindaki ara yiizii kontrol eden yongalar yer almaktadir (Zahiri, 2003; Amara
vd., 2006; Xu, 2024). ASIC olmayan devrelere 6rnek olarak rastgele erisimli bellek (RAM),
salt okunur bellek (ROM) ve statik rastgele erisimli bellek (SRAM) gibi bellek yongalari ile
mikroislemciler gibi standart bilesenler verilebilir. Bu tiir devreler, uygulamaya 6zel standart
uriinler (ASSP) smifinda yer almaktadir (Richard, 2022). ASIC mimarilerinin sagladigi
performans ve alan verimliligine ragmen tasarim ve iiretim siireglerinden kaynaklanan bazi
sinirlamalart da bulunmaktadir. Bu kapsamda ASIC’lerin baglica avantajlar1 ve dezavantajlar
asagidaki gibi 6zetlenmistir.
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ASIC’lerin avantajlari:

e Belirli bir uygulamaya 06zel olarak tasarlandiklar1 icin istenildigi sekilde optimize
edilebilirler.

e Optimize edilmis yapilar1 sayesinde diisiik gii¢ tiiketimi ve yliksek performans ile ¢alisirlar.

e Genel amagh devrelere kiyasla daha hizli islem siireleri saglarlar.

e Kompakt yapilar1 sayesinde donanim sistemlerinde alan tasarrufu saglarlar.

e Yiiksek hacimli tiretimlerde birim maliyetleri diistiktiir.

ASIC’lerin dezavantajlari:

e Tasarim ve gelistirme siireci maliyetlidir.

Tasarim siiresi uzundur.

Uretim sonras1 degistirilemez ve yeniden programlanamazlar.

Tasarim hatalar1 veya giincellemeler i¢in yeni yonga tiretimi gereklidir.

Tasarim akisinda olasi bir hata maliyeti ve tasarim siiresini artirmaktadir.

Diistik hacimli tiretimlerde baslangic maliyeti yiiksek oldugu i¢in ekonomik degildirler.

2. ASIC’lerin Modern Endiistriyel Uygulamalar:

ASIC’ler, yiiksek performans, diisiik gii¢ tiiketimi ve daha kiiciik fiziksel alana sahip olma
avantajlarindan dolay1 gliniimiizde endiistriyel uygulamalarda yaygin sekilde kullanilmaktadir
(Supermicro, 2025). Belirli bir uygulamaya 6zel olarak tasarlanmalari, bu devreleri yiiksek
performans ve verimliligin kritik oldugu uygulamalar i¢in ideal hale getirmektedir. Bu boliimde
ASIC devrelerinin yaygin olarak kullanildig: baslica sektorler ve bu sektorlerde iistlendikleri
temel roller 6zetlenmektedir.

2.1. Telekomiinikasyon

ASIC’ler modern telekomiinikasyon altyapilarinda, ag anahtarlar1 ve yonlendiriciler igerisinde
yiiksek hizli veri yonlendirme ve paket anahtarlama islemlerini ger¢eklestirmek amaciyla
kullanilmaktadir (Zhang vd., 2000; Chen vd. 2009; Jiang vd., 2023). Telekomiinikasyon
alanindaki bu tiir uygulamalarda, ASIC’ler diisiik gecikme siireleriyle ¢alisarak genis lcekli
aglarda kesintisiz iletisim ve diizenli veri akisini giivence altina almaktadir (Schimansky vd.,
2023).

2.2. Otomotiv

ASIC’ler gelismis stiriicti destek sistemleri (ADAS) ve elektrikli araglarda, radar, lidar ve
kamera verilerinin gergek zamanli olarak islenmesini saglayan algilayict modiillerine entegre
edilmektedir (Giesemann vd., 2014; Garcia VD., 2024). ASIC’lerin yliksek hiz performansi
sayesinde yol kosullarindaki ani degisimlere hizli tepki verilerek siirlis giivenligi 6nemli dl¢giide
artirllmaktadir.

2.3. Tiiketici Elektronigi

Akillr telefonlarda kullanilan goriintii isleme birimleri genellikle ASIC tabanlidir. Goriintii
isleme birimlerinde ASIC’ler, yiiksek ¢ozlniirliiklii goriintii ve video verilerinin etkin bir
sekilde islenmesini saglarken, gercek zamanh yiiz tanima ve artirilmig gerceklik gibi gelismis
Ozelliklerin diisiik gii¢ tiiketimiyle ¢caligmasini saglamaktadir (Valle vd., 1995).
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2.4. Saghk Teknolojileri

Tibbi cihazlarda tasmabilir tani sistemlerinde ASIC’ler yaygin sekilde kullaniimaktadir.
Elektrokardiyografi monitorleri gibi cihazlarda, biyomedikal sinyallerin islenmesi ve verilerin
iletilmesini iistlenerek hizli ve dogru dlgiim sonuclari elde edilmesini saglamaktadirlar. Ayni
zamanda diistik gii¢ tiikketimi sayesinde cihazlarin pil dmrii uzatilmaktadir (Zhang vd., 2009).

2.5. Havacilik ve Uzay

ASIC’ler uydu haberlesme sistemlerinde, sinyal modiilasyonu ve hata diizeltme islemlerini
gerceklestirmek i¢in kullanilmaktadir. Enerji kaynaklarinin sinirli oldugu uzay ortamlarinda,
ASIC’lerin enerji verimliliginden faydalanilmaktadir (Gardenyes, 2011).

2.4. Uretim ve Endiistriyel Otomasyon

Endiistriyel otomasyon sistemlerinde, robot kollarin ve liretim hatlarinin kontroliinde ASIC’ler
yaygin sekilde kullanilmaktadir. ASIC tabanli kontrol devreleri, kodlayici, sensor ve geri
besleme birimlerinden gelen verileri ger¢ek zamanl olarak isleyerek motor siirme sinyallerini
aninda giincelleyebilmekte ve bodylece mikrometre seviyesinde konumlama dogrulugu ile
tekrarlanabilir hareketler gergeklestirilmesini saglamaktadir. Bu sayede robot kollarin
belirlenen yoriingeleri sapma olmadan takip etmesi, montaj ve paketleme gibi tekrarlayan
islemlerin yiiksek dogrulukla yiiriitiilmesi saglanmaktadir (Prasad vd., 2011; Alkhafaji vd.,
2018).

3. ASIC Tiirleri:

ASIC’ler, Sekil 1’den de goriildiigii iizere tasarim yontemine gore ii¢ farkli sinifa sahiptir. Bu
yontemler tam 6zel tasarim, yari 6zel tasarim ve programlanabilir tasarimdir. Bu ii¢ tasarim
yontemi arasinda kullanilan hiicre yapilari, tasarim esnekligi, performans ve gelistirme siiresi
acisindan farkliliklar bulunmaktadir.
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ASIC

[ Tam Ozel ] [ Yari Ozel ] [ Programlanabilir ]

I

I I !

FPGA

[ Kapi Dizisi Tabanh ] [ Standart Hiicre Tabanli ] \

PLD

[ Yapilandiriimig ] [ Kanalsiz ] [ Kanalli ]

Sekil 1 ASIC Tiirleri

3.1. Tam Ozel ASIC

Tam 6zel tasarimda devreyi olusturan tiim mantik hiicreleri, transistor seviyesinden itibaren
0zel olarak tasarlanmaktadir. Bu yontemde tasarlanan ASIC’in iiretim siireci yaklasik sekiz
haftadir. Bu yiizden tiim maske katmanlar1 6zel olarak olusturulur. Tam 6zel tasarimli
ASIC’lerde tasarimin tiim detaylarina miidahale edilebildiginden tasarimci optimizasyon
acisindan yiiksek esneklige sahiptir. En 6nemli avantajlart yiiksek performans elde edilmesi ve
biiyiik hacimli tiretimlerde birim maliyetin distriilmesidir. Ancak bu yontemin uzun tasarim
stiresi, dogrulama siireci zorlugu, yiiksek tasarim riski ve karmagsiklik gibi dezavantajlari
bulunmaktadir. Tam 06zel tasarim ASIC’ler hazir kiitliphanenin bulunmadigi, mevcut
kiitliphanelerin istenen hiz performansini saglayamadigi ya da gii¢ tiikketimi, maliyet ve yonga
alan1 gibi etkenlerin kritik oldugu durumlarda tercih edilmektedir.

3.2. Yar1 Ozel ASIC

Yar 6zel ASIC’lerde 6nceden tasarlanmis ve dogrulanmis standart hiicreler, tam 6zel olarak
gelistirilmis bloklar ve islevsel standart blok ¢ekirdekleri birlikte kullanilmaktadir. Yar1 6zel
ASIC’ler standart hiicre tabanli ve kapi dizisi tabanli olmak tizere iki ¢esittir.

3.2.1. Standart Hiicre Tabanh ASIC

Standart hiicre tabanli ASIC’ler, standart hiicre kiitiiphanesi kullanilarak tasarlanmaktadir.
Standart hiicre kiitiiphanesi and, or ve not gibi mantiksal kapilari, ¢oklayici ve flip flop gibi
onceden tasarlanmis mantik hiicrelerini icermektedir. Bu hiicreler standartlastirilarak ASIC
yonga tasarimlarinda kullanilmak tizere kiitliphanelerde saklanmaktadir. Sekil 2°den goriildiigi
tizere bir ASIC yongasi, bahsedilen bu mantik hiicrelerinin satirlar halinde yerlestirildigi bir
standart hiicre alan1 veya sabit blok icermektedir. Baz1 durumlarda mikro denetleyici veya
mikroiglemci gibi daha biiyiik ve karmasik yapilar da yonga icerisine entegre edilebilmektedir.
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Sabit Bloklar§

Standart Hiicre Tabanli ASIC
Sekil 2 Standart Hiicre Tabanli ASIC

Standart Hicre Aon ==
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Standart hiicre tabanli ASIC tasarimlarinda maske katmanlar1 6zellestirilebilir yapidadir. Bu
sayede tasarimcilar, standart hiicreleri yonga alani tizerinde istenilen konumlara yerlestirerek
alan kullanimin1 verimli hale getirebilmekte ve performansi en iist seviyelere ¢ikarabilmektedir.
Bu ASIC tasarim yontemi, hiicre tabanh tiimlesik devre tasarimi olarak da bilinmektedir.

3.2.2. Kapi Dizisi Tabanh ASIC

Kap1 dizisi tabanli ASIC’ler silikon yonga {lizerinde Onceden tanimlanmis transistor
dizilimlerine sahiptir. Transistorlerin yonga tizerindeki fiziksel konumlar: liretim asamasinda
sabitlenmistir. Tasarimci transistorlerin yerlesimine liretimden sonra miidahale edememektedir.
Ancak transistor arasindaki baglantilar tasarimei tarafindan 6zellestirilebilmektedir. Boylece
ayn1 yonga lizerinde farkli devre islevleri gerceklestirilebilmektedir.

Kap1 dizisi tabanli ASIC’ler kapt dizisi kiitiiphanesi kullanilarak tasarlanmaktadir.
Gergeklestirilen tasarimlar, baglanti yontemlerine bagli olarak kanalli kap1 dizileri, kanalsiz
kap1 dizileri veya yapilandirilmis kapi dizileri seklinde siiflandirilmaktadir. Sekil 3’te, kap1
dizisi tabanli ASIC tasarim yOntemleri olan kanalli kap1 dizileri, kanalsiz kap1 dizileri ve
yapilandirilmis kap1 dizilerinin yonga yerlesim yapilar: sematik olarak gosterilmektedir.

- Gémilli Blok

Kanallar . Temel Hiicre
. TemDeiIZ:-;lcre Dizisi
Temel
Hicreler ~—
Kanalli Kapi Dizileri Kanalsiz Kapi Dizileri Yapilandirilmis Kapi Dizileri

Sekil 3 Kapt Dizisi Tabanli ASIC Tasarim Yontemleri a) kanalli, b) kanalsiz, c)
vapilandirilmis

Kanalli kap1 dizileri yonteminde mantik hiicreleri arasinda baglantilarin gergeklestirilebilmesi

icin Onceden tanimlanmig yonlendirme kanallar1 bulunmaktadir. Bu kanallar, kablo
baglantilarinin diizenli ve 6ngoriilebilir bir sekilde yapilmasini saglar. Kanalli kap1 dizileri,
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standartlagtirilmis tasarimlar i¢in uygun olup, baglanti esnekligi gerektiren uygulamalarda
tercih edilmektedir.

Kanalsiz kapi dizilerinde, onceden tanimlanmis yonlendirme kanallari bulunmamaktadir.
Baglantilar dogrudan hiicrelerin iizerinden gecirilerek gerceklestirilmektedir. Bu yontemde
yonga alani daha verimli sekilde kullanilarak yonga yogunlugu artirilmaktadir. Boylece daha
kompakt tasarimlar elde edilmektedir.

Yapilandirilmis kapi dizileri, 6nceden tanimlanmis mantik bloklar1 ile 6zellestirilebilir baglant
katmanlarini bir arada sunmaktadir. Bu yontem tasarim esnekligi ile hizli gelistirme siireci
arasinda bir denge saglamaktadir. Hem performans hem de gelistirme siiresi agisindan avantajli
bir yontemdir.

3.3. Programlanabilir ASIC

Programlanabilir ASIC’ler programlanabilir mantik aygitlari (PLD) ve sahada programlanabilir
kap1 dizileri (FPGA) kullanilarak tasarlanmaktadir. Tasarimcei bu yontemde diger yontemlerde
gore daha yiiksek tasarim kolayligina sahiptir.

3.3.1 PLD Tabanh ASIC

PLD’ler ¢esitli mantiksal islemleri gerceklestirecek sekilde programlanabilen sayisal tiimlesik
devrelerdir. Tasarimcr yart iletken iiretim siirecine ihtiyag duymadan mantik devrelerini
gerceklestirebilmektedir. PLD’ler esneklikleri ve hizli yapilandirilabilmeleri sayesinde farkl
uygulama alanlarinda yaygin olarak kullanilmaktadir. Ancak kapasiteleri diisiik oldugundan
cok karmasik devrelerde PLD’ler tercih edilmemektedir.

3.3.2 FPGA Tabanh ASIC

Aslinda FPGA’ler de bir PLD ¢esididir. Ancak ¢ok daha farkli 6zelliklere ve kapasiteye sahip
oldugundan dolay1 genellikle PLD’lerden ayr1 bir baslikta degerlendirilmektedir. FPGA’ler
tasarimc1 gereksinimlerine bagli olarak tiretimden sonra yapilandirilabilmekte ve ayni donanim
farkli amagclarla tekrar tekrar programlanabilmektedir. Bu 6zellikleri sayesinde prototipleme
calismalari, diigik hacimli iretimler ve tasarim dogrulama siireclerinde yaygin sekilde
kullanilmaktadirlar. PLD ve FPGA tabanli ASIC’lerde, diger yontemlere gore gii¢ tiiketimi
daha yiiksek, kullanim alan1 verimliligi ve hiz performansi daha diistiktiir.

4. ASIC Tasarim Akisi

Genel olarak bir ASIC tasarim akis1 Sekil 4’te verilen yapiya sahip olup birden fazla adima
ayrilmaktadir. Bu asamalarin bazilar1 paralel olarak yiiriitiiliirken, bazilar1 ise sirali bigimde
gerceklestirilmektedir. Bu boliimde, modern endiistride kullanilan bir ASIC proje tasarim
dongiisiiniin nasil ilerledigi ele alinmaktadir.
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Gereksinimlerin UFI:JT.I : Sistem Mimarisi
—  Gereksinimleri/ » :
1. Asama Toplanmasi Spesifikasyonu Spesifikasyonu

v

RTL Tasarim
Sentezleme ve Yerlestirme ve
2. Asama Netlist » Esdegerlik Denetimi Yénlgen A
Olusturulmasi
Fonksiyonel
Dogrulama
3. Asama
Dogrulama

Sekil 4 ASIC Tasarim Akis1 Algoritmik Semast

4.1. Sistem ve Tasarim Gereksinimlerinin Toplanmasi

Genellikle bir yari iletken firmasinin miisterisi, gelistirilecek yongay1 kendi sistemlerinde veya
nihai iriinlerinde kullanmay1 planlayan baska bir sirkettir. Bu nedenle miisterinin
gereksinimleri, yonganin nasil tasarlanacagina karar verilmesindeki en biiyiik etkendir. Tasarim
stirecinin ilk adimi, miisteri gereksinimlerinin ayrintili bicimde toplanmasidir. Bu asamada,
gelistirilecek  iirliniin  pazardaki potansiyel degeri tahmin edilmekte ve projenin
gerceklestirilmesi i¢cin gerekli teknik, insan kaynagi ve zaman gibi kaynak gereksinimleri
degerlendirilmektedir. Bu degerlendirmeler, tasarimin kapsaminin belirlenmesi ve projenin
fizibilitesinin ortaya konulmasi agisindan oldukca énemlidir.

4.2. Uriin Gereksinimleri/Spesifikasyon

Bu asamada tasarlanacak yonganin islevselligini, ara birimlerini ve genel mimarisini soyut
diizeyde tanimlayan spesifikasyonlar toplanmaktadir. Bu spesifikasyonlar, yonganin hangi
gorevleri yerine getirecegini ve hangi donanimsal yeteneklere sahip olmasi gerektigini acikca
ortaya koymaktadir. Bu tiir gereksinimler asagidaki drneklerle ifade edilebilir:

e Sanal ger¢eklik uygulamalarimi desteklemek amaciyla goriintii isleme algoritmalarini
calistirabilecek hesaplama giiciine sahip olunmasi gerekmektedir.

e ki adet ARM A53 islemci cekirdegi icermeli ve bu cekirdekler alt1 yiiz megahertz
frekansinda calisabilmelidir.

e USB 3.0, Bluetooth ve ikinci nesil PCle arabirimlerini desteklemelidir.

e Uygun bir goriintii denetleyicisi ile birlikte 1920x1080 ¢oziiniirliigiinde ekran destegi
sunmalidir.
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Bu tiir mimari spesifikasyonlar, sistem seviyesinde tasarim kararlarinin verilmesini
saglamaktadir. Ayrica yonganin donanim kaynaklarinin, performans hedeflerinin ve arabirim
yapisinin belirlenmesinde bir yol haritas1 olusturmaktadir.

4.3. Sistem Mimarisi Spesifikasyonu

Bu asamada sistem mimarlari, yonganin nasil ¢calismasi gerektigine iliskin sistem seviyesinde
bir bakis acis1 gelistirmektedir. Mimari tasarim siirecinde, yonga icerisinde hangi bilesenlerin
yer alacagi, bu bilesenlerin hangi saat frekanslarinda ¢alisacagi, paketleme tiirii, dis diinya ile
haberlesmeyi saglayacak iletisim protokolleri, iirliniin calismast gereken sicaklik araligi, gii¢
tikketimi ve performans gereksinimlerinin nasil karsilanacagi belirlenmektedir. Veri akiginin
yonga icerisindeki nasil gerceklesecegi de bu asamada tammlanmaktadir. Ornegin bir
islemcinin sistem belleginden goriintii verilerini alarak bu veriler lizerinde islem yapmasi
sirasinda izlenen veri akisi mimari diizeyde ele alinmaktadir.

4.4. Kaydedici Transfer Seviyesinde (RTL) Tasarim

Basit bir ifadeyle RTL verinin bir kaydediciden bagka bir kaydediciye aktarilmasini esas alan
bir tasarim soyutlama diizeyidir. Diger soyutlama seviyelerindeki belirli sinirlamalar ve
dezavantajlar nedeniyle, tasarimcilar RTL soyutlamaya yonelmektedir. RTL, bir sayisal
tasarimin dijital kisminin davranisini soyut bir bigimde ifade etmektedir. RTL tanimi genellikle
Verilog ve VHDL gibi donanim tanimlama dilleri kullanilarak gerceklestirilmektedir. Senkron
mantik temelli bu soyutlama seviyesi, sistemin durum bilgisini tutan kaydediciler, bir sonraki
durumun girislerini belirleyen kombinasyonel mantik bloklari ve durum degisimlerinin ne
zaman gerceklesecegini kontrol eden saat sinyalleri olmak tizere {i¢ bilesenden olusmaktadir.
Bu yap1 sayesinde RTL seviyesi, tasarimin hem fonksiyonel davranisinin agik bir sekilde
tanimlanmasina hem de sentez ve dogrulama siireglerinin etkin bigimde yiiriitiilmesine olanak
saglamaktadir. Sekil 5°te bir RAM’in RTL soyutlama seviyesinde Verilog kodu verilmistir.

module ram_single_port
#(
parameter ADDR_WIDTH = 16,
DATA_WIDTH =32

input wire clk,

input wire we,

input wire [ADDR_WIDTH-1:0] addr,

input wire [DATA_WIDTH-1:0] din,

output wire [DATA_WIDTH-1:0] dout
);

reg [DATA_WIDTH-1:0] mem[2**ADDR_WIDTH-1:0];

always @(posedge clk) begin
if (we == 1) // write data to address 'addr'
mem{[addr] <=din;
end

// read data from current addr
assign dout = mem{[addr];

endmodule

Sekil 5 RTL Soyutlama Seviyesinde Verilog RAM Kodu
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4.5. Fonksiyonel Dogrulama

ASIC tasariminda dogrulama islemi, gelistirilen tasarimin beklenen islevleri dogru ve eksiksiz
bir bigimde yerine getirdiginin kontrol edilmesidir. Yonga tasarimi ve iiretimi yiiksek maliyetli
bir slire¢ oldugundan, tasarim hatalarinin {iretim sonrasinda fark edilmesi hem ekonomik hem
de teknik acgidan ciddi sonuglar dogurabilmektedir. Bu nedenle RTL dogrulama, ASIC
tasariminin en kritik ve en zor agsamalarindan biri olarak kabul edilmektedir.

Endiistride yaygin olarak kullanilan dogrulama yaklasimi fonksiyonel dogrulamadir. Bu
yontemde tasarimin RTL modeli, ¢esitli giris uyarimlar ile simiile edilmekte ve elde edilen
ciktilar beklenen sonuglarla karsilastirilmaktadir. Fonksiyonel dogrulama elektronik tasarim
otomasyonu (EDA) simiilator araglar1 kullanilarak yapilir. Dogrulama islemleri hem her bir
modiil i¢in hem de tiim tasarim i¢in gerceklestirilmektedir.

Fonksiyonel dogrulamanin kapsama oranimmi degerlendirmek amaciyla farkli kapsama
metrikleri kullanilmaktadir. Bunlar arasinda satir kapsamasi ve durum kapsamasi gibi Olgiitler
yer almaktadir. Satir kapsamasi, RTL kodundaki hangi satirlarin simiilasyon sirasinda
calistirildigint 6lgerken, durum kapsamasi tasarimin olasi durum uzaymin ne kadarinin
dogrulandigin1 gostermektedir.

4.6. Sentezleme ve Netlist Olusturulmasi

Sentezleme, donanim tanimlama dilindeki (HDL) tasarimi standart kapilar, flip floplar, hiicre
kiitiiphaneleri ve bellek bloklar1 kullanarak kapi seviyesinde donanim semasina doniistiirme
islemidir. Sentezleme araglari HDL'deki RTL tanimmi kapi seviyesinde bir netliste
dontistiirmeyi saglamaktadir. Bu siire¢ temel olarak ¢eviri, eniyileme ve esleme olmak tizere ii¢
ana adimdan olusmaktadir. Ceviri asamasinda, HDL bi¢iminde yazilmis kod kap1 seviyesinde
Boolean denklemlerine doniistiiriilmektedir. Eniyileme asamasinda ise bu Boolean denklemleri
sadelestirilerek daha az donanim kaynagi kullanacak sekilde diizenlenmektedir. Son agsamada,
eniyileme isleminde ge¢mis Boolean denklemleri hedef teknolojiye ait kiitiiphane
dosyalarindaki hiicrelerle eslestirilerek tasarimin netlist’i elde edilir.

Sentezleme aracglart HDL veya RTL ile tanimlanan tasarimi, hedeflenen hizda calisacak, belirli
bir yonga alanini agsmayacak ve kabul edilebilir gii¢ tiikketimi sinirlar1 iginde kalacak sekilde
kap1 seviyesinde bir devreye doniistiiriir. Bu araglar farkli tiretim teknolojileri i¢in hazirlanmig
hiicre kiitliphanelerini  kullanarak tasarimi, hedeflenen teknolojiye uygun bigime
doniistiirmektedir. Boylece farkl kisitlar1 ayni anda karsilayacak sekilde akilli hesaplamalar ve
optimizasyonlar gerceklestirebilmektedirler. Kullanilan kiitiiphaneler, yar1 iletken iiretim
tesisleri tarafindan saglanmakta olup, flip-floplar i¢in yiikselme ve diisme siireleri, kapilar i¢in
giris ve ¢ikis zamanlama bilgileri gibi farkli bilesenlere ait karakteristik verileri icermektedir.

4.7. Esdegerlik Denetimi

Esdegerlik denetimi ayni zamanda formel dogrulama olarak da bilinmektedir. Fonksiyonel
dogrulamada, devreye ¢ok sayida girig vektorii uygulanir. Elde edilen ¢ikis vektorleri beklenen
sonugclarla karsilagtirilarak dogrulama gerceklestirilir. Ancak tasarimlar biiyiidiik¢ce daha fazla
simiilasyon vektoriine ihtiya¢ duyulmaktadir. Bu durumda geleneksel simiilasyon araglariyla
yapilan regresyon testleri tasarim akiginda ciddi bir darbogaz haline gelmektedir. Esdegerlik
denetimi dogrulanmak istenen mantik yapisini matematiksel yontemler kullanarak ya mantiksal
bir spesifikasyonla ya da referans bir tasarimla karsilastirmaktadir. Fonksiyonel dogrulamadan
farkli olarak giris vektorlerine ihtiyag duymaz. Bu yontemde yalnizca mantiksal fonksiyonlar
dikkate alindigindan dogrulama siireci tasarimin fiziksel 6zelliklerinden bagimsiz olarak
gergeklestirilmektedir.
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4.8. Yerlestirme ve Yonlendirme

Olusturulan netlist fiziksel tasarim akisina girdi olarak verilmektedir. Bu asamada EDA
araglarinin yardimiyla otomatik yerlestirme ve yonlendirme islemleri gergeklestirilmektedir.
Bu tiir araglara 6rnek olarak Cadence Encounter ve Synopsys IC Compiler verilebilir.

Yerlestirme ve yonlendirme siirecinde, standart hiicreler yonga alani iizerinde satirlar halinde
uygun konumlara yerlestirilmekte, giris/¢ikis pinleri i¢in baglanti diizenleri tanimlanmakta ve
farkli metal katmanlar olusturulmaktadir. Ayrica zamanlama gereksinimlerinin
kargilanabilmesi icin gerekli noktalara tamponlar eklenmektedir. Bu islemlerin
tamamlanmasinin ardindan, yonganin fiziksel yerlesimini temsil eden bir yerlesim ¢iktisi elde
edilmektedir. Bu ¢ikt1 genellikle iiretim asamasi i¢in fabrikaya gonderilmektedir. Yerlestirme
ve yonlendirme asamasi iiretim teknolojisi diiglimiine ve fiziksel gerceklestirim ayrintilarina
hakim olan fiziksel tasarim ekibi tarafindan yiiriitiilmektedir. Bu ekip, tasarimin zamanlama,
alan ve tretilebilirlik gereksinimlerini karsilamasini saglayarak yonganin iiretime hazir hale
gelmesinden sorumludur. Sekil 6’da Cadence Encounter ortaminda gergeklestirilen otomatik

yerlestirme ve yonlendirme sonrasi olusan fiziksel tasarim goriiniimii verilmistir (ChipVerify,
2025).

Sekil 6 Otomatik Yerlestirme ve Yonlendirme Asamasi ile Elde Edilen ASIC Fiziksel Yerlesimi
4.9. Dogrulama

Bu asamada tasarlanan yonganin bir 6rnegi, ya ayni yari iletken firma tarafindan ya da TSMC
veya GlobalFoundries gibi iiciincii taraf bir firmaya génderilerek iiretilir. Uretilen 6rnek yonga
silikon sonrasi dogrulama siirecine alinmaktadir. Bu asamada farkli bir miihendis ekibi
tarafindan test cihazlari lizerinde c¢esitli testler uygulanir. Silikon sonrasi dogrulama siireci,
silikon Oncesi dogrulamaya kiyasla hata ayiklama acisindan ¢ok daha zordur. Bunun temel
nedeni yonga igerisindeki dahili diigiimlere erisimin biiyiik 6l¢iide kisitlanmis olmasidir. Ayrica
modern yongalarda bir saniye igerisinde milyonlarca saat ¢evriminin gerceklesmesi, hatanin
olustugu anin geriye doniik olarak izlenmesini son derece zaman alict hale getirmektedir.

Silikon sonras1 dogrulama agamasinda herhangi bir problem veya tasarim hatasi tespit edilmesi
durumunda ilgili hatanin RTL seviyesinde diizeltilmesi ardindan yeniden dogrulama yapilmasi
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ve tasarim akisindaki tiim sonraki adimlarin tekrar edilmesi gerekmektedir. Bu durum
dogrulama asamasinda ortaya ¢ikan hatalarin hem zaman hem de maliyet agisindan oldukc¢a
negatif sonuglar dogurabilecegini gdstermektedir. ASIC tasariminda faaliyetlerin biiylik bir
bolimii genellikle devrenin RTL taniminin dogrulanmasi ve optimize edilmesi {izerinedir.
Siireci otomatiklestirmek i¢in ¢ok sayida EDA aract mevcut olsa da bu araglarin hatali veya
bilingsiz kullanim1 verimsiz tasarimlara yol agabilmektedir. Bu ylizden tasarimcinin tiim
tasarim siireci boyunca bilingli ve dikkatli kararlar almasi biiyiik 6nem tasimaktadir.

ASIC’lerin genel amagl devrelere kiyasla sundugu yliksek performans, diisiik gii¢ tiiketimi ve
alan verimliligi gibi avantajlari, bu devrelerin giliniimiiz elektronik sistemlerinde neden
vazgecilmez hale geldigini agikca ortaya koymaktadir. Bununla birlikte yiiksek tasarim maliyeti
ve karmasgik gelistirme stireci gibi dezavantajlar, ASIC tasariminin dikkatli planlama ve dogru
metodolojiler yapilmasi gerektigini gostermektedir.

ASIC tasarim akist boyunca sistem gereksinimlerinin dogru tanimlanmasinin, mimari
kararlarin saglikli bigimde alinmasinin ve RTL seviyesinde yapilan dogrulamanin tasarimin
basaris1 agisindan oldukga kritiktir. Ozellikle fonksiyonel dogrulama, formel dogrulama ve
esdegerlik denetimi gibi asamalar, {iretim 6ncesinde olas1 hatalarin tespit edilmesini saglayarak
maliyetli tasarim hatalariin O6niine gegmektedir. Sentezleme, yerlestirme ve ydnlendirme
stirecleri ise tasarimin fiziksel olarak {iretilebilir hale gelmesini saglayip zamanlama, alan ve
gli¢ gereksinimlerinin kargilanmasinda belirleyici rol oynamaktadir.

ASIC tasarimi yalnizca otomatik EDA araglarinin kullanildig: bir siire¢ degil, ayn1 zamanda
tasarimcinin - deneyimine ve bilingli miihendislik kararlarina dayanan karmasik bir
optimizasyon problemidir. Bu calismada ASIC tasarim akist ve metodolojileri biitlinciil bir
yaklasimla sunularak, arastirmaci ve tasarimcilarin hem teorik hem de pratik a¢idan saglam bir
temel kazanmasi amaclanmistir. Sunulan bilgiler gelecekte gelistirilecek yiiksek performansl
ve enerji verimli entegre devre tasarimlarina rehberlik edecek niteliktedir.
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Giris:

Glin gectikee artan niifus beraberinde hizla artan bir enerji ihtiyaci olusturmaktadir.
Artan enerji ihtiyaci ¢evreci, temiz ve siirdiiriilebilir olmalar1 nedeniyle son yillarda yaygin
olarak kullanilan yenilenebilir enerji kaynaklarina olan ilginin artmasina neden olmaktadir. Bu
durum enerji sektoriindeki yeni yatirimlarin yenilenebilir enerji kaynaklarina ydnelmesini
saglamakta, yenilenebilir enerji kaynaklarinin kullanimini arttirmaktadir. Yenilenebilir enerji
kaynaklarindan (giines, riizgar, dalga, biokiitle, jeotermal ve hidro enerji) riizgar enerjisi ise
sirdiiriilebilir olmasi, minimum maliyet etkisi ve ¢evreyi kirletmemesi nedeniyle tercih
edilmektedir. Ayrica riizgar tiirbinlerinde meydana gelen teknolojik gelismeler ve bunun
yaninda rilizgar enerjisinden elektrik enerjisi iiretmek i¢in olusan maliyetlerin geleneksel
elektrik santralleriyle yarigabilecek seviyelerde olmasi da yenilenebilir enerji kaynaklari
arasinda riizgar enerjisinin tercih edilmesini saglamaktadir [Barbosa De Alencar et al., 2017;
Cakiroglu et al., 2024].

Son yillarda artan yenilenebilir enerji yatirimlari diinyada ve Tiirkiye’de hizla artmakta,
bununla birlikte riizgar enerjisinden elde edilen elektrik enerjisinin kurulu gii¢ igerisinde pay1
da artmaktadir. Diinyada IRENA (International Renewable Energy Agency) 2025 Enerji
[statistik Raporu’na gére 2015 yilinda 416 385 MW olan riizgar enerjisi kapasitesi 2024 yilinda
1 132 657 MW’a ulasmistir. Riizgar enerjisi tiretimi ise 2015 yilinda 827 996 GWh iken 2023
yilinda 2 303 935 GWh degerine ulagsmistir [IRENA, 2025]. Tablo 1’de Tiirkiye i¢in 2024
yilinda yenilenebilir enerji kaynaklarindan tiretilen elektrigin miktar1 ve yenilenebilir enerjinin
tiretilen elektrik igerisindeki ylizdesi verilmistir. Tablo 2’de ise Tiirkiye’de 2014 ve 2024
yillarinda yenilenebilir enerji kaynaklarindan iretilen elektrik enerjisi ve kurulu gii¢
igerisindeki yilizdesi sunulmustur. Riizgar enerjisinin kurulu gii¢ igerisindeki yiizdesi 2014
yilinda %5,2 iken 2024 yilinda bu oran iki kattan fazla artarak %11,1 olmustur [TEIAS, 2024].

Tablo 1. 2024 yil1 Tiirkiye yenilenebilir enerji kaynaklarindan {iretilen elektrik miktari
ve yiizdesi [TEIAS, 2024]

GWh %
Yenilenebilir+ Atik 9.452.9 5,80
Riizgar 36.826.4 22.59
Giines 30.746,0 18,86
Barajh 57.149,6 35,06
D.Gol Ve Akarsu 17.703,6 10,86
Jeotermal 11.139,9 6,83
TOPLAM 163.018,3 100,00
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Tablo 2. 2014 ve 2024 yillarin igerisinde yenilenebilir enerji kaynaklarindan tiretilen
enerji miktar1 ve kuru giic icerisindeki yiizdesi [TEIAS, 2024]

Hidrolik Jeotermal Riizgar Giines
2014 23.643,2 404,9 3.629,7 40,2

% 34,01 0,58 5,2 0,1
2024 32.203,0 1.733,5 12.870,8 20.232,1
% 27,70 1,49 11,1 17,4
Birim: MW

Riizgar enerjisi kullaniminin artmasiyla birlikte yapis1 geregi hava olaylarina bagl olarak
yiiksek dalgalanma ve aralikli olmas1 nedeniyle elektrik sebekesinin dengesi ve giivenilirliginde
istenmeyen durumlar meydana getirmektedir. Bu istenmeyen durumlarin istesinden gelmek
icin riizgar davranisini onceden tahmin etmek, tiretilecek enerji i¢in en az bir giin 6nceden
tahmin yapabilmek 6nem tasimaktadir. Yapilacak dogru tahminler enerji planlamasi, sistemin
yoOnetimi, tiretimin sevk ve idaresi i¢in onem tasimaktadir. Riizgar tiirbinlerinden iiretilecek
enerjinin tahmini bu nedenlerden dolay1 arastirmacilar i¢in ilgi odagi olmus, ¢esitli yontemler
ve farkli veriler kullanilarak iiretilecek enerjiyi tahmin edilmeye yonelik ¢aligmalar yapilmistir.
Riizgar enerjisi tahmini {izerine yapilan ¢alismalar Sekil 1°de verilen fiziksel modeller, veri
odaklr istatistiksel yontemler olarak ikiye ayrilir [Tascikaraoglu & Uzunoglu, 2014]. Bu
yontemlerin bir arada kullanildig: hibrit yontemlerde bulunmaktadir.

Riizgar Enerjisi Tahmin Yontemleri

Veri odakh

Fiziksel Yontemler istatistiksel Yontemler

Sekil 1. Riizgar enerjisi tahmin yontemleri

Fiziksel yontemlerde, meteorolojik Olclimler atmosferik denklemlerle kullanilarak hava
tahminine bagl olarak riizgar hiz1 tahmini yapilir. Riizgar hiz1 tahmini yapildiktan sonraki
adimda iiretilen enerji tahmini yapilmaktadir. Fiziksel modellerde hesaplama maliyetinin
yiiksek olmasi, yerel topografya 6zelliklerinin tahminde etkisinin sinirli olmasi ve tasariminin
zaman alict olmas1 olas1 dezavantajlardir. Ayrica fiziksel tabanli yontemler riizgar tiirbini
ozelliklerinin denklemler ve modellemeler kullanilarak riizgar hizi tahmini yapilmasini da
icermektedir [Zhao et al., 2017; Jiang et al., 2021] .

Veri odakli istatistiksel yontemler gecmis verileri yapay zeka tabanli yontemlerle kullanarak
giris verileri ile ¢ikis arasinda dogrusal olmayan iliskiler kurarak en dogru tahmin yapmay1
amaglar. Meteorolojik veriler, ge¢mis iiretim verileri, zaman serileri gibi veriler kullanilarak
yapay sinir aglari, makine 6grenmesi yontemleri, topluluk algoritmalari ve derin 6grenme
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yontemleri egitilir, sonrasinda yeni durumlar i¢in tahmin yapilir [Javed et al., 2022; Li et al.,
2022].

Hibrit yontemler tahmin dogrulugunu arttirmak, var olan metodun eksiklerini gidermek i¢in
fiziksel ve istatistiksel yontemlerin bir arada kullanildig1 yontemlerdir. Sayisal hava tahmini
verileri, yapay sinir aglari, makine 6grenmesi yontemleri ve derin 6grenme yontemleri bir arada
kullanilmaktadir. Birden fazla algoritmanin bir arada kullanildigi, farkli islem adimlari igeren
yontemlerdir [ Xu et al., 2015; Zjavka, 2015].

Bu calisma kapsaminda, riizgar tiirbinlerinin sebekeye baglantisinda ortaya ¢ikan belirsiz
tiretim durumunun iistesinde gelmek ve enerji iiretimini 6nceden tahmin ederek kararli ve
giivenli bir baglant1 yapabilmek amaciyla riizgar enerjisi tahmini i¢in kullanilan fiziksel ve veri
odakli istatistiksel yontemler, bu yontemlere ait literatiirde var olan ¢aligmalar incelenmistir.

2. Fiziksel yontemler:

Riizgar hiz1 ve buna bagli olarak {iretilen riizgar enerjisinin tahmin edilmesi amaciyla fiziksel
yontemlerde arazi bilgileri, rlizgar ¢iftliginin diizeni ve sicaklik, basing, nem gibi atmosferik
veriler matematiksel ifadelerle kullanilmaktadir. Fiziksel yontemler sekil 2°de verildigi iizere
Sayisal Hava Tahmini ve Mekansal Korelasyon olarak ikiye ayrilir.

Sayisal hava tahmin modeli en ¢ok kullanilan fiziksel yontem olup uzun vadeli tahmin yapmak
icin kullanilmaktadir [Zhao et al., 2017; Dzebre et al., 2021; Zu et al., 2015]. Sayisal hava
tahmini yontemleri var olan belirsizlikler ortadan kaldirmak amaciyla ¢esitli yapay zeka tabanl
yontemlerle bir arada kullanilmaktadir.

Mekansal korelasyon, bir konumdaki riizgar hizinin yakin konumlarda bulunan diger riizgar
hizlar ile iligkili olmasi ilkesine dayanir. Bu yontem daha ¢ok ¢oklu tiirbin igeren riizgar
ciftliklerinde, arazi yapisinin uygun oldugu topografyalar i¢in kullanilmaktadir. Sayisal hava
tahmin modeline gore hesaplama maliyeti diisliktlir fakat uzun vadeli tahmin i¢in yetersiz
kalabilir. Mekansal korelasyon analizi istatistiksel yontemlerle bir arada kullanilarak tahmin
dogrulugu arttirilmaya calisilmistir [Zhao et al., 2024; Jiang et al., 2021]

Fiziksel Tahmin Yontemleri

Sayisal Hava Tahmini Mekdnsal Korelasyon

Sekil 2. Fiziksel tahmin yontemleri.

Zhao ve arkadaslari, calismalarinda sayisal hava tahmin simiilasyonlarinin (Weather Research
and Forecasting-WRF Modeli) belirsizliklerini ortadan kaldirmak amaciyla Cuckoo Arama
Algoritmasi ile optimize edilmis bulanik C-ortalamalar kiimesi yontemini kullanmistir [Zhao
et al., 2017]. Zhao ve arkadaslari, riizgar hiz1 tahminlerinin dogrulugunu arttirmak amaciyla
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Cuckoo Arama algoritmasi —Bulanik Sistem ve sayisal hava tahmin sonuglarini kullanmislardir
[Zhao et al.,2016].

Dzebre ve arkadaslari, Gana kiyilart i¢in optimize edilmis WRF modelinin riizgar hiz1 verisi
iretmekteki performansin1 ve uygunlugunu degerlendirmek igin analizler yapmuslardir.
Simiilasyon sonuglar1 Gana kiy1 bolgelerinde farkli noktalardan alman Olg¢limlerle
karsilastirilmis, performans kriterleri ile modelin iyi performans gosterdigini ve giivenilir
oldugunu gostermislerdir [Dzebre et al., 2021].

Xu ve arkadaglari, kisa vadeli rlizgar giicii tahmin isleminde sayisal hava tahmininde hatali
veriyi veri madenciligi yontemleri ile tespit ederek, riizgar giicii tahmin dogrulugunu arttirmay1
amaclamaktadir. Sayisal hava tahmininde meydana gelen hatalarin tanimlanmasi i¢in K-
ortalama kiimeleme yontemini kullanmislardir [Xu et al., 2015].

Zjavka, calismasinda sayisal hava tahmin verilerini kullanarak kisa vadeli riizgar hizi
tahminlerinin diizeltilmesini amaglamaktadir. Sayisal hava tahmin modelleri, genis 6l¢ekli hava
kosullarin1 tahmin etmekte iyi olsa da arazi kosullarindan etkilendigi i¢in bazi durumlari
tanimlamakta yetersiz kalir. Istatistiksel modeller ise daha kisa vadeli tahmin yapar ama yerel
ozellikleri tahmin etmekte bagsarilidir. Sayisal hava tahmin modellerinin ¢iktilarini Gelistirilmis
Diferansiyel Polinom Yapay Sinir Ag1 kullanarak diizeltmeyi amaclar [Zjavka, 2015].

Wang ve arkadaslari, riizgar enerjisi tahmini i¢in sayisal hava tahmin verilerini kullanarak
Derin Inang Ag1 ydntemini uygulamislardir. Sayisal hava tahmin verilerini islemek i¢in K-
ortalama kiimeleme algoritmasini kullanmiglar, Morlet Sinir ag1 ve Geri Yayilim Sinir agina
gore daha yiiksek dogruluk elde etmislerdir [Wang et al., 2018].

Damousis ve arkadaslari, bulanik mantik ve genetik algoritmay1 bir arada kullanarak riizgar
hizin1 ve buna bagli olarak riizgar giiciinii tahmin etmeyi amaglayan bir ¢alisma yapmislardir.
Calismalarinda ¢cevredeki meteoroloji istasyonlarindan gelen verileri mekansal korelasyonla bir
arada kullanarak, diiz ve daha karmasik arazilerde riizgar hiz1 tahminini en dogru sekilde tahmin
etmeyi amaglamiglar, diiz arazide mekansal korelasyonun dogrulugu arttirdigi, karmasik
arazide tahmin dogrulugunu azalttigin1 géstermislerdir [Damousis et al., 2004].

Barbounis ve arkadasi, Yerel Geri Beslemeli Dinamik Bulanik Sinir Agini riizgar hizin1 tahmin
etmek i¢in kullanmiglardir. Yunanistan Selanik Korfezi’nde bulunan 3 farkli meteoroloji
istasyonundan alman verileri mekansal korelasyon i¢in islemisler, riizgarin bir noktadan
digerine fiziksel olarak tasindigi gercegini yapay zeka mimarisi ile birlestirmislerdir. Diger
yontemlerden daha iyi sonug¢ elde etmisler ve sonuglar1 karsilastirmislardir [Barbounis &
Theocharis, 2007].

Zhao ve arkadaglari, tiirbin degiskenleri ve meteorolojik degiskenler arasindaki mekansal
korelasyonu kuracak Cift Dikkat Tabanli Mekansal-Zamansal Sinir Agin1 kullanarak orta
vadeli riizgar giicii tahmini yapmislardir. Cin’den elde edilen veri seti ve acgik kaynak veri seti
ile analizleri yapmislar, diger yontemlere gore daha iyi sonuclar elde etmislerdir [Zhao et al.,
2024].

Jiang ve arkadaglari, riizgar hizi tahmini yapmak ve riizgar hizinin dalgalanmanin yapisi
nedeniyle olusan belirsizligin iistesinde gelmek icin mekansal korelasyon ve Ampirik Mod
Ayristirma ydntemlerini igeren hibrit bir ydntem onermislerdir. Onerilen ydntem ile, Cin'in
Shandong eyaletindeki bulunan riizgar c¢iftliginin dort mevsime ait verileri ile test edilmis,
Rastgele Ormanlar, Destek Vektor Makinesi ve Yapay Sinir Aglar1 gibi yontemlere gore daha
yuksek dogrulukta tahminler yapilmistir [Jiang et al, 2021].

Hu ve arkadaglar, riizgar hiz1 tahminindeki belirsizlikleri ve Sayisal hava tahminindeki hatalar
en aza indirmek i¢in Gauss silireci tabanli, mekansal korelasyon ve sayisal hava tahmini
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verilerini entegre eden bir yontem onermistir. Cin’de bir rlizgar ¢iftliginden alinan verilerle
testler gerceklestirildiginde onerilen yontem ile tahmin dogrulugunun arttig1 gézlemlenmistir
[Hu et al, 2021].

3. Veri odakh istatistiksel yontemler:

Istatistiksel yontemler ¢ok fazla ve dogrusal olmayan verilerin oldugu durumlarda, verileri
isleyerek en dogru sonuca ulasmayi1 amaclayan yontemlerdir. Riizgar hiz1 ve riizgar enerjisi
tahmininde yaygin olarak kullanilmaktadir. Veri odakli istatistiksel yontemler Sekil 3’te
verilen, yapay sinir ag1 yontemleri, makine Ogrenmesi yontemleri, topluluk &6grenme
algoritmalar1 ve derin 6grenme algoritmalar1 olmak iizere dort ana baglikta incelenebilir. Bu
yontemlerin performansini arttirmak, hesaplama ytikiinii azaltmak ve en dogru tahmini yapmak
amaciyla farkli veri isleme ve parametre optimizasyon yontemleri ile birlikte de
kullanilmaktadir.

Veri Odakh istatistiksel Yontemler

Derin Ogrenme
Yontemleri

Topluluk Ogrenme
Yontemleri

Yapay Sinir Agi Makine Ogrenmesi
Yontemleri Yontemleri

Sekil 3. Veri odakl istatistiksel yontemler

3.1.Yapay sinir ag1 yontemleri:

Yapay sinir ag1 yontemleri, veriler arasindaki dogrusal olmayan iligkiyi iyi analiz etmesi, cok
degiskenli verilerle analizler yapabilmesi ve giriiltiilii verilerle bas edebilmesi nedeniyle
siklikla tercih edilmekte, tahmin, tanimlama, kontrol ve siniflandirma islemlerinde yaygin
olarak kullanilmaktadir. Kendi kendine 6grenme yetenegi ve tahminlerde yiliksek dogruluk
saglamasi avantajlarindandir. Yapay sinir aglari temel olarak {i¢ katmandan olugmaktadir. D1s
diinyadan giris verilerinin alindig1 giris katmani, verilerin islendigi gizli katman ve sonuglarin
retildigi ¢ikis katmanidir. Gizli katmanda farkli aktivasyon fonksiyonlar1 ve agirlikli
baglantilar vasitasiyla veriler islenerek ¢ikis katmanina iletilmektedir. Yapay sinir aglari, riizgar
hiz1 ve riizgar enerjisi tahminlerinde de literatiirde siklikla tercih edilmekte, c¢aligmalar
yapilmaktadir. Literatiirde kullanilan yapay sinir ag1 yontemleri Sekil 4’de verilmistir.
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|"'l Geri Beslemeli Sinir l"ll
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Elman Sinir A1

Yapay Sinir Agi
Yontemleri

Cok Katmanli
Algilayici Sinir Ag:

f Radyal Taban \
Fonksiyonu Sinir Agy
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Sekil 4. Riizgar enerjisi tahmininde kullanilan yapay sinir ag1 yontemleri

Mabel ve arkadasi, diinyamin en yogun riizgar tiirbini yogunluguna sahip Hindistan’in Tamil
Nadu eyaletindeki Muppandal bélgesinde bulunan riizgar santrallerinin enerji tiretimini tahmin
etmek icin ileri beslemeli ve geri yayillmli Yapay Sinir aglarini kullanmistir [Mabel &
Fernandez, 2007].

Xu ve arkadasi, rlizgar enerjisi tahmini i¢in sinir agmnin kendi kendine 6grenme yetenegi
nedeniyle Elman Sinir Agin1 kullanmiglardir. Riizgar hizi, riizgar yont, sicaklik, nem ve basing
ozelliklerini igeren veri seti Cin’de bulunan bir riizgar santralinden elde edilmis, modeli
optimize etmek i¢in pargacik siiriisii optimizasyon algoritmasini kullanmiglardir [Xu & Mao,
2016].

Shetty ve arkadaslari, riizgar giiclinii tahmin etmek amaciyla, Radyal Taban Fonksiyonu sinir
ag1 kullanmuslar, 6grenme hizini arttirmak igin Asir1 Ogrenme Makinesi, model optimizasyonu
icin ise Pargacik Siirli Optimizasyon algoritmasi kullanmislardir [Shetty et al., 2016].

Bilal ve arkadaslari, Senegal’de farkli dort bolgeden aldigi iklim degiskenlerine bagli mekansal
ve zamansal verileri sinir aglart ile kullanarak riizgar tiirbini ¢ikig giicli tahmini yapmustir.
Uretilen giiciin tiirbinin bulundugu bélgenin dzelliklerine ve riizgar yoniine biiyiik 6l¢iide bagl
oldugunu gostermislerdir [Bilal et al., 2018].

Nielson ve arkadaslari, riizgar tiirbinlerinin gii¢ liretim tahminlerini iyilestirmek amaciyla
atmosferik kararlillk ve hava yogunlugunu dikkate almus, ileri Beslemeli Sinir Agi
kullanilmistir. Gii¢ ve riizgar verileri Amerika Birlesik Devleti Lowa eyaletinde bulunan
meteoroloji kulesine sahip bir 2,5MW kapasiteli riizgar tiirbininden elde etmislerdir. Riizgar
hiz1 verisinin yaninda, tahmin modeline hava yogunlugu, riizgar sapmasi, tlirbiilans yogunlugu
gibi parametrelerde vermilerdir. Elde edilen sonuclari literatiirden farkli yontemlerle
karsilastirmis, onerilen yontemin diisiik hata orani, diisliik maliyet ve uygulanabilirlik agisindan
uygun oldugunu gostermislerdir [Nielson et al., 2020].

Javed ve arkadaslari, calismalarinda riizgar tiirbinlerinin mekanik giiciinii riizgar hizi, kanat
egimi, tiirbin rotorunun agisal hiz1 ve giic katsayis1 gibi verileri ileri Beslemeli Geri Yayilim
Sinir Aglar1 ve Ozyinelemeli Sinir aglari ile kullanarak riizgar enerjisini tahmin etmislerdir.
Farkli gizli katman sayisi, aktivasyon fonksiyonu ve 6grenme orani gibi faktorler ile en iyi
tahmine ulagsmay1 hedeflemislerdir. Diisiik hesaplama karmasikligi, sicaklik ve basing gibi
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veriler kullanilmadigindan sensér maliyetlerinden tasarruf edildiginden diisiik maliyet ve
genellenebilir olmasi gibi avantajlara sahiptir. Uzun kisa siireli Bellek aglarindan daha iyi
performans elde etmislerdir [Javed et al., 2022].

Matip ve arkadaslari, Weibull parametrelerini kullanarak riizgar giicii tahmini yapmak amaciyla
Cok Katmanli Algilayict Sinir agini, model egitimi i¢in gradyan geri yayilim algoritmasini
kullanmislardir. [Matip et al., 2022]

Karami ve arkadaslari, gii¢ egrisine dayali riizgar giicli tahmininde belirsizlikleri ortadan
kaldirmak amaciyla bayes tabanli Olasiliksal Sinir Ag1 6nermislerdir. Onerilen yontemi gergek
bir veri seti ile test etmis ve etkinligini kanitlamiglardir. [Karami et al., 2022]

3.2. Makine Ogrenmesi Yontemleri:

Makine 6grenmesi tabanli yontemler ge¢mis verileri kullanarak veriler arasindaki dogrusal
olmayan iligkileri tanimlamak icin istatistiksel, olasiliksal ve optimizasyon tekniklerini
kullanan yontemlerdir. Makine 6grenmesi yontemleri geleneksel yontemlerde denklemlere
dayal1 olarak yapilan islemlerin aksine verilerden en 6nemli 6zellikleri otomatik olarak belirler
ve iligkiler kurar. Gegmis verileri kullanarak egitilen model, yeni verileri tahmin etmek i¢in
hazir hale gelir. Riizgar hiz1 ve riizgar enerjisi tahmininde de siklikla tercih edilmektedir.
Literatiirde riizgar enerjisi tahmininde kullanilan yontemlere Sekil 5’te 6rnekler verilmistir.
Makine 6grenmesi algoritmalar1 hiper parametre ayari igin siklikla optimizasyon algoritmalari
ile birlikte kullanilmaktadir.

Asirt Ogrenme Makinesi Destek Vektdér Makinesi

Topluluk Ogrenme

Yontemleri

K-En yakin Komsuluk

Karar Agaci Algoritmasi

Sekil 5. Makine 6grenmesi yontemleri

Zamerr ve arkadaslari. [16], 6zellik se¢imi ve regresyon i¢in makine 6grenmesi tekniklerinin
bir kombinasyonunu kullanan Makine Ogrenmesi Tabanli Kisa Vadeli Riizgar Enerjisi Tahmini
sistemi Onermislerdir. Destek Vektor Regresyonunun genelleme giicii ile hibrit sinir aglarmin
o0grenme kapasitesini Gelistirilmis Parcacik Siirli Optimizasyonu ile optimize ederek, giinliik
bazda giivenilir bir kisa vadeli tahmin sistemi olusturmuslardir [Zameer et al., 2015].

Demolli ve arkadaslari, dort farkli konum i¢in giinliik riizgar hizi, saatlik riizgar hizinin giinliik
standart sapmasi ve lretilen giinliik riizgar enerjisi verilerini kullanmiglardir. Uzun vadeli
rlizgar enerjisi tahmini yapmak icin k-en yakin komsuluk, Asir1 Gradyan Arttirma (XGBoost),
Rastgele Orman ve Destek Vektor Regresyonu yontemlerini uygulamiglardir [Demolli et al.,
2019].
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Tan ve arkadaslari, riizgar giicii tahmini i¢in hizli 6grenme, hizli ve giiclii genelleme yetenegi
nedeniyle Asir1 Ogrenme Makinesini (Extreme Learning Machine-ELM) tercih etmis,
parametre optimizasyonu i¢in Salp Siirii Algoritmasini kullanmislardir. Geri yayilim Sinir Agi,
ELM ve pargacik siirii algoritmasi ile optimize edilmis ELM ile sonuglar1 karsilastirmislardir
[Tan et al., 2020].

Singh ve arkadasi, SCADA’dan alinan zaman serilerinden olusan veri setini kullanmiglar, veri
setini analiz etmek i¢in grafiksel bir ara¢ tasarlamiglardir. Eksik verileri, mevcut veriler ve
teorik bilgilere dayali olarak dogrusal enterpoasyonla tamamlayip, min-max Normalizasyon
uygulamiglardir. Tahmin i¢in Rastgele Ormanlar, Uzun Kisa Siireli Bellek Ag1 ve XGBoost
Regresyon algoritmasi kullanarak, en iyi performans1 XGBoost ile elde etmislerdir [Singh &
Rzvan, 2022].

Zheng ve arkadaglari, kisa vadeli riizgar giicli tahminindeki belirsizlikleri ortadan kaldirmak
amaciyla dort asamali bir model 6nermislerdir. Topluluk Ampirik Mod Ayristirmast ile veriler
bilesenlere ayrilmis, daha az bellek gereksinimi ve daha hizli 6§renme kapasitesine sahip
oldugu i¢in En Kiigiik Kareler Destek Vektor Makinesi ile tahmin yapilmislardir. Destek Vektor
Makinesinin parametre optimizasyonu i¢in Gelistirilmis Ser¢ce Arama Algoritmasini
kullanmiglar, onerilen hibrit yontem ile yiiksek hassasiyet, genelleme yetenegi ve hizli
yakinsama ile kritik bir model ortaya koymuslardir [Li et al., 2022]

Liao ve arkadaslari, rlizgar enerjisindeki keskin dalgalanmalar1 ve belirsizlikleri yonetmek
amaciyla elde edilen veri setine ilk olarak giiriiltii azaltmak amaciyla Tam Topluluk Mod
Ampirik Ayristirmasi ve dalgacik doniisiimiinii birlestiren bir yontem uygulamis daha sonra
ozellik alt kiimelerini c¢ikarmiglardir. Hafif Gradyan Arttirma Makinesi (LightGBM)
olusturulan hibrit yontem ile tahmin yapmuslar, diger makine dgrenmesi yontemlerine gore
iistlin basari elde etmislerdir [Liao et al., 2022].

3.3. Derin Ogrenme Yontemleri:

Son yillarda yaygin olarak kullanilan, birden fazla gizli katmana sahip makine 6grenmesi
yontemlerinin bir uzantisidir. Dogrusal olmayan karmasik iliskiler ile zamansal ve mekansal
verileri bir arada isleyebilme, biiyiik verilerle calisabilme yetenegine sahiptir. Coklu gizli
katmana sahip olmasi sayesinde daha derin 6zelliklerin ¢ikarilmasina, siniflandirma veya
tahmin performansinin arttirilmasina olanak saglar. Riizgar enerjisi tahmininde, yaygin olarak
kullanilan yapay sinir aglar1 ve makine 6grenmesi yontemlerinin yaninda var olan eksiklikleri
gidermek icin Sekil 6’da verilen Derin Ogrenme Yontemleri son yillarda siklikla
kullanilmaktadir.

Derin Ogrenme Yontemleri

Evrigimii sinir Agi Zamansal Evrigimli Sinir Ag Derin inang Agi Uzun Kisa Siireli Bellek A§l ll 6zyinelemeli Sinir Agi

Sekil 6. Derin Ogrenme Y 6ntemleri
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Liu ve arkadaslari, riizgar enerjisini tahmin etmek amaciyla Uzun Kisa Siireli Bellek agini
kullanmig, zaman serisini sinyallere ayristirmak ve analiz etmek amaciyla Dalgacik
Déniisiimiinii uygulanustir. Ozyinelemeli Aglar1 ve Geri yayilim sinir aglarina gére
istiinliiklerini istatistiksel performans metrikleri ile gostermislerdir [Liu et al., 2019].

Sun ve arkadaslari, gergek zamanl riizgar giicii tahmini i¢in Cin’de bulunan bir santraldeki
Dagitilmis Kontrol sistemlerinden alinan buhar basinci, sicakligi, valf agikligi, rotor hiz1 gibi
on farkli 6l¢iim bilgisini kullanmiglardir. Ozyinelemeli Sinir Ag1 (Recurrent Neural Network-
RNN) ve Evrisimsel Sinir Agmi (Convolutional Neural Network-CNN) tahmin ig¢in
kullanmiglardir. RNN ile en iyi performansi elde etmislerdir [Sun et al., 2021].

Liu ve arkadaslari, bir riizgar ¢iftligindeki ¢cok sayida tiirbin i¢in kisa vadeli gii¢ tahmini yapmak
amaciyla tirbinler arasindaki benzerlikleri kullanarak tahmin yapan Derin ve Transfer
Ogrenme yontemini dnermislerdir. Onerilen modelde ilk olarak tiim tiirbinler arasindaki ortak
ozellikleri belirlemigler, daha sonra her bir tiirbinin kendine 6zgli Ozelliklerini ortaya
cikarmiglardir. Son olarak zamansal 6zellikler ve belirlenen 6zellikleri birlestirilerek derin
ogrenme modelini olusturmuslardir. Onerilen yontemin diisiik veri ihtiyaci, yiiksek dogruluk
ve hizli egitim gibi avantajlarin1 sonuglarla géstermislerdir [Liu et al., 2021].

Yildiz ve arkadaslari, ¢alismalarinda riizgar enerjisi tahmini ic¢in iki asamali bir model
onermistir. 11k asamada, riizgar giicii verilerini Varyasyonel Mod Ayristirma ile alt frekans
bilesenlerine ayirmislar, daha sonra bu verileri meteorolojik verilerle birlestirilerek 2D
goriintiilere  doniistiirmiislerdir. Ikinci asamada, Atik tabanli Evrisimli Sinir Ag1
kullanmiglardir. Onerilen ydntemi, popiiler derin égrenme mimarileri ile karsilagtirmislar ve
tistiinligiinii ortaya koymuslardir [Yildiz et al., 2021].

Hu ve arkadaslari, mekansal korelasyon verilerini ve sayisal hava tahmin verilerini kullanarak
riizgar enerjisi tahmininde dogrulugu arttirmak amaciyla verilere bir dizi islem uygulamais,
yiiksek boyutlu verilerin boyutunu azaltarak hesaplama yiikiinii diistirmek amaciyla Temel
Bilesen Analizi yapmistir. Mekansal korelasyon ve Sayisal Hava Tahmin bilgilerini Lagrange
Carpanlar1 yontemi ile agirliklandirilarak kullanmis Gelistirilmis Derin Inang Agi ile hibrit bir
model olusturmuslardir [Hu et al., 2021].

Fahim ve arkadaslari, ger¢ek zamanli izleme ve veri akisi saglamak i¢in 5G Yeni Nesil Radyo
Erisim Ag1 kullanmiglar, SCADA verileri ile sanal bir riizgar ¢iftligi modellemislerdir. Riizgar
hizin1 tahmin etmek i¢in klasik yontemlere gore daha iyi 6grenme yetenegine sahip Zamansal
Evrisimli Agin1 (Temporal Convolution Network-TCN), riizgar giicii tahmini i¢in k-En yakin
Komsuluk algoritmasini uygulamislardir. [Fahim et al., 2022]

Karaman yaptig1 ¢calismada, farkli giris verilerinden olusan iki bagimsiz veri setini birlestirmis,
bu verilerle riizgar enerjsini tahmin etmek amaciyla ileri Beslemeli Sinir Ag1, Ozyinelemeli
Sinir Ag1, Evrisimli Sinir A1 ve Uzun Kisa Siireli Bellek Ag1 kullanmistir. Veri setinde
bulunan eksiklikleri doldurmak amaciyla K-en yakin komsuluk algoritmasini kullanmig, Uzun
Kisa Siireli bellek ile en iyi performansi elde etmistir. Basit model yapis1 ve model verimliligi
bakimindan 6nerilen yontemin etkinligini kanitlamistir [Karaman, 2023].

3.4. Topluluk Ogrenme Algoritmalar:

Topluluk 6grenme algoritmalari, geleneksel bagimsiz 6grenme algoritmalarina kiyasla daha
yliksek tahmin performansi elde etmek i¢in birden fazla 6grenme yontemini birlestiren
algoritmalardir. Riizgar enerjisi tahmininde yiiksek dogrulukta tahmin yapmak amaciyla
topluluk 6grenme algoritmalart da kullanilmaktadir. Literatiirde riizgar enerjisi tahmininde
kullanilan topluluk 6grenme algoritmalar1 Sekil 7°de verilmistir.
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Guglendirilmis Agaclar
(Boosted Trees)

AdaBoost

Topluluk Ogrenme '\
Yontemleri

Rastegele Ormanlar XGBoost

Torbalanmig Adagclar ;
(Bagged Trees)

Sekil 7. Topluluk 6grenme algoritmalari

Lahouar ve arkadaslari, saatlik riizgar enerjisi tahmini i¢in meteorolojik verilerden hangilerinin
dahil edilecegine korelasyon ve 6nem olgiitlerine gore karar verilmisler, tahmin i¢in diger
yontemlerin aksine ayarlanmaya ve optimize edilmeye ihtiya¢ duyulmadigindan Rastgele
Orman algoritmasin1 se¢mis, performansin yapay sinir aglarina gore {stiin oldugunu
gostermislerdir [Lahouar-2017].

Banik ve arkadaglari, Hindistan Tipura eyaletindeki Agarta sehrine ait bir yillik verilerini riizgar
hiz1 ve enerjisi tahmini i¢in topluluk 6grenme algoritmalarindan yaygin olarak kullanilan
AdaBoost ve XGBoost yontemleri ile birlikte kullanmiglardir [Banik et al., 2020].

An ve arkadaglari, literatiirde bulunan riizgar enerjisi tahmin modellerinin zayif genelleme
yeteneginin iistesinden gelmek i¢in pargacik siirlii optimizasyonu ile optimize edilmis Asiri
Ogrenme Makinesi yontemini AdaBoost algoritmast ile birlestirmistir. Tiirkiye’de Yalova’dan
alinan veri setini kullamlmiglardir. Onerilen yontemin diger yontemlerle karsilastirildiginda
genelleme yetenegi, kararlilik, hata azaltma ve egitim hizi bakimindan {istiin oldugunu
gostermislerdir [An et al., 2021].

Alkesaiberi ve arkadaslari, riizgar gilicii tahmininde, riizgar enerjisinin aralikli ve dalgal
olmasindan kaynaklanan zorluklarin iistesinden gelmek i¢in Gauss Siireci Regresyonu ve farkli
cekirdek yapilarinda Destek Vektdr Regresyonunu bireysel tahminci olarak kullanirken,
topluluk algoritmalarindan Gli¢lendirilmis agaglar (boosted trees), Torbalanmis agaclar
(bagged trees), Rastgele Ormanlar (Random Forest) ve XGBoost’u kullanmislardir.
Hiperparametre ayar1 icin Bayes Optimizasyonu ve li¢ farkli veri seti kullanmiglardir.
Meteorolojik verilerin ve gecikmeli de olsa dinamik olarak tahmine dahil edilen ge¢cmis
verilerin kullanilmasinin tahmin dogrulugunu arttirdigin1 gostermislerdir [Alkesaiberi et al.,
2022].
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4. Sonuc¢

Bu c¢alismada, yenilenebilir enerji kaynaklarinin kullaniminin artti§i son zamanlarda yaygin
olarak kullanilan fakat enerji tiretiminde dogas1 geregi dalgalanma ve kesintilere sahip riizgar
tiirbinlerinde riizgar enerjisi tahmini i¢in kullanilan yontemler {izerine bir ¢alisma yapilmistir.
[k olarak riizgar enerjisinden, diinyada ve Tiirkiye’de {iretim miktarlarindan bahsedilmistir.
Ardindan riizgar enerjisi tahminin de kullanilan fiziksel ve veri odakli istatistiksel yontemlerden
bahsedilmis, literatiirde yapilan ¢alismalar kisaca ozetlenmistir. incelenen calismalardan,
fiziksel yontemlerin tahmin performansini ve var olan belirsizliklerini ortadan kaldirmak
amactyla istatistiksel yontemlerle birlikte kullanildig1 goriilmiistiir. Istatistiksel yontemlerde ise
tahmin performansini arttirmak igin veri On isleme yoOntemlerine ait uygulamalar ve
yontemlerin parametre ayarlamasini yapmak icin optimizasyon yontemleri ile birlikte
kullannminin yaygin oldugu goriilmiistiir. Ayrica bireysel yontemlerin performansinin
arttirtlmas1  iginvderin  6grenme  ve topluluk Ogrenme yoOntemlerinin  kullanimi
yayginlagsmaktadir. Bu c¢alismalar dikkate alindiginda, iiretilen riizgar enerjisi tahmini i¢in
fiziksel ve istatistiksel yontemlerin bir arada kullanildigi, farkli veri 6zelliklerini iceren veri
setlerinin kullanildig1, veri isleme yontemlerini igeren metotlarin kullanilmasinin tahmin
performansini arttirabilecegi dngoriilmektedir.
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1. GIRIS

Elektrik enerjisi kullanimi hizla artmaya devam etmektedir. Artan ihtiyaci karsilayabilmek
icin Oncelikle elektrik enerjisinin en verimli sekilde iretilip son kullaniciya ulastiriimasi
gerekmektedir. Ulagtirilan elektrik enerjisinin, son kullanicinin gii¢ kalite taleplerini siirekli olarak
ayni standartta karsilamasi saglanmalidir. Gii¢ sisteminde reaktif gii¢ akisi, sistemdeki bir¢ok yiikiin
endiiktif olmasi ile transformator ve iletim hatlar1 gibi reaktif gii¢ tiiketen sebeke bilesenleri nedeniyle
engellenemez ve tamamen sifirlanmasi da istenmez. Bu nedenle Optimal Reaktif Gili¢ Dagitimi
(ORGD) ¢alismalar gii¢ sistemi i¢in 6nemlidir (Frank & Rebennack, 2016; Newell, Qian, & Raimi,
2016).

Elektrik gii¢ sistemlerinin optimum isletilmesi, gii¢ kalitesi ve sistem kararliligin1 saglayan
onemli yontemlerden biri reaktif gili¢ optimizasyonudur. Bu optimizasyon problemi, gii¢ kayb1 ve
gerilim degisimi gibi belirli bir amag¢ fonksiyonunu minimize etmek igin jeneratér gerilimleri,
transformatdr ayar kademeleri ve reaktif kompanzasyon cihazlariin en uygun ayara getirilmesiyle
saglanmaktadir. Bu sliregte sistemin esitlik ve esitsizlik kisitlar1 da yerine getirilmektedir.
Transformator kademe ayar1 ve reaktif kompanzasyon cihazlar1 ayrik degerler iken, bara gerilim
biiyiikliikleri ve reaktif gilic c¢ikislar siirekli degiskenlerdir. Bu nedenle ORGD problemi, karisik
tamsay1li lineer olmayan programlama (KTLOP) ile modellenebilir (Khanmiri, Nasiri, & Mobaraki,
2012; Sakr, El-Sehiemy, & Azmy, 2017).

Termal santral igeren sistemlerin ORGD problemini ¢6zmek i¢in gegmisten beri birgok teknik
kullanilmustir. {1k dénemlerde ikinci dereceden programlama (IDP) (Quintana & Santos-Nieto, 2002),
i¢ nokta yontemi (INY) (Zhu & Xiong, 2003), dogrusal programlama (DP) (Lee & Yang, 1998) ve
Newton Rapson yontemi (Jan & Chen, 1995) gibi geleneksel metotlar yaygin olarak kullanilmastir.
Daha sonra, genetik algoritma (GA) (Durairaj, Devaraj, & Kannan, 2006), evrimsel strateji (ES) (Wu
& Ma, 2002) ve tabu aramasi (TA) (Hertz & Dewerra, 1987) gibi yontemler uygulanmistir. Ancak
bu yontemler, lineer olmayan fonksiyonlar ve ayrik degiskenli sistemler i¢in verimli sonug
verememektedir (Ayan & Kilig, 2012).

Son zamanlarda, meta-sezgisel optimizasyon algoritmalarinin gelisimiyle birlikte ORGD
problemlerinin ¢oziimiinde daha iyi sonuglar elde edilmistir. Yaygin kullanilan metotlar arasinda
parcacik siirii optimizasyonu (PSO) (Vlachogiannis & Lee, 2006; Zhao, Guo, & Cao, 2005), gri kurt
optimizasyonu (GKO) (Sulaiman, Mustaffa, Mohamed, & Aliman, 2015), yapay ar1 kolonisi (Y AK)
(Ayan & Kilig, 2012), harmoni arama algoritmast (HAA) (Khazali & Kalantar, 2011), gravitasyon
arama algoritmasi (GAA) (Duman, Giiveng, Sonmez, & Y oriikeren, 2012), giive alevi optimizasyonu
(GAO) (Mei, Sulaiman, Mustaffa, & Daniyal, 2017) ve arayici optimizasyon algoritmasi (AOA) (Dai,
Chen, Zhu, & Zhang, 2009) yer almaktadir. Daha sonra arastirmacilar, klasik meta-sezgisel metotlara
gore daha iyi sonug veren gelistirilmis metotlar1 ve hibrit metotlart da ORGD problemini ¢6zmek i¢in
kullanmiglardir. Bu metotlar arasinda hibrit gri kurt optimizasyonu-pargacik siirii optimizasyonu
(GKO-PSO) (Shaheen, Hasanien, & Alkuhayli, 2021), pargacik siirli optimizasyonu-gravitasyon
arama optimizasyonu (PSO-GAO) (Mirjalili & Hashim, 2010), kapsamli 6grenme-pargacik siirti
optimizasyonu (KO-PSO) (Mahadevan & Kannan, 2010) ve gelistirilmis ¢akal optimizasyonu (GCO)
(Abaza, Fawzy, El-Sehiemy, Alghamdi, & Kamel, 2021) bulunmaktadir.

Elektrikli araglarin (EA) sayismin son yillarda hizla artmasiyla, elektrikli ara¢ sarj
istasyonlarmin (EASI) gii¢ kapasitelerinde énemli bir artis gdzlemlenmektedir. 2010'Tu yillarin
basinda 3,7 kW ile 22 kW arasinda degisen AC sarj sistemleri baskin iken, giiniimiizde 50 kW'tan
baslayarak 350 kW'a kadar ulasan DC hizli sarj istasyonlar1 yayginlasmistir (Kumar & Alok, 2020).
Bu gii¢ artiginin temel nedeni, elektrikli arag¢ batarya kapasitelerinin geniglemesi ve kullanicilarin sarj
siirelerini minimize etme ihtiyacidir (Tu, Feng, Srdic, & Lukic, 2019). Ozellikle ultra-hizli sarj
teknolojileri (>150 kW), batarya yonetim sistemlerindeki gelismeler sayesinde batarya dmriine zarar
vermeden 15-20 dakika i¢inde %80 sarj oranina ulagabilmektedir (Yilmaz & Krein, 2012). Ancak bu
yiiksek giiclii sistemler, sebeke altyapisi iizerinde dnemli yiik olusturarak enerji depolama sistemleri
ve akilli sarj yonetimi gibi destekleyici teknolojilerin entegrasyonunu zorunlu kilmaktadir (Un-Noor,
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Padmanaban, Mihet-Popa, Mollah, & Hossain, 2017). Gelecekte, kablosuz sarj ve dinamik sarj
sistemlerinin gelistirilmesiyle birlikte sarj istasyonlarinin giic kapasitelerinin daha da artmasi
beklenmektedir (Ahmad, Alam, & Chabaan, 2017).

Bu ¢alismada, EASI sayilarinda meydana gelen hizli artisin ORGD problemine etkilerini
incelemek icin gelistirilmis bir GKO algoritmasi onerilmistir. Onerilen yéntemle, ORGD
probleminde belirlenen kontrol parametrelerinin optimize edilmesi saglanacaktir. Amag fonksiyonu
sonugclari, algoritma tarafindan belirlenen kontrol parametre degerleri ve gili¢ kaybinda meydana gelen
degisim incelenmistir. Onerilen yeni metotla bu calisma, gii¢ sisteminin kayiplarin1 ve yiik bara
gerilimlerinde meydana gelen degisimleri minimize eden en iyi kontrol parametrelerini bulmaya
odaklanmistir. Calismada tekil amag fonksiyonlarinin oldugu durumlar ele alinmistir.

2. MATERYAL METOD
2.1. Amag¢ Fonksiyonu

Bu calisgmada, ORGD problemi i¢in amag¢ fonksiyonu, esitlik ve esitsizlik kisitlamalarini
dikkate alarak gii¢ kayiplarin1 minimize etmektir. ORGD problemi fonksiyon f(x,u)’nun
minimizasyonu olarak asagidaki gibi tanimlanabilir:

Minimize f(x, u)

glx,u) =0

Amaglar fonksiyonlari: h(x,u) < 0 (1)

f(x,u) fonksiyonu amac¢ fonksiyonudur. g(x,u) ve h(x,u) ise sirasiyla esitlik ve esitsizlik
kisitlayicilaridir. ORGD probleminde, esitlik kisit1 glic denge denklemleridir. Esitsizlik kisitlar ise,
jenerator gerilimi, transformatdr kademe ayari ve reaktif kompansator biiytikliiglidiir. x ve u sirasiyla
bagimli degiskenler vektorii ve kontrol degiskenleri vektoriidiir. Amag fonksiyonlari, iletim sistemini
toplam gii¢ kayiplar1 Fi ile gosterilebilir (Khanmiri et al., 2012).

Fi1=Pposs(x,u) = ZILVil Pposs (2)
N, iletim hatlarinin sayisini ifade etmektedir.

2.2. Esitlik Kisitlayicilar:

Yiik akisinin gili¢ esitligi, liretilen gili¢ ile gii¢ talebi arasindaki farkin gili¢ kaybina esit
oldugunu ifade etmektedir. Esitlik kisit denklemleri asagidaki gibi ifade edilebilir:

Pgi — Ppi = Vi Xjen, Vj(GijcosO;; + Byjsin 6;)) 3)
Qci — Qpi = Vi Xjen, Vj(Bijcosb;j — G;j sin ;) 4)

Vi ve Vj, sirasiyla 1. yilik barasi ve j. yiik barasi gerilimlerini, Bij ve Gij sirasiyla 1. bara ile j.
bara arasindaki siiseptansi ve kondiiktansi ifade eder. Diger taraftan, Pci ve Ppi, sirasiyla aktif gii¢
tiretimi ve aktif ytik talebidir. Qai ve Qpi ise sirastyla, reaktif gii¢ tiretimi ve reaktif yiik talebini ifade
etmektedir.

2.3. Esitsizlik Kisitlayicilar:

Optimizasyon problemlerinde esitsizlik kisitlamalar1 sistemin igletim kisitlamalarini temsil
eder.

* Jenerator Kisitlari: bara gerilimleri yani sira aktif ve reaktif giic liretimi santral limitleri ile
sinirlandirilmalidir.

PEY™ < Pg; < PO i=1,...Ng (5)

QH™ < Qg < Q™ i=1,....Ng (6)
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VIR < Vo < Ve i=1,....Ng (7
Ng sistem jenerator sayisini gosterir.
*Transformator Kademe Ayari: Transformator kademe ayar1 asagidaki gibi sinirlanmastir.

TN < T; < T/ i=1,....,Np (®)
Nr transformatdr sayisini gostermektedir.
*Reaktif Giic Kompanzasyonu:

mn < Qg < QMax i=1,....,N; 9)

Nc reaktif kompansator sayisint gostermektedir.

2.4. Gri Kurt Optimizasyon (GKO) Algoritmasi

GKO algoritmasi ilk olarak Mirjalili ve ark. tarafindan 2014 yilinda onerilmistir. Gri kurtlar
genellikle siiriiler halinde yagamay1 tercih ederler. Ortalama grup biiyiikliigii 5 ile 12 kurt arasindadir
(Mirjalili, Mirjalili, & Lewis, 2014). Sekil 1'de gosterildigi gibi, gii¢lii baskilarla karakterize edilen
cok kat1 bir sosyal hiyerarsiye sahiptirler.

A
AR
AR
AR

Sekil 1. Gri kurt hiyerarsisi.

Gri kurt stiriilerinde alfa kurt (erkek ve disi lider ¢ift), avlanma, uyku yeri ve uyanma zamanlarini
belirler. Siirii, alfa kurdun emirlerine uymak zorundadir. Beta kurt, alfaya yardimci olan ve alfa
oldiiglinde veya yaslandiginda lider olmaya en uygun adaydir. Alfaya saygi gosterirken diger kurtlara
hiikmetmesi gerekir. Omega kurtlar en alt riitbeli olup, tiim kurtlara boyun eger ve en son yemek yer.
Omega kaybederse, siiriide i¢ catismalar baglar. Delta kurtlar ise alfa ve betaya boyun eger, fakat
omegaya hilkmeder. Bu grupta gozciiler, muhafizlar, yash kurtlar, avcilar ve bakicilar bulunur.

Avlanma Evreleri:

e Avin takibi, kovalanmasi ve yaklagilmasi
e Avin hareketsiz kalana kadar takip edilmesi ve kusatilmasi
e Saldin

2.4.1. Sosyal Hiyerarsi

GKO tasarlanirken, kurtlarin sosyal hiyerarsisini matematiksel olarak modellemek i¢in en
uygun ¢Oziim alfa (o)) olarak kabul edilir. Buna gore, ikinci ve ii¢lincii en iyi ¢ozlimler sirastyla beta
(B) ve delta (0) olarak adlandirilir. Geri kalan aday ¢oziimlerin ise omega (¢2) oldugu varsayilir. GKO
algoritmasinda avlanma (optimizasyon), a, B ve 6 tarafindan yonlendirilir. Diger kurtlar bu ii¢ kurdu
takip eder.
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2.4.2. Avin Kusatilmasi

Yukarida belirtildigi gibi, gri kurtlar av sirasinda avlarimi kusatirlar. Kusatma davranigini
matematiksel olarak modellemek i¢in asagidaki denklemler verilmistir.

D=|C.X,t) - X(®)| (10)

X(t+1)=X,(t)—AD (an

t mevcut iterasyonu gosterir, A ve C vektorleri katsayilar1 temsil eder, )Tp) (t) avin konum vektoriinii
ifade eder ve X gri kurdun konum vektériinii temsil eder.

Ave C vektorleri verildigi gibi hesaplanir.

A=2d.7—ad (12)
C=27% (13)

a vektor bileseni dogrusal olarak 2’den 0’a iterasyon boyunca azaltilir. 11 ve 1, ise [0,1] aralifinda rastgele
sayilardir.

2.4.3. Avlanma

Gri kurtlar avlarim1 bulma ve kusatma yetenegine sahiptir. Genellikle alfa tarafindan
yonlendirilirler. Beta ve delta kurtlar da zaman zaman avlanmaya katilabilir. Gri kurtlarin avlanma
davranigini matematiksel olarak simiile etmek i¢in, alfanin avin potansiyel konumu hakkinda en 1yi
aday ¢ozlim oldugu, beta ve deltanin ise daha iyi oldugu varsayilir. Bu nedenle, simdiye kadar elde
edilen en iyi li¢ ¢0zlim kaydedilir ve diger arama ajanlarinin (omegalar dahil) konumlar1 en 1yi arama
ajanlarina gore giincellenir. Bu konu i¢in agsagidaki formiiller 6nerilmektedir.

Dy =|Ci. Xy — X|. Dg = |Co. Xp — X|, Ds = |C5. X5 — X]| (14)
X1=Xq — A1(Dg), X :Xﬁ - Az(Dﬁ)a X3=Xs — A3(Ds) (15)
X(t+1) =22220 (16)

2.4.4. Ava Saldir1 (Somiirii)

Yukarida belirtildigi gibi, gri kurtlar avlar1 hareket etmeyi biraktiginda saldirarak avlanmay1
tamamlarlar. Ava yaklasmay1 matematiksel olarak modellemek i¢in a” vektoriiniin degeri azaltilir. A
vektoriiniin araligi, a vektorii tarafindan kiigtiltiliir. Baska bir deyisle, a” vektoriiniin 2'den 0'a diistiigii
iterasyonlar boyunca, A~ vektorii [-a, a] aralifinda rastgele bir degerdir. A vektoriiniin rastgele
degerleri [-1,1] araliginda oldugunda, bir arama aracinin bir sonraki konumu, mevcut konum ile avin
konumu arasindaki herhangi bir nokta olabilir.

2.4.5. Avin Aranmasi (Kesif)

Gri kurtlar 6ncelikle alfa, beta ve delta kurtlarin konumlarina gore arama yaparlar. Saldirt i¢in avi
aramak ve yaklagsmak tizere birbirlerinden ayrilirlar. Farklilagsmay1 matematiksel olarak modellemek
i¢in, 1'den biiyiik veya -1'den kiigiik olan A” vektoriiniin rastgele degerleri kullanilarak arama ajaninin
avdan uzaklagsmasi saglanir. Bu, kesfi vurgular ve GKO algoritmasinin global olarak arama
yapmasina olanak tanir.

GKO algoritmasinda arama siireci, rastgele bir gri kurt popiilasyonu (aday ¢oziimler) olusturularak
baslar. Iterasyonlar boyunca alfa, beta ve delta kurtlar avin olas1 konumunu tahmin ederler. Her
adimda, ¢Oziimiin avdan uzakligi giincellenir. Kesif ve yakinsamay1 sirasiyla vurgulamak icin a
parametresi 2'den 0'a diisiiriiliir. Gegici ¢oziimler |A”>1 oldugunda avdan uzaklagsma, |A”|<I
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oldugunda ise ava yaklasma egilimindedir. Son olarak, GKO algoritmas1 bir durdurma kriterine
ulagildiginda sonlandirilir.

2.5. Levy Ucusu- Gri Kurt Optimizasyon Algoritmasi (LFGKO)

Bu ¢alismada, GKO algoritmasina Levy Flight tabanli bir iyilestirme uygulanmistir. Levy
Flight, agir kuyruklu olasilik dagilimlarindan {iretilen rastgele yiirliylis siireci olup, meta sezgisel
algoritmalarda kesif yetenegini artirmak icin yaygin olarak kullanilmaktadir. Onerilen iyilestirmede,
Mantegna algoritmasi kullanilarak Levy ugusu GKO'nun konum giincelleme mekanizmasina entegre
edilmistir. Konum glincellemesi sirasinda kullanilan Levy adim boyutu, arama uzayinin boyutlarina
gore otomatik olarak olgeklendirilerek farkli problem tiirlerine uyum saglanmaktadir (Mantegna,
1994; Yang & Deb, 2009).

Levy(A) =u/ |v|"P (17)

Burada u ~ N(0, ou?), v ~ N(0, ov?) normal dagilimlarindan 6rneklenir ve f tipik olarak 1.5
degerini alir.

3. SIMULASYON SONUCLARI ve TARTISMALAR

Onerilen LFGKO metodunun ORGD problemine uygulanmasi, sistem smirlar1 dikkate
alimarak amag fonksiyonlarini minimize etmek i¢in kontrol degiskenlerinin optimum degerinin
bulunmasini igermektedir. IEEE 14 barali standart test sistemi kullanilmigtir. MATLAB (MathWorks
Inc, 2022) kullanilarak simiilasyonlar ve optimizasyon sonuglari elde edilmistir. Test sistemlerinin
yik akislart i¢cin Zimmerman ve ark. Tarafindan gelistirilen MATPOWER paket programi
kullanilmistir (Zimmerman, Murillo-Sanchez, & Thomas, 2010).

Yapilan ¢aligmada, onerilen optimizasyon algoritmasinin etkinligini gdstermek i¢in 14 barali
test sistemi 10 parametreli optimizasyon problemi ¢oziilmiistiir. Daha sonra, 3 adet EASI ilave
edilerek 13 parametre ile 14 barali test sistemine optimum degerlerle yerlestirilmis ve gii¢ kaybinda
meydana gelen degisimler incelenmistir. EASI yiik biiyiiklikleri [0 MW,5 MW] araliginda
secilmigtir. Tablo 1, IEEE 14 barali test sisteminde 10 kontrol parametresi kullanilarak farkl
optimizasyon algoritmalarinin performanslarini karsilagtirmaktadir. Tabloda temel durum ile PSO,
WOA, MGTLBO, FJAYA ve onerilen LFGWO algoritmalar1 degerlendirilmistir. Kontrol
parametreleri olarak 5 jenerator bara gerilimi (Vi, V2, Vs, Vs, Vi), 3 transformator kademe ayari (Ta-,
Tao, Tss) ve 2 reaktif giic kompanzasyonu (Qcs, Qcis) optimize edilmistir. Sonuglar, LFGWO
algoritmasimin 12,2139 MW gii¢ kaybi ile en diisiik degeri elde etti§ini ve temel duruma gore
%8,8038 oraninda iyilestirme sagladigini gostermektedir. PSO algoritmasi 12,2504 MW ile ikinci
sirada yer alirken, WOA 12,255 MW, MGTLBO 12,3105 MW ve FJAYA 12,2886 MW gii¢ kaybi1
degerlerine ulasmustir. Onerilen LFGWO algoritmasi, diger algoritmalardan daha iyi performans
gostererek gii¢ sistemi kayiplarint minimize etmede en etkili yontem olmustur.

Sekil 2, IEEE 14 barali test sisteminde 10 parametreli optimizasyon problemi i¢in farkli
algoritmalarin yakinsama egrilerini gostermektedir. Grafik, iterasyon sayisina (x ekseni) karsilik giic
kayb1 degerlerini (y ekseni, MW cinsinden) gostermektedir. Egriler incelendiginde, tiim
algoritmalarin baslangigta yiliksek gii¢c kayb1 degerlerinden baslayarak iterasyonlar boyunca hizla
azaldign goriilmektedir. Onerilen LFGWO algoritmas1 (kirmizi renkli egri olarak gosterildigi
varsayilabilir), yaklasik 20-30 iterasyon optimum degere yakinsamakta ve en disiik giic kaybi
seviyesine ulagsmaktadir. PSO, WOA, MGTLBO ve FJAYA algoritmalar1 da benzer yakinsama
davranis1 gostermekte ancak LFGWO'nun ulastig1 diizeye tam olarak erisememektedirler. Grafik,
LFGWO algoritmasinin hem yakinsama hiz1 hem de elde edilen sonug agisindan diger yontemlere
gore Ustlinliglinii gorsel olarak ortaya koymaktadir.
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Tablo 1. 10 Parametreli Test Sistemi Optimizasyon Algoritma Sonuglari

\X)(e)ﬁ‘ MGTLBO FJAYA
. (Ghasemi, (Gafar,
Oualid .
. Taghizadeh, El-
Temel Medani, . .
Parametre Ghavidel, Sehiemy, LFGWO
Durum Sayah, .
y Aghaei, & &

Bekrar Abbasian, Hasanien,

2018) 2015) 2019)
Vi 1.06 1.1 1.1 1.1 1.1 1.1
V2 1.045 1.086 1.0859 1.0791 1.0862 1.08641
V3 1.01 1.0567 1.0566 1.0484 1.0571 1.05712
Vs 1.07 1.0892 1.0858 1.0553 1.0597 1.1
Vs 1.09 1.1 1.1 1.0326 1.1 1.1
Ta7 0.9467 0975 0.95853 1.01 1 0.975
Tao 0.9524 0975 1.0453 1.01 1 0.975
Ts-6 0.9091 1.025 1.0163 1.03 1.0545 1.00573
Qoo 0.18 7.6045 12.497 0.3 2.9986 18.4383
Qci4 0.18 7.027  8.0161 0.07 2.9999  7.16622
Pxayip 13.393 12.2504 12.255 12.3105 12.2886  12.2139
% Azalma - 8.5313  8.497 8.0826 8.2461 8.8038

_ : 9&@ Kaybi M{inimizasyonfu : : T _
14 r GWO [

LFGWO | 1
PSO 7
WOA

13.4 - -

13.2 - -

Pkayip (MW)

20 40 60 80 . 100 120 140 160 180 200
lterasyon

Sekil 2. 10 parametreli test sistemi optimizasyon algoritmalar1 yakinsama egrileri

Tablo 2, elektrikli arac¢ sarj istasyonlar1 (EASI) iceren sistemde dort farkli optimizasyon
algoritmasinin (GWO, PSO, WOA ve onerilen LFGWO) performanslarint gii¢ kaybi, hesaplama
siiresi ve toplam EASI yiikii agisindan karsilastirmaktadir. Sonuglara gore, dnerilen LFGWO
algoritmasi 12,37927888 MW gii¢ kaybi ile en iyi performansi gostermis ve birinci sirada yer almistir.
PSO algoritmas1 12,47444301 MW ile ikinci, GWO 13,14178965 MW ile l¢iincii, WOA ise
13,29379369 MW ile dordiincii sirada yer almistir. Hesaplama siireleri incelendiginde, PSO 103,68
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saniye ile en hizli algoritma olurken, LFGWO ve WOA yaklasik 109 saniye, GWO ise 113 saniye
siirmiistiir. Toplam EASI yiikii agisindan bakildiginda, PSO 0,58 MW ile en diisiik, LFGWO 1,00
MW, GWO 6,47 MW ve WOA 8,15 MW ile en yiiksek degerlere sahiptir. Bu tablo, LFGWO
algoritmasinin gii¢ kaybini minimize etmede en etkili yontem oldugunu ortaya koymaktadir.

Tablo 2. Optimizasyon Algoritma Sonuclar1

Algoritma | Gii¢ Kayb1 (MW) | Siire (saniye) | Toplam EASI (MW) | Siralama
GWO 13,14178965 113,0088 6,474258859 3
PSO 12,47444301 103,6848429 | 0,582842805 2
WOA 13,29379369 108,9748571 | 8,150824375 4
LFGWO* | 12,37927888 108,9866904 | 1,001305019 1

*Qnerilen

Tablo 3, IEEE 14 barali test sistemine 3 adet elektrikli ara¢ sarj istasyonunun eklenmesiyle
olusan 13 parametreli sistemin optimizasyon sonuglarin1 detayli olarak sunmaktadir. Bu tabloda
GWO, PSO, WOA ve 6nerilen LFGWO algoritmalar1 karsilastirilmaktadir.

Tablo 3. 13 Parametreli Test Sistemi Sonuclari

Parametre GWO PSO WOA |LFGWO
Vi 1,1 1,1015161,1 1,1
Va 1,076853(1,081146|1,079116 | 1,086868
V3 1,042146 | 1,044088 | 1,038439 | 1,057427
Vs 1,030705 | 1,067445 | 1,038382 [ 1,071655
Vs 1,053218|1,100144 | 1,038382(1,07766
Tapi 0,991859|0,982865 | 1,012768 | 1,024915
Tap2 1,019759/0,990723 | 1,012734 (0,975
Taps 1,025  10,993469|1,010978[1,01016
Qo (MVAR) 0,185881|4,809211 | 15,07448 | 16,20354
Q4 (MVAR) 14,7045 [15,39792 |0 7,642924
EASI (Bara) 5 9 10 13
EASI» (Bara) 9 14 7 4
EASI3 (Bara) 7 4 5 9
EASI (MW) 2,8856010,115751|3,094648 | 1
EASL: (MW) 3,53224410,3048210,056176 |0
EASI; (MW) 0,056413|0,162271 |5 0,001305
EASIi (MVAR)  ]0,948451]0,038046 | 1,017162|0,328684
EASI (MVAR)  [1,160993|0,10019 |0,018464 |0
EASI; (MVAR)  [0,0185420,053336 | 1,643421 |0,000429
Toplam EASI
(MW) 6,474259|0,582843 | 8,150824 | 1,001305
Toplam EASI
(MVAR) 2,127986|0,191571 |2,679046 | 0,329113
Giic Kayb1 (MW) [ 13,14179 | 12,47444|13,29379 | 12,37928
Siire (saniye) 113,8009 | 103,6848 | 108,9749 | 108,9867

Kontrol parametreleri olarak 5 jenerator bara gerilimi, 3 transformator kademe ayari, 2 reaktif gii¢
kompanzasyonu ve 3 EASI'nin konumu ve aktif-reaktif giic degerleri optimize edilmistir. Sonuglar,
onerilen LFGWO algoritmasinin 12,37928 MW gii¢ kayb1 ile en iyi performansi gosterdigini ortaya
koymaktadir. LFGWO, EASI'leri 13, 4 ve 9 numarali baralara yerlestirmis ve toplam 1,001305 MW
aktif gii¢ yiikii ile optimize edilmistir. PSO algoritmas1 12,47444 MW gii¢ kaybu ile ikinci sirada yer
alirken, EASI'leri 9, 14 ve 4 numarali baralara yerlestirmis ve sadece 0,582843 MW toplam yiik
kullanmistir. GWO 13,14179 MW ve WOA 13,29379 MW gii¢ kayb1 degerleri ile ii¢lincli ve
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dordiincii siralarda yer almiglardir. Hesaplama stireleri agisindan PSO 103,68 saniye ile en hizl
algoritma olurken, diger algoritmalar yaklasik 109-114 saniye arasinda degismektedir.

Optimum EASI yerlestirmesi ile Gii¢ Kaybi Minimizasyonu
1 1 I 1 I 1 1

5 T 1
- ——GWO
i = =PSO
WOA
R R iy B e R e [ T LFGWO
104 |- 5
[
E i
= 0
2 100 | 4
© - 3
¥ 1
§ ']
Hl
I
102 B .
|
F
[ 1 \
¥
e R T e T e e b o e b ows el T N
10 20 30 40 50 60 70 80 90 100

Iteration

Sekil 3. Optimizasyon algortimalari yakinsama egrileri

Sekil 3, elektrikli ara¢ sarj istasyonlart eklendikten sonraki sistemde farkli optimizasyon
algoritmalarinin yakinsama performanslarini karsilastirmaktadir. Grafik, iterasyon sayisina gore giic
kaybinin (MW cinsinden) nasil degistigini gostermektedir. GWO, PSO, WOA ve onerilen LFGWO
algoritmalar1 i¢in ayr1 egriler ¢izilmistir. Tiim algoritmalar ilk iterasyonlarda yiiksek gii¢ kaybi
degerlerinden baslamakta ve iterasyonlar ilerledikce optimize edilmis degerlere yakinsamaktadir.
Onerilen LFGWO algoritmasinin egrisi, en diisiik giic kaybi seviyesine ulasmakta ve diger
algoritmalara gore daha iyi bir yakinsama karakteristigi sergilemektedir. PSO algoritmas: ikinci en
1yi performansi gosterirken, GWO ve WOA daha yiiksek gii¢ kayb1 degerlerinde stabilize olmaktadir.
Bu gorsellestirme, EASI iceren karmasik sistemlerde bile LFGWO'nun etkinligini agik¢a ortaya
koymaktadir.

Sekil 4, farkli optimizasyon algoritmalarinin elde ettigi giic kayb1 degerlerini bar grafigi
formatinda karsilastirmaktadir. Grafik, GWO, PSO, WOA ve LFGWO algoritmalarinin
performanslarint MW cinsinden giic kaybi1 agisindan yan yana gostermektedir. LFGWO
algoritmasinin en diisiik gii¢ kayb1 degerini (yaklasik 12,38 MW) elde ettigi, bunu PSO'nun (yaklagik
12,47 MW) takip ettigi goriilmektedir. GWO ve WOA algoritmalari sirasiyla yaklasik 13,14 MW ve
13,29 MW degerleri ile daha yiiksek gii¢ kayiplarina sahiptir. Bu gorsel karsilastirma, algoritmalarin
birbirine olan {istlinliiklerini net bir sekilde ortaya koymakta ve LFGWOQO'nun elektrikli arag sarj
istasyonlar1 igeren gii¢ sistemlerinde optimal reaktif giic dagitimi problemi icin en etkili ¢6zliim
oldugunu gostermektedir. Grafik, sayisal sonuglarin gorsel olarak daha kolay anlasilmasini
saglamaktadir.

Sekil 5, optimizasyon algoritmalarinin iterasyon sonunda EASI — bara yerlesim ve giig
iligkilerini gostermektedir.
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14
13.1418

Algortima Gii¢ Kaybi Karsilastiriimasi

13.2938

12.4744

12

-
(=]

-]

Giig Kaybi (MW)

GWO PSO

WOA

12.3793

LFGWO

Sekil 4. Optimizasyon algoritmalar: gii¢ kaybi karsilastirmalar:

EAIS Bara Yiik Dag

GWO 3.532 0.000

PSO 0.116 0.000
WOA 0.000 3.095
LFGWO 0.001 0.000

4 5 7 9 10

thmlari (MW)

0.000

1

Bara Numarasi

13 14

Sekil 5. Optimizasyon algoritmalar1 EALS — bara yerlesimleri ve giicleri
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4. SONUCLAR

Bu ¢alismada, elektrikli arac sarj istasyonlari igeren gii¢ sistemlerinde optimal reaktif gii¢
dagitimi problemi i¢in Levy Flight tabanli gelistirilmis gri kurt optimizasyon (LFGWO) algoritmasi
onerilmistir. IEEE 14 barali standart test sistemi iizerinde yapilan simiilasyonlarda, 6nce 10
parametreli temel sistem optimize edilmis ve LFGWO algoritmas: 12,2139 MW gii¢ kaybr ile
%38,8038 oraninda iyilestirme saglayarak PSO, WOA, MGTLBO ve FJAYA algoritmalarindan daha
iyi performans gostermistir. Daha sonra sisteme 3 adet elektrikli ara¢ sarj istasyonu eklenerek 13
parametreli optimizasyon problemi ¢ozilmiistiir. Sonuglar, LFGWO algoritmasinin 12,37928 MW
giic kayb1 ile en iyi performansi gosterdigini, bunu sirasiyla PSO (12,47444 MW), GWO (13,14179
MW) ve WOA (13,29379 MW) algoritmalarinin takip ettigini ortaya koymustur.

Onerilen LFGWO algoritmas: hem yakmsama hizi hem de elde edilen optimum sonug
acisindan klasik GKO ve diger meta-sezgisel yontemlere gore iistiinliik saglamistir. Elektrikli arag
sarj istasyonlarinin sisteme entegrasyonunun gili¢ kaybi iizerinde Onemli etkisi oldugu
gozlemlenmisti. LFGWO algoritmasi, EASI'lerin optimum konumlarim1 ve gii¢ degerlerini
belirleyerek sistem kayiplarini minimize etmede basarili olmustur. Calisma, artan elektrikli arag
sayisl ile gii¢ sistemlerinin verimli igletilmesi i¢in gelistirilmis optimizasyon algoritmalarinin 6nemini
ortaya koymaktadir. Gelecek ¢alismalarda, cok amacli optimizasyon yaklasimlar1 ve daha biiytik test
sistemleri lizerinde Onerilen yontemin etkinligi arastirilabilir.
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Asuman SAVASCIHABES
1. GIRIS

Besinci nesil (5G) kablosuz haberlesme sistemleri; artan mobil veri trafigi, ¢ok cesitli hizmet
gereksinimleri ve yogun cihaz baglantis1 gibi zorluklar1 ayni anda karsilamak {izere tasarlanmistir[1].
5G aglan, gelistirilmis mobil genis bant (eMBB), ultra giivenilir ve diisiik gecikmeli haberlesme
(URLLC) ve kitlesel makine tipi haberlesme (mMTC) gibi farkli servis senaryolarini destekleyerek,
onceki nesil aglara kiyasla daha esnek ve yetenekli bir yap1 sunmaktadir. Ancak bu ¢ok katmanli ve
heterojen yapi, ag yonetimi ve kaynak optimizasyonu problemlerini 6nemli 6l¢lide karmasik hale
getirmektedir. 5G aglarinda radyo kaynaklarinin etkin kullanimi, spektrum verimliliginin artirilmasi,
gecikmenin minimize edilmesi ve enerji verimliliginin saglanmasi kritik 6neme sahiptir[2-3].
Geleneksel optimizasyon yontemleri genellikle statik varsayimlara dayanmakta ve Onceden
tanimlanmig kurallar veya matematiksel modeller iizerinden ¢6ziim liretmektedir. Bu yaklagimlar,
dinamik trafik kosullari, zamana bagli kanal degisimleri ve farkli hizmet kalite gereksinimlerinin bir
arada bulundugu 5G ortamlarinda yetersiz kalabilmektedir. Ozellikle gercek zamanli karar verme
gereksinimi, klasik yontemlerin Olg¢eklenebilirligini ve uyarlanabilirliini sinirlamaktadir. Bu
noktada, makine 6grenmesi (ML) tabanli yaklasimlar 5G aglar i¢in giiglii bir alternatif olarak 6ne
cikmaktadir. Makine 6grenmesi, agdan elde edilen biiyiik 6lcekli veriler tizerinden 6grenme yetenegi
sayesinde, degisen ag kosullarina uyum saglayabilen ve cevrim i¢i kararlar verebilen akilli
optimizasyon mekanizmalarinin gelistirilmesine olanak tanimaktadir[4-7]. Denetimli ve denetimsiz
O0grenme yontemleri trafik tahmini, kullanic1 davranisi analizi ve ag durumu kestirimi gibi alanlarda
kullanilirken; pekistirmeli 6grenme ve derin pekistirmeli 6grenme teknikleri 6zellikle kaynak tahsisi,
giic kontrolii ve gecikme optimizasyonu gibi karar verme problemlerinde basarili sonuglar
sunmaktadir[8-10].

Bu calisma, 5G aglar i¢in makine 6grenmesi destekli kaynak ve ag optimizasyonu alaninda yapilan
calismalar1 kapsamli bir sekilde derlemeyi amaglamaktadir. Makalede, farkli makine 6grenmesi
yaklagimlarinin 5G/6G aglardaki kullanim alanlari sistematik olarak siniflandirilmakta, literatiirde
Onerilen yontemler karsilastirmali olarak incelenmekte ve mevcut calismalarin giiclii ve zayif yonleri
tartisilmaktadir. Ayrica, bu alandaki agik problemler ve gelecekteki arastirma yonleri ele alinarak, 5G
ve Otesi haberlesme sistemleri i¢in makine 6grenmesi tabanli optimizasyon c¢aligmalarina rehberlik
edilmesi hedeflenmektedir.

2. 5G Ag Mimarisi ve Optimizasyon Problemleri

5G, ugtan uca (E2E) mimaride radyo erisim ag1 (NG-RAN) ve 5G cekirdek sebekesi (5GC)
bilesenlerinin birlikte calistigl; ag dilimleme (network slicing), sanallastirma (NFV), yazilim
tammmh ag (SDN) ve cok erisimli uc¢ bilisim (MEC) gibi kavramlarla esnek ve programlanabilir bir
ag yaklasimi sunar. Bu mimaride temel hedef, farkli hizmet siniflarinin (6rn. eMBB, URLLC,
mMTC) birbirinden ayrik QoS/QoE gereksinimlerini  ayn1 fiziksel altyap1 iizerinde
karsilayabilmektir. Bu nedenle 5G; kaynaklarin dinamik tahsisine, ¢ok hedefli optimizasyona ve
¢evrim-i¢i (online) karar mekanizmalarina dayanir[11]. 5G aglari, 6nceki nesil hiicresel sistemlere
kiyasla daha esnek, yazilim tanimli ve servis odakli bir mimari anlayisiyla tasarlanmistir. Bu mimari
yaklagim, farkli hizmet tiirlerinin ayn fiziksel altyap: iizerinde es zamanli olarak desteklenmesini
mimkiin kilarken, ag yonetimi ve kaynak optimizasyonu problemlerini de daha karmagsik hale
getirmektedir. Bu boliimde, 5G ag mimarisinin temel bilesenleri ve bu mimari yapi igerisinde ortaya
cikan baglica optimizasyon problemleri ele alinmaktadir.

90



Elektrik-Elektronik ve Haberlesme Miihendisligi Alaninda Arastirmalar ve Degerlendirmeler - Aralik 2025
2.1 5G Ag Mimarisi

5G ag mimarisi, radyo erisim ag1 (Radio Access Network — RAN) ve ¢ekirdek ag (5G Core — 5GC)
olmak tizere iki ana bilesenden olusmaktadir. RAN tarafinda, ¢coklu giris-coklu ¢ikis (MIMO), masif
MIMO ve milimetre dalga (mmWave) teknolojileri sayesinde yiiksek veri hizlari ve spektrum
verimliligi hedeflenmektedir. Ancak bu gelismis fiziksel katman teknolojileri, kaynak tahsisi ve
girisim yonetimi problemlerini daha karmasik bir hale getirmektedir.

5G ¢ekirdek ag1, servis tabanlt mimari (Service-Based Architecture — SBA) yaklagimi ile modiiler ve
esnek bir yap1 sunmaktadir. Yazilim tanimli aglar (SDN) ve ag fonksiyonlarinin sanallastiriimasi
(NFV) teknolojileri sayesinde ag fonksiyonlar1 dinamik olarak konumlandirilabilmekte ve
Olceklenebilmektedir. Bu yapi, ag kaynaklarinin daha verimli kullanilmasina olanak tanirken, ayni
zamanda gercek zamanli optimizasyon gereksinimini de beraberinde getirmektedir. 5G mimarisinin
en Onemli yeniliklerinden biri network slicing kavramidir. Network slicing, farkli hizmet
gereksinimlerine sahip uygulamalar i¢in mantiksal ag dilimlerinin olusturulmasini saglar. Ornegin,
diisiik gecikme gerektiren URLLC uygulamalari ile yiiksek veri hizi odakli eMBB servisleri ayni
fiziksel altyapi lizerinde farkli dilimler araciligiyla desteklenebilir. Bu durum, dilimler arasi kaynak
paylasimi ve hizmet kalitesi garantilerinin saglanmasini kritik bir optimizasyon problemi haline
getirmektedir.

2.2 5G Aglarinda Temel Optimizasyon Problemleri

5G aglarinda karsilagilan optimizasyon problemleri, agin farkli katmanlarinda ve farkli zaman
Ol¢eklerinde ortaya ¢ikmaktadir. Bu problemler genellikle cok amagli, dogrusal olmayan ve NP-zor
yapida olup, klasik yontemlerle ¢oziilmeleri giictiir. 5G optimizasyon problemleri; fiziksel katman
(gli¢ kontrolii, hiizme yonetimi, MIMO/beamforming), MAC/PHY (zamanlama, PRB tahsisi), RAN
(hiicreler aras1 girisim koordinasyonu, mobilite/handover, yiik dengeleme), cekirdek sebeke (VNF
yerlestirme, yonlendirme), u¢ bilisim (gorev bosaltma/offloading, gecikme-enerji dengesi) ve servis
diizeyi (dilimleme, kabul kontrolii, SLA) gibi ¢ok katmanli bir uzayda ortaya ¢ikar. Bu problemlerin
ortak ozellikleri arasinda cok amach olmalar1 (diisiik gecikme , daha az enerji , spektral verimlilikte
artig, yiiksek giivenilirlik), kisith optimizasyon formunda yazilmalan (gii¢/spektrum/hesaplama
kisitlari, SLA kisitlart), belirsizlik ve zamanla degisen ortam igermeleri (trafik dalgalanmasi, kanal
degisimi, kullanict hareketliligi), biiyiik ol¢cek ve heterojenlik tasimalar1 (¢ok hiicreli topoloji, ¢coklu
hizmet siniflari, farkli cihaz profilleri) olarak karsimiza ¢ikmaktadir [12].

2.3 Temel Problem Simiflar1 ve Hedef Fonksiyonlar
Optimizasyon problemlerinin ana basliklar1 sunlardir:
1. RAN Kaynak Yonetimi (RRM)

e PRB/zamanlama, gii¢c kontrolii, kullanic1 eslestirme, MIMO/beamforming, girisim yonetimi
(ICIC/eICIC, CoMP vb.)

o Tipik hedefler: toplam throughput artisi, gecikmenin azaltilmasi, yiiksek spektral verimlilik,
enerji tiiketimi optimizasyonu

91



Asuman SAVASCIHABES

2. Mobilite Yonetimi

e Handover kararlari, ping-pong azaltma, handover parametre optimizasyonu,
kapsama/siireklilik

o Tipik hedefler: handover basarisizligr , hizmet kesintisi

3. Yiik Dengeleme ve SON (Self-Organizing Networks)

e Trafik dagitimi, hiicre “range expansion”, parametre ayari, self-optimization
o Tipik hedefler: hiicre tikanikligi, kullanict deneyimi , enerji

4. Network Slicing ve Servis Tabanh Optimizasyon

e Dilim kaynak ayirma, dilim kabul kontrolii, dilimler aras1 izolasyon, SLA ihlali
minimizasyonu

o Tipik hedefler: SLA ihlali, gelir/utility, kaynak kullanimi

5. MEC/Ug¢ Bilisim Optimizasyonu

e (Gorev bosaltma, ug sunucu se¢imi, Onbellekleme, gecikme-enerji dengesi
o Tipik hedefler: ugtan uca gecikme , cihaz enerji tiiketimi , QoE

Bu tiir siniflandirmalarin RAN tarafi i¢cin kapsamli bir bigilmde literatiirde derleme makalelerinde yer
almistir[13-15].
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Tablo 1. 5G Aglarinda Temel Optimizasyon Problemleri, Hedefler ve Performans Metrikleri

Optlmlzz}syon Optimizasyon Hedefi Bashica Performans Metrikleri
Problemi
Kaynak Tahsisi|[Kullanicilar arasinda adil ve Throughput, Spektrum Verimliligi

(bps/Hz), Adalet Indeksi (Jain’s Fairness

(Resource Allocation) |verimli kaynak paylasimi Tndex), Paket Kay1p Orant

lletim  glictiniin - optimizelip o e tilisi (bit/Joule), SNR, SINR,

Gii¢ Kontrolii edilmesi ve girisimin Toplam Giig Tiiketimi
azaltilmasi
Enerji  Verimliligi|"8™  toplam  enemilp o Verimliligi, Karbon Ayak iz,
o tilkketiminin minimize S
Optimizasyonu . . Batarya Omri
edilmesi
Spektrum Paylagim Spektrumun etkin ve dinamik|Spektrum Verimliligi, Girisim Seviyesi,
kullanimi1 Kullanim Orant
Gecikme Ugtan  uca  gecikmenin||Gecikme (Latency), Kuyruk Gecikmesi,
Optimizasyonu minimize edilmesi Paket Gecikme Varyansi
Guv'en.l lirlik lletim glivenilirliginin Paket Basar1 Orani, BLER, Hata Olasilig1
Optimizasyonu artirilmasi

Dilimler aras1 kaynaklarmn|Dilim Izolasyonu, QoS/QoE Metrikleri,

Network Slicing SLA’ya uygun paylasimi SLA ihlal Orani

Yiik Dengeleme Hiicreler arast trafik yilikiiniin||Hiicre ' qullan1m Orani, Throughput
dengelenmesi Dengesizligi

Mobilite ve Handover|Kesintisiz baglant1 ve servis|Handover Gecikmesi, Handover

Y Onetimi strekliligi Basarisizlik Oran

Cok Amach|Birden fazla hedefin es||Pareto Optimum Noktalari, Agirlikli Fayda

Optimizasyon zamanli optimizasyonu Fonksiyonu

Tablo 1’de, 5G aglarinda yaygin olarak ele alinan optimizasyon problemleri, bu problemlere karsilik
gelen temel hedefler ve literatiirde sik¢a kullanilan performans metrikleri 6zetlenmistir. Gortildiigii
iizere, bircok optimizasyon problemi birden fazla performans metrigini es zamanli olarak etkilemekte
ve bu durum ¢ok amagli optimizasyon yaklagimlarint gerekli kilmaktadir. Bu karmasik ve dinamik
yap1, makine 6grenmesi tabanli yontemlerin 5G ag optimizasyonunda neden giderek daha fazla tercih
edildigini agik¢a ortaya koymaktadir.

Kaynak tahsisi, 5G aglarindaki en temel optimizasyon problemlerinden biridir. Zaman, frekans ve
uzamsal kaynaklarin kullanicilar arasinda adil ve verimli bir sekilde paylastirilmasi1 gerekmektedir.
Kullanic1 sayisinin  ve trafik tiirlerinin dinamik olarak degismesi, bu problemi daha da
zorlastirmaktadir.

Giic kontrolii ve enerji verimliligi optimizasyonu, 6zellikle yogun hiicre yapilarinda ve IoT tabanl
mMTC senaryolarinda biiyiik 6nem tagimaktadir. Hem baz istasyonlar1 hem de ug cihazlar i¢in enerji
tiiketiminin minimize edilmesi, agin siirdiiriilebilirligi agisindan kritik bir hedeftir.

Spektrum paylasim ve girisim yonetimi, heterojen ag yapilarinda karsilasilan bir diger dnemli
problemdir. Kii¢iik hiicreler, makro hiicreler ve farkli frekans bantlariin bir arada kullanilmasi,
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karmasik girisim senaryolarina yol agmaktadir. Bu durum, spektrumun etkin kullanimi i¢in dinamik
ve uyarlanabilir optimizasyon mekanizmalarin1 gerekli kilmaktadir.

Gecikme ve giivenilirlik optimizasyonu, 6zellikle URLLC uygulamalari i¢in kritik 6neme sahiptir.
Endiistriyel otomasyon, otonom araglar ve uzaktan cerrahi gibi uygulamalarda, milisaniye
seviyesinde gecikme ve yliksek giivenilirlik gereksinimleri bulunmaktadir. Bu tiir senaryolarda, ag
kararlarinin gergek zamanli olarak alinmas1 gerekmektedir.

Son olarak, yiik dengeleme ve mobilite yonetimi, kullanici hareketliliginin yogun oldugu 5G
aglarinda performansi dogrudan etkileyen unsurlardir. Hiicreler arasi gegisler sirasinda kaynaklarin
etkin yoOnetilememesi, hizmet kalitesinde diisiise neden olabilmektedir. Bu optimizasyon
problemlerinin biiyiik bir kismi, belirsizlik i¢eren, dinamik ve yiiksek boyutlu yapilar1 nedeniyle
geleneksel yontemlerle etkin bir sekilde coziilememektedir. Bu durum, 5G aglarinda makine
ogrenmesi tabanli, veri odakli ve uyarlanabilir optimizasyon yaklagimlarinin 6nemini artirmaktadir.
Bir sonraki boliimde, bu problemlerin ¢éziimiinde kullanilan makine 6grenmesi tekniklerinin temel
prensipleri ele alinacaktir.

3. Makine Ogrenmesi Temelleri ve 5G’ye Uygun Ogrenme Paradigmalari

5G aglarinda karsilasilan optimizasyon problemleri; yiiksek boyutlu durum uzayi, belirsizlik, zamana
bagl degiskenlik ve coklu kisitlar nedeniyle klasik deterministik yaklagimlar i¢cin 6nemli zorluklar
barindirmaktadir. Bu nedenle, agdan elde edilen biiyiik 6lgekli veriler tizerinden 6grenme yetenegine
sahip olan makine 6grenmesi (ML) yontemleri, 5G ag optimizasyonu i¢in dogal ve giiclii bir ¢6ziim
alternatifi sunmaktadir. Bu boliimde, temel makine 6grenmesi paradigmalar1 ele alinmakta ve bu
paradigmalarin 5G aglarindaki uygun kullanim alanlar tartigilmaktadir.

3.1 5G Ag Optimizasyonunda Makine Ogrenmesinin Rolii

Makine 6grenmesi, acik¢a tanimlanmasi zor olan karmasik iligki ve karar mekanizmalarini veriye
dayali olarak modelleyebilme yetenegine sahiptir. 5G aglarinda trafik yogunlugu, kullanici
hareketliligi, kanal kosullar1 ve servis talepleri zamanla degistiginden, ag kararlarinin statik kurallarla
belirlenmesi ¢ogu durumda yetersiz kalmaktadir. ML tabanli yaklasimlar; ag durumunu tahmin
edebilme, gecmis deneyimlerden 6grenme ve degisen kosullara uyum saglama gibi 6zellikleri

sayesinde, 5G aglarinda ¢cevrim i¢i ve Ol¢eklenebilir optimizasyon imkani sunmaktadir.
3.2 Denetimli Ogrenme (Supervised Learning)

Denetimli 6grenme, giris—cikis ciftlerinden olusan etiketli veri kiimesi lizerinden bir tahmin veya
siniflandirma fonksiyonunun 6grenilmesini amaclamaktadir. 5G aglarinda denetimli 6grenme
yontemleri; ag durumunun kestirimi ve performans tahmini gibi dolayli optimizasyon problemlerinde
yaygin olarak kullanilmaktadir.

Baslica kullanim alanlart sunlardir:
o Trafik yiikii ve throughput tahmini
o Kanal kalitesi ve baglant1 giivenilirligi kestirimi

o Handover basarisizlig1 veya QoS ihlali olasiliginin tahmini
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Denetimli 6grenme yontemlerinin en 6nemli avantaji, egitim siirecinin kararli ve yorumlanabilir
olmasidir. Ancak, etiketli veri ihtiyac1 ve saha kosullarinda veri dagiliminin zamanla de§ismesi
(concept drift), bu yaklagimin temel sinirlamalar1 arasinda yer almaktadir.

3.3 Denetimsiz ve Oz-Denetimli Ogrenme

Denetimsiz 6grenme, etiketli veri gerektirmeden, verideki gizli yapilart ve Oriintiileri ortaya
cikarmay1 hedefler. 5G aglarinda biiylik miktarda etiketsiz telemetri verisi bulundugundan, bu
paradigmalar 6zellikle ag izleme ve analiz uygulamalarinda 6nemlidir. Bu yontemler Ag anomalisi
ve ariza tespiti, kullanici ve trafik profili kiimelenmesi, hiicre davranislarinin siniflandirilmasi gibi
alanlarda kullanilmaktadir.

Oz-denetimli &grenme yaklasimlar1 ise, etiket iiretimini veri iizerinden otomatik olarak
gerceklestirerek, daha sonra denetimli veya pekistirmeli 6grenme algoritmalarinin performansini
artirmak amaciyla temsil 6greniminde kullanilmaktadir.

3.4 Pekistirmeli Ogrenme ve Derin Pekistirmeli Ogrenme

Pekistirmeli 6grenme (Reinforcement Learning — RL), bir ajanin ¢evre ile etkilesime girerek 6dil
sinyaline dayali olarak en uygun eylem politikasin1 6grenmesini amaclar. 5G ag optimizasyonu
problemleri ¢cogunlukla ardisik karar verme yapisina sahip oldugundan, RL ve tiirevleri bu alanda
yaygin olarak tercih edilmektedir. 5G ag optimizasyonu baglaminda pekistirmeli 6grenme cergevesi;
durum (state), eylem (action) ve 6diil (reward) bilesenleri {izerinden tanimlanmaktadir. Bu
cercevede, durum uzayi; anlik kanal 6l¢iimleri, radyo kaynak doluluk oranlari ve u¢tan uca
gecikme degerleri gibi agin dinamik 6zelliklerini temsil eden parametrelerden olusmaktadir. Ajanin
eylem uzayi, kaynak tahsisi kararlari, iletim giicii ayarlamalar1 ve handover tetikleme
mekanizmalan gibi ag kontroliine yonelik islemleri kapsamaktadir. Ogrenme siirecini ydnlendiren
odil fonksiyonu ise genellikle toplam veri iletim hizi (throughput) ve gecikmenin minimize
edilmesi gibi performans hedeflerini yansitacak sekilde tanimlanmaktadir. Yiiksek boyutlu durum
uzaylarinda, derin sinir aglar ile desteklenen Derin Pekistirmeli Ogrenme (DRL) yaklasimlari
kullanilmaktadir. DRL, 06zellikle network slicing, dinamik kaynak tahsisi ve gecikme kritik
uygulamalarda etkili sonug¢lar sunmaktadir. Bununla birlikte, yakinsama siiresi ve kararlilik, DRL
tabanli yontemlerin baglica zorluklaridir.

3.5 Cok Ajanh Ogrenme Yaklasimlari

5G aglari, ¢ok hiicreli ve dagitik bir yapiya sahip oldugundan, optimizasyon kararlarinin tek bir
merkezi noktadan alinmasi her zaman miimkiin veya verimli degildir. Bu baglamda, ¢ok ajanh
pekistirmeli 6grenme (Multi-Agent Reinforcement Learning — MARL) yaklagimlari, her hiicre veya
ag elemaninin bagimsiz bir ajan olarak karar vermesini saglar. MARL yodntemleri; girisim yonetimi,
yiik dengeleme ve koordineli handover kararlar1 gibi problemlerde avantaj saglarken, ajanlar arasi
etkilesimden kaynaklanan yakinsama ve kararlilik problemleri nedeniyle dikkatli tasarim
gerektirmektedir.

3.6 Federated Learning ve Dagitik Ogrenme

5G aglarinda verinin 6nemli bir kismi ug¢ cihazlar, baz istasyonlar1 veya kenar diigiimlerinde
tiretilmektedir. Bu verilerin merkezi bir noktaya tasmmasi; gizlilik, gecikme ve bant genisligi
acisindan sorunlara yol agabilmektedir. Federated Learning (FL), veriyi merkezilestirmeden model
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giincellemelerinin paylagilmasini saglayarak bu sorunlar1 azaltmay1 hedefler. FL, 6zellikle gizlilik
hassasiyeti yiiksek uygulamalar ve dagitik RAN mimarileri i¢in uygun bir 6grenme paradigmasi
olarak one ¢ikmaktadir. Ancak, heterojen veri dagilimlart ve iletisim yiikii FL tabanli sistemlerin
temel zorluklaridir.

3.7 Transfer Learning ve Cevrim I¢i Ogrenme

5G aglarinda trafik desenleri ve kullanici davraniglari zamanla degisebilmektedir. Bu nedenle,
yalnizca c¢evrim dis1 (offline) egitilmis modellerin uzun vadede performans kaybi yasamasi
kaginilmazdir. Transfer learning, benzer ag senaryolarindan elde edilen bilgilerin yeni ortamlara
aktarilmasini saglarken; ¢evrim ici 6grenme, modelin akis verisi ile siirekli giincellenmesine olanak
tanir. Bu yaklagimlar, 6zellikle hizli adaptasyon gerektiren dinamik 5G senaryolarinda 6nemli
avantajlar sunmaktadir.

3.8 5G i¢in Uygun Paradigmanin Secilmesi

Her makine 68renmesi paradigmasi, 5G aglarindaki farkli optimizasyon problemleri icin farkl
avantaj ve simirlamalara sahiptir. Trafik ve kanal tahmini gibi kestirim problemleri i¢in denetimli
ogrenme uygunken, ¢cevrim i¢i ve dinamik karar verme gerektiren senaryolarda pekistirmeli 6grenme
one ¢ikmaktadir. Dagitik mimarilerde ise federated ve ¢ok ajanli 6grenme yaklasimlar: daha uygun
cozlimler sunmaktadir. Bu nedenle, 5G ag optimizasyonunda tek bir 6grenme paradigmasi yerine,
probleme 6zgii ve hibrit yaklagimlarin tercih edilmesi gerekmektedir.
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Tablo 2. 5G Ag Optimizasyonunda Makine Ogrenmesi Paradigmalarinin Karsilastiriimasi

ML 5G’de Tipik Uygulama . Temel Zorluklar /

. Bashica Avantajlar
Paradigmasi Alanlan Simirlamalar

- Trafik yliki tah'rn'm%, Kararl egitim,||Etiketli veri gereksinimi,
Denetimli throughput kestirimi, . . .
. yorumlanabilir concept drift, saha verisi
Ogrenme QoS/QoE siiflandirmast, .. -

- . .|lsonuglar, hizli ¢ikarim |jerisim zorlugu
handover basarisizlig1 tahmini

- Anomali tespiti,||[Etiketsiz veriyle|[Sonuglarin
Denetimsiz .. .

Osrenme kullanici/hiicre profilleme,|¢alisabilme, yorumlanmasi zZor,
g trafik kiimelenmesi Olceklenebilirlik dogrudan karar tiretmez
Oz-Denetimli T? m sil ogrentmt, R.L in on Etiket ihtiyacim Tasarim karmasikligi, ek

o egitim, veri verimliliginin|jazaltir, genelleme o
Ogrenme . hesaplama yiikii
artirilmasi yetenegi yliksek
Pekistirmeli D1nam1.l‘< kaynak tahsisi, glig C.emm 161 OBTeNE, iy o1 1 nsama stiresi, 0diil
g kontrolii, handover|dinamik ortamlara .
Ogrenme (RL) .. tasarimi hassasiyeti
optimizasyonu uyum
Derin Network slicing, URLLC|,.. Kararlilik sorunlari,
. . . o Yiiksek boyutlu|| .. . o
Pekistirmeli gecikme optimizasyonu, cok roblemlerde etkinlik egitim maliyeti,
Ogrenme (DRL) [boyutlu RRM P aciklanabilirlik
g?k Ajanh Girigim koordinasyonu,||Dagitik karar verme,|Ajanlar aras1 etkilesim,
Ogrenme hiicreler arasi ylik dengeleme |6lgeklenebilirlik yakinsama problemleri
(MARL)
Federated Dagititk RAN  ogrenmesi,||Veri gizliligi, iletisim|Heterojen veri, iletisim
Learning (FL) ||gizlilik odakli optimizasyon | yiikii azalmasi senkronizasyonu
Transfer Yeni hiicre/senaryo Egitim siiresini azaltir, . .
. adaptasyonu, hizli model Negatif transfer riski
Learning hizli uyum
baslatma
Cevrim fci Zamanla - degisen  trafik ve Concept drift’e|Kararlilik ve giivenilirlik
o kullanici davranisi . -
Ogrenme dayaniklilik gereksinimleri
adaptasyonu
Hibrit Tahmin + karar verme (SL +||Performans ve|[Sistem karmasikligi,
Yaklasimlar RL), FL + DRL esneklik artigi tasarim zorlugu

Tablo 2’de, 5G ag optimizasyonunda yaygin olarak kullanilan makine 6grenmesi paradigmalari;

uygulama alanlari, avantajlar1 ve temel zorluklar1 ile birlikte 6zetlenmistir. Gortildiigii lizere, her

paradigma farkli optimizasyon problemleri i¢in belirli avantajlar sunmakta; ancak tek basina tim 5G
gereksinimlerini karsilamakta yetersiz kalabilmektedir. Bu durum, 5G ve otesi aglarda hibrit ve
problem odakl1 6grenme yaklasimlarinin 6nemini ortaya koymaktadir.

4. Makine Ogrenmesi Temelleri

Makine 6grenmesi (ML), veriden Oriintii ve iligkileri otomatik olarak 6grenerek tahmin ve karar

verme yetenegi kazandiran yontemler biitiinii olarak tanimlanmaktadir. 5G aglar1 baglaminda ML;
karmasik, dinamik ve belirsizlik iceren ag ortamlarinda geleneksel kural tabanli yaklasimlarin

yetersiz kaldig1 durumlarda etkili ¢éztimler sunmaktadir. Denetimli 6grenme yOntemleri trafik ve

kanal durumu tahmini gibi kestirim problemlerinde one ¢ikarken, denetimsiz 6grenme yaklagimlari
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ag izleme, anomali tespiti ve kullanici profilleme gibi gérevlerde kullanilmaktadir. Ote yandan, 5G
ag optimizasyonu c¢ogunlukla ardisik ve cevrim i¢i karar verme gerektirdiginden, pekistirmeli
ogrenme ve derin pekistirmeli 6grenme yontemleri kaynak tahsisi, gli¢ kontrolii ve network slicing
gibi kritik problemlerde yaygin olarak tercih edilmektedir. Ayrica, dagitik mimari ve gizlilik
gereksinimleri nedeniyle federated learning ve ¢ok ajanli 6grenme yaklasimlar: da 5G ve Otesi aglar
icin Onemli arastirma alanlar1 arasinda yer almaktadir [16-19].

5.Sonug¢ ve Degerlendirme

Bu ¢alismada, 5G aglar i¢in makine 6grenmesi destekli kaynak ve ag optimizasyonu alanindaki
mevcut literatiir kapsamli bir sekilde incelenmistir. 5G aglarinin; yiiksek veri hizi, diisiik gecikme,
yogun baglanti ve enerji verimliligi gibi es zamanli ve ¢ogu zaman ¢elisen gereksinimleri, geleneksel
kural tabanli ve analitik optimizasyon yontemlerinin sinirlarini ortaya koymaktadir. Bu baglamda,
veri odakli ve uyarlanabilir yapilar1 sayesinde makine Ogrenmesi tabanli yaklasimlar, 5G ag
optimizasyonu i¢in giiclii ve esnek ¢ozlimler sunmaktadir. Calisma kapsaminda, 5G ag mimarisi
icerisinde ortaya c¢ikan temel optimizasyon problemleri sistematik olarak smiflandirilmig; bu
problemlerin ¢6ziimiinde kullanilan denetimli, denetimsiz, pekistirmeli, derin pekistirmeli, ¢ok ajanl
ve federated learning gibi farkli makine 6grenmesi paradigmalari karsilastirmali olarak ele alinmustir.
Yapilan inceleme, belirli bir 6grenme paradigmasinin tim 5G optimizasyon problemleri i¢in tek
basina yeterli olmadigini; problem tiirii, zaman 6l¢egi, ag mimarisi ve servis gereksinimlerine bagl
olarak farkli veya hibrit 6grenme yaklagimlarinin tercih edilmesi gerektigini gostermektedir. Ayrica,
literatiirdeki ¢aligmalarin biiylik bir kisminin simiilasyon tabanli oldugu, gercek saha kosullarinda
uygulanabilirlik, 6l¢ceklenebilirlik, agiklanabilirlik ve giivenilirlik gibi konularin halen agik arastirma
problemleri arasinda yer aldig1 gériilmektedir. Ozellikle federated learning, ¢evrim igi dgrenme ve
aciklanabilir yapay zeka yaklagimlarinin, 5G ve 6tesi aglarda operasyonel kabul agisindan kritik bir
rol oynayacagi degerlendirilmektedir.

Sonu¢ olarak, makine 6grenmesi destekli optimizasyon yaklagimlar1 5G aglarinin karmasik
gereksinimlerini karsilamada onemli avantajlar sunmakta olup, bu alandaki aragtirmalarin 6G
vizyonu dogrultusunda daha biitiinciil, giivenilir ve saha uyumlu ¢dziimlere evrilmesi beklenmektedir.
Bu derleme ¢aligmasinin, hem akademik arastirmalar hem de endiistriyel uygulamalar icin yol
gosterici bir referans niteligi tasimasi hedeflenmektedir. Gercek Zamanli Ogrenme ve Saha
Uygulanabilirligi agisindan mevcut ¢aligmalarin biiyiikk ¢cogunlugu simiilasyon tabanhdir ve gercek
5G aglarinda karsilagilan Ol¢iim hatalari, gecikmeler ve eksik veri problemleri yeterince ele
alimmamistir. Gergek zamanli, ¢evrim i¢i 0grenme yetenegine sahip ve saha kosullarina dayanikli
modellerin gelistirilmesi énemli bir a¢ik problem olarak éne ¢ikmaktadir [20,21]. Olceklenebilirlik
ve Hesaplama Karmagikligi agisindan derin pekistirmeli ve ¢cok ajanli 6grenme yontemleri, biiylik
Ol¢ekli ve ultra yogun 5G aglarinda yiiksek hesaplama ve bellek gereksinimleri dogurmaktadir. Bu
durum, kenar bilisim (MEC) destekli, hiyerarsik ve hafif 6grenme mimarilerine olan ihtiyaci
artirmaktadir[22,23]. Odiil Fonksiyonu Tasarimi ve Cok Amagh Optimizasyon i¢in 5G optimizasyon
problemleri genellikle gecikme, enerji verimliligi, giivenilirlik ve kullanict deneyimi gibi birbiriyle
celisen hedefleri icermektedir. Bu hedeflerin tek bir 6diil fonksiyonu altinda dengelenmesi ve kararl
O0grenmenin saglanmasi halen agik bir aragtirma konusudur [14,15]. Egitim sirasinda kullanilan veri
dagilimlarinin zamanla degismesi, ML tabanli modellerin performansinda ciddi diisiislere yol
acabilmektedir. Bu nedenle, transfer learning, ¢cevrim i¢i 6grenme ve meta-6grenme yaklagimlariin
5G aglarma uyarlanmasi 6nemli bir arastirma ihtiyacidir [26,27]. Gizlilik, Giivenlik ve Dayaniklilik
icin federated learning gibi dagitik 6grenme yaklasimlar: veri gizliligi agisindan avantaj sunsa da,
model zehirleme, glivenli model paylasimi ve heterojen veri dagilimi gibi yeni tehditleri beraberinde
getirmektedir. Glivenli ve dayamikli ML tabanli optimizasyon mekanizmalarinin gelistirilmesi
gerekmektedir[28,29]. Son zamanlarda yeni bir kavram olarak yapay zekanin bir tlirevi olan
Aciklanabilirlik (XAl) ve Operasyonel Kabul alanlarinda ML tabanli optimizasyon ¢oziimlerinin ag
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isletmecileri tarafindan benimsenebilmesi i¢in, kararlarin neden ve nasil alindiginin agiklanabilir
olmasi kritik 6nemdedir. Ac¢iklanabilir yapay zeka yaklagimlarinin 5G ag yonetimiyle entegrasyonu,
heniiz sinirli sayida ¢alismada ele alinmistir [30,31].

Yeni nesil kablosuz sistemlerden 6G haberlesme sistemleri ise, yalnizca veri hizi ve gecikme
performansinda artis saglamayi degil; Al-native, otonom, kendini yoneten ve algilama—
haberlesme biitiinlesik (ISAC) ag mimarilerine dayali yeni bir paradigma olusturmay1
hedeflemektedir. Bu baglamda, 5G aglarinda tanimlanan agik optimizasyon problemleri, 6G
vizyonunun temel arastirma yonlerini dogrudan sekillendirmektedir.

6G aglarda ongoriilen otonom ag isletimi (self-driving networks), gercek zamanl ve ¢evrim igi
ogrenme yeteneklerini zorunlu kilmaktadir. Aglarin insan miidahalesine minimum diizeyde ihtiyag
duyarak dinamik c¢evresel kosullara uyum saglayabilmesi, stirekli adaptasyon ve belirsizlik altinda
karar verebilen 6grenme modellerinin gelistirilmesini gerekli kilmaktadir.Ultra yogun, hiicresiz ve
terahertz bantli 6G mimarileri, dl¢eklenebilirlik ve hesaplama karmasikhi@ini kritik bir arastirma
konusu haline getirmektedir. Bu nedenle, dagitik, hiyerarsik ve kenar—bulut is birligine dayali
ogrenme cergevelerinin 6G aglarinda merkezi bir rol iistlenmesi beklenmektedir. Bununla birlikte,
6G optimizasyonu; iletisim performansinin 6tesinde algilama, konumlama, enerji farkindahg: ve
uctan uca servis deneyimi gibi ¢ok boyutlu hedefleri kapsamaktadir. Bu durum, risk-duyarl ve
baglam-farkindalikli cok amagli 6grenme yaklasimlarina olan ihtiyaci artirmaktadir. Sonug olarak,
gizlilik, giivenlik ve aciklanabilirlik, 6G aglarinda makine Ogrenmesi tabanli ¢dziimlerin
operasyonel kabulii i¢in belirleyici unsurlar olacaktir. Federated learning ve agiklanabilir yapay zeka
yaklagimlariin, giivenilir ve siirdiiriilebilir 6G aglarmmin temel bilesenleri haline gelmesi
beklenmektedir.
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