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1.	 Introduction 

Iron and steel production is a key factor that determines a country’s 
position in the global industry. The iron and steel industry meets the raw 
material demands of the countries in many fields, particularly construction, 
automotive and industrial production. The production of iron and steel is 
carried out in industrial facilities including induction furnace elements 
and Electric Arc Furnaces (EAF). Thanks to the developments in the 
technological field in recent years, EAFs have reached high metal melting 
capacities. This has resulted in lower melting costs compared to other steel 
production methods. Today, approximately 40% of global steel production 
is carried out using EAF production plants. In the future, this proportion 
is expected to increase to about 50% by 2030 (Schau., H., Stade, 1994; 
Workshop, 2016). Due to the increasing cost of energy today, consuming 
the energy in EAFs in the most economical way is very important for both 
producers and the country’s economy. Efficient use of energy in EAFs can 
be possible by a good understanding of its working principle and making 
an optimum production plan (Seker, Memmedov, & Huseyinov, 2017). 

The first developments in the field of EAF began in the 19th century. 
Humphry Davy made the first experimental demonstration to introduce 
the electric arc in 1810. Pepsy conducted studies on welding systems in 
1815. On the other hand, William Siemens was impressed by these studies 
and obtained a patent for the arc type electric furnace in 1978-79. The first 
commercial electric arc furnace was developed by Paul Heroult (Seker, 
2017).  

The basic working principle of EAFs is to facilitate the melting of 
the metals by converting electrical energy into thermal energy. In this 
melting process, the energy conversion is performed by the electric arc 
created between the melted metal and the electrodes. The electric arc 
is characterized by high current and low voltage. With this method, 

temperatures of about 3000-4000°C can be obtained. Figure 1 shows the 
cross-section of a typical Alternating Current (AC) EAF used for melting. 



Mustafa Şeker4 .

Figure 1. Cross section and basic schematic representation of Electric Arc 
Furnace

Electric arc furnaces mainly consist of three parts (Beaty, 1978);

1. Shell: It consists of steel and sidewalls at the bottom.

2. Hearth: The part consisting of the bottom of the melting pot and 
refractories.

3. Roof: It supports the refractories when one or multiple graphite 
electrodes are involved, and it can have a water-cooled spherical form. 

The EAFs have a non-linear load characteristic. Therefore, they may 
cause power quality problems in the power grids they are connected to such 
as harmonics, voltage sags and swells, and reactive power problems (Seker 
& Memmedov, 2017; Seker, Memmedov, Huseyinov, & Kockanat, 2017). 
Initially, these problems were neglected for furnaces with small capacity. 
However, due to the high melting capacities and power variations of EAFs 
used today, these negativities have reached a level that cannot be neglected. 

Depending on the characteristic behavior of the arc created between 
the melted material and the electrodes, EAFs have four different operating 
processes: charging, burning, melting, and refining. The operating processes 
measured during a melting period at an EAF with 60 MVA power are 
presented in Figure 2. The burning process is the beginning of the melting 
process. The electrodes are immersed in the molten pool and they are charged 
to start the melting process. During this process, the electric arc has a short 
arc length (Seker, Memmedov, Huseyinov, et al., 2017). During the melting 
process, a large area is formed in the middle of the melted material. The 
electric arc has a long arc length. Since the metal melted in this process is 
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mobile, the arc length constantly changes. In the refining process, almost all 
of the metal in the molten pool is melted and the arc length of the electric 
arc is almost constant. The arc has a stable structure. In this process, the 
heat generated by the arc keeps the molten metal in a liquid state during its 
transfer to the ladle furnace (Issouribehere, Issouribehere, & Barbera, 2005) 

Boring and Charging Melting                        Refining

Process Duration (min)
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 (S
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Figure 2. Apparent power change of 60 MVA EAF in boring, melting and 
refining processes

Considering EAFs’ energy consumption, they use 53% of the energy 
for melting in steel production(Göl et al., 2010). Cooling losses, waste 
gas losses, and settling losses during the melting period constitute total 
losses. The power change varies depending on the secondary voltage of the 
furnace transformer. The furnace transformer is usually set to the voltage 
levels of 10-12 to ensure optimal operating conditions. Also, the furnace 
performance should be tested at regular intervals and optimum working 
conditions should be determined when an arc furnace is commissioned.  It is 
aimed to operate EAFs in the maximum efficient way by determining their 
optimal working conditions. This can be possible by understanding and 
analyzing the static operating characteristics of EAF well. The operating 
characteristics of EAFs can be obtained by mathematically expressing the 
behavior of the electrical circuit elements that make up the system. 

This study provides basic information on how to describe the static 
operating characteristics of an EAF with 60 MVA power. In the second 
part of the study, the circuit components of the electrical system feeding 
the electric arc furnace are explained. In the third part, mathematical 
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assumptions used in power calculations in EAFs are explained in detail. 
The changes in the static characteristics are presented visually in the fourth 
part. In the last part, the results obtained are given as a general summary.  

2.	 Electrical Circuit Components of the System Feeding the 
Electric Arc Furnace

Figure 3 shows the circuit components that make up the system feeding 
the electric arc furnace. As can be seen from the figure, the electrical 
components that feed the EAF consist of a step-down transformer, EAF 
transformer, static Var compensation (SVC) system, and harmonic filter 
groups, busbars, and electrodes(Şeker & Memmedov, 2015). The electrical 
equivalent of each circuit component constituting this system must be 
expressed mathematically for defining the static characteristics of the EAF. 
One of the most effective methods for defining the mathematical equivalent 
of the system is to create a single-phase equivalent circuit model. A phase 
equivalent circuit model of the electrical system feeding the Electric Arc 
Furnace is presented in Figure 4.

Electrodes

Furnace

Bus TubesFlexible Cables

EA
F T
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Filters

HV/MV Power 
Transformer

Utility 
Grid

Figure 3. Electrical circuit elements constituting the EAF system.

380/34.5 kV
100 MVA
%Uk:15

U

XL

34.5/0.719 kV
60 MVA
%Uk:4.9

XC

XH

Arc
Furnace

Filter
Groups

T1 T2

PCC

Figure 4. Equivalent single line diagram of Electric arc furnace.
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3.	 Power Calculations for Electric Arc Furnace

The system presented in Figure 4 can be addressed in two parts. 
The equivalent circuit of the primary system includes the resistance in 
the national grid, step-down transformer, regulators if any, and furnace 
transformer. The secondary circuit, on the other hand, consists of electrodes 
and flexible cables. 

Usually, the circuit parameters are calculated in the impedance (Z) 
form. To calculate a phase equivalent circuit model of the EAF shown in 
Figure 4, it is required to calculate the impedance of the grid, impedance 
of the step-down transformer, impedance of the furnace transformer, 
and impedance of the secondary circuit. If the impedance in the system 
feeding the EAF is shown in the R + jX form, the assumptions presented in 
equations (1-2) are used in the calculations of the resistance and reactance 
values; 

•	 For grid impedance, the X/R ratio is assumed to be approximately 
10. 

      

o

•	 The X/R ratio is assumed to be 8 for the impedance values of the 
transformers.  

o

Thus, the parameters of the grid system feeding the EAF can be easily 
defined by using these assumptions. However, the major problem is the 
calculation of the parameters of the secondary circuit that is a part of the 
EAF transformer. The reactance of the secondary circuit depends on the 
configuration of the electrodes. Two geometric forms, i.e. coplanar and 
triangular, are used to calculate the secondary reactance of the electric arc 
furnace.  
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A. Triangular Design B. Coplanar Design

Figure 5. Triangular and Coplanar design of EAF electrodes according to 
positions. 

A.	 Triangular Desing

In triangular design, inductance values of three phases are expressed 
in equations (3-5). 

Depending on the inductance values, Self and common inductance 
values are calculated using equations (6-7). 

In this equations, S, ds and d are defined as fallow;

S	 ; length of conductor (cm)

ds	 ; Radius of geometric field

d	 ; Average geometric distance between conductors.  

With the help of the calculated self and common reactance values, the 
reactance value of each phase is calculated by equations (9-11). 
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B.	 Coplanar Design

In the coplenar design, the inductance values of each phase are 
expressed in equations (12-15). 

 

In this expression, the relationship between inductance values is 
defined as LB <LA = LC. 

Based on the calculated L value, the reactance resistance of the 
secondary circuit is defined by the equation (15).

In this statement;

XL	: Reactance resistance of each phase as ohms

f    	: Utility frequency

L 	 : It is the value of Inductance as Henry (H).

Depending on these assumptions, the circuit impedance of the EAF 
system consists of five parts.

1)	 Utility line impedance 			   (RL+XL)

2)	 Stepdown Transformer impedance	 (RT+XT)

3)	 EAF Transformer impedance 		  (RF+XF)

4)	 Seconder circuit impedance		  (RS+XS)

5)	 Arc resistance				    (RA)

The main purpose of EAF is to create an electric arc between 
electrodes and scrap. This arc is characterized by low voltage and high 
current. Theoretically, arc is the basic function of an arc furnace. The real 
power supplied to the furnace is the heat energy generated in the arc. This 
power is based on the control of Z = U / I arc impedance. In arc furnaces 
operating with alternating voltage, the arc is extinguished when the current 
is zero in alternating alternation. When the arc is extinguished, the voltage 
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between the electrode tip and the metal is approximately equal to the 
secondary voltage of the transformer. This voltage has an effect on ignition 
of the arc. In order for the arc to be ignited, at least 40 V voltage and 5 
kA current are required (Pelfrey D.L., 1980). Steady-state conditions in 
the electric arc furnace is low power factor. This requires a high reactive 
energy requirement. 

With the help of arc, electrical energy is converted into thermal energy. 
There is a direct relationship between heat conduction and arc length. If the 
arc length is short, heat will occur around the electrodes. If the arc length 
is large, most of the heat will be on the walls of the furnace or towards the 
furnace cover. The arc length depends on the arc voltage and is directly 
related to the voltage of the secondary circuit of EAF transformer. In an arc 
furnace, the arc length is approximately defined by the following equation 
(16)(Gandhare & Lulekar, 2007). 

La = Ua -50 mm                                                                  (16)

Here; Ua refers to the arc voltage.

If short arc is desired, the voltage value should be kept low. With the 
increase in arc length, the arc resistance increases and the current decreases 
and the phase between the current and the voltage changes. If we define 
the arc resistance as Ra, Ra = 0 represents the short circuit condition of the 
arc. If Ra = ∞, it indicates the situation in which the arc is extinguished. 
The power change depending on the arc resistance is shown graphically in 
Figure 6.

Figure 6. Power change depending on arc resistance in EAF’s. 

In EAF’s, the maximum power is obtained when the cos (Φ) value 
is equal to 0.707 (Maximum power transfer theorem). In this case; active 
power, reactive power and apparent power could be written as equations in 
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(17-19) respectively (Bello, 1971; Borrebach, 1969; Montanari, Loggini, 
Cavallini, Pitti, & Zaninelli, 1994).

Here;

I	 : Secondary circuit current at 0.707 power factor

ZΦ/N	 : Total impedance for one phase

R/N	 : Total resistance for one phase

X/N	 : Total inductance value for one phase.

expresses the values. 

Equations (20-22) are used to define the input operating power in the 
furnace transformer. 

In these equations, parameters are defining as bellow. 

I	 : Seconder circuit current at 0.707 power factor

Rf	 : Resistance of EAF transformer

Rs	 : Resistance of seconder circuit

Xs	 : Reactance of seconder circuit

Ra	 : Arc resistance 
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The line current passing through the secondary circuit is calculated 
with the following expression (23).  

 

In these equations; 

EΦΦ	 : phase to phase Secondary voltage value

ZT	 : Total impedance value of equivalent circuit 

The main issue in examining the power characteristics of the EAF is 
the definition of the powers on the primary side of the EAF transformer. In 
this case, the power factor (PF) is expressed as equation (24). 

 

In (24);

E		  : primary input voltage between phases

I		  : primary line current

MW is power value in the primary side of the transformer as Megawatt. 

Based on this expression, the power factor (PF) could be defining as 
Eq. (25); 

In these equations; RF- Furnace transformer resistance, XF- Furnace 
transformer reactance, RS- Secondary circuit resistance, XS- Secondary 
circuit reactance and RA is arc resistance. Power factor is expressed as cos 
(Ө) and the angle value is calculated by equation (26).

 

In Eq. (26), MVAR is reactive power as MegaVar at transformer 
primary side. On the other hand, mw refers to the effective power defined 
as Megawatt on the primary side of the transformer.

4.	 Calculation of impedance parameters of EAF

The assumptions presented in Chapter 3 are used to calculate the 
circuit parameters of the electric arc furnace. The parameters of the 
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system feeding the 60 MVA EAF are shown in Table 1. In this table, it is 
assumed that the furnace transformer is operated at the 12th stage (Seker, 
Memmedov, & Huseyinov, 2017).

Table 1. Circuit parameters of the system feeding the 60 MVA EAF Facility
        

  
 
       

    Network Pcc =  7250  MVA 
In = 91 A   UHT =  380  KV 

Icc = 11.015 A      
Pcc = 7.250 MVA  Reducing S =  100  MVA 

    Transformer Ucc =  15  % 
     UMT =  380  KV 
        

Icc = 918 A   
Compensation    Q 

=  0  MVAR 
Pcc = 604 MVA   V =  0  KV 

        
        
     Cables    Length =  0,27  Km 

Icc = 918 A      
Pcc = 604 MVA      

    Reactor S =  0  MVA 
     Ucc =  0  % 
     Position =  0  % 

Icc = 918 A   U =  0  KV 
Pcc = 604 MVA      

    Transformer S =  60  MVA 
    furnace Ucc =  4,9  % 
     Us =  415  V 
        
    Impedance Rcc =  0,4  mohm 

    
in short 
circuit Xcc =  2,6  mohm 

In = 83.472 A      
Icc = 78.359 A   DAP =  240  cm 
Pcc = 56 MVA      

        
        
        

 
 

Using the mathematical assumptions presented in section 3 and the 
parameters presented in Table 1, a phase equivalent circuit parameters 
belonging to the system feeding the EAF are calculated and shown in Table 
2. 

Table 2. Impedance parameters calculated based on the tapping values of the 
EAF transformer (Tap=12).

Real parameters
Equivalent Parameters for 719 V 
Reference voltage

R(Ω) X (Ω) R (mΩ) X (mΩ)
Zres 2.845 19.917 0.0034 0.0238
Ztab 30.943 216.60 0.0369 0.2583
Zlig 11 95 0.0000 0.0001
Zself 0 0 0 0
Ztf 16.847 117.927 0.0201 0.1407
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 In order to calculate the input power of the electric arc furnace, the following 
procedures are performed (Seker, Memmedov, & Huseyinov, 2017). 

1)	 Operation resistance

2)	 Operation impedance

  (mΩ)                                           (28)

3)	 Operation current (seconder current)

4)	 Primer active power in operation current 

5)	 Primer reactive power in operation current 

6)	 Appearance power in operation current 

 

The power characteristic curves of the EAF furnace are defined 
using these defined equations and the circuit parameters calculated for the 
electric arc furnace load.

5.	 Static Characteristics of the 60 MVA EAF

The static characteristics of the 60 MVA electric arc furnace defined 
using the mathematical approaches presented in Chapters 3 and 4 are 
presented in Figure 7 and Figure 8. The stability index is expressed as 
the ratio of the reactance value of the system feeding the furnace to the 
furnace reactance. This ratio can be changed by adjusting the tap settings 
of the transformers in the system feeding the furnace. The graphical curves 
presented are defined for the operation of the furnace transformer at the 
12th tap for a secondary voltage of 719 V. Similarly, graphics can be 
defined for all transformer tap values.
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Figure 7. Static changes of arc voltage, radiation index and arc resistance 
depending on the stability index (SI) of 0.15, 0.18 and 0.25 (Red: SI = 0.15, 

Green: SI = 0.18, Blue: SI = 0.25)
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EAF transformatöünün kademe değerlerine bağlı olarak 

Figure 8. Static changes of active power, power factor and stability indices 
depending on current depending on stability index (SI) of 0.15, 0.18 and 0.25. 

(Red: SI=0.15, Green: SI=0,18, Blue: SI=0,25)

6.	 Results

In order to evaluate the power quality problems in electric arc 
furnaces, it is necessary to define the short circuit currents and optimal 
operating conditions of EAFs. Determining of these conditions is possible 
by defining the static power characteristics of EAFs. In this study, the 
mathematical approaches required to define the static characteristics of 60 
MVA EAF are presented. By defining static characteristics, improvement 
of power quality, determination of short circuit currents and development 
of protection methods against the effects of these currents can be provided 
for EAFs. In addition, it is necessary to evaluate the Static characteristics 
in terms of determining the suitable operating range and transformer tap 
for optimal operation of EAF. The results show that the power coefficient 
should be adjusted as 0.707 at the maximum power point in order to ensure 
optimal operating conditions in the 60 MVA EAF furnace. During the 



 .17Theory and Research in Engineering II

melting process, the voltage level of the transformer should be reduced 
and EAF transformers should be operated below the melting tap value in 
the melting process. In melting and other working processes, the X / Xcc 
stability value of the EAF can be adjusted depending on the transformer 
tap changes. This will also increase the efficiency of the furnace in terms 
of optimal use and energy consumption.
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Introduction

The advent of membrane science arose from 1861 through dialysis 
experiments using synthetic membranes [1]. Thanks to the extraordinary 
properties and extensive applications, membrane technology attracted much 
attention up to now. Since membrane technology is an interdisciplinary 
field, numerous investigations have been conducted from different fields to 
expand the membranes applications in other research areas by developing 
the structural properties. The cognizance of membrane definition and its 
nature should be considered essential for the next levels of investigations.

Membranes’ classification depends on several parameters. However, 
they could be classified as biological and synthetic membranes. Synthetic 
membranes were considered remarkably up to now from its arrival. 
Membranes’ synthesis methods have been investigated widely due to their 
applications. Different synthesis methods are introduced to improve their 
properties according to their utilization area. Membranes’ synthesis phase 
inversion (IP), track-etching, stretching, interfacial polymerization, and 
are mostly used techniques in membrane technology. However, among the 
various synthesis methods, electrospinning is considered a special process 
due to its facile procedure and unique properties of electrospun fabricated 
membranes.  

Since they can be produced by several methods, different membrane 
structures and properties were reported. These membranes’ diverse 
structures and properties result in further applications of membranes in 
various areas such as water treatment, textile, and biomedical. Membranes’ 
application in this field is attributed to their ability to facilitate the natural 
mechanisms of human body. Although there are numerous publications 
regarding membrane technology, this chapter is prepared to summarize 
the recent membrane technology developments. For this aim, the basic 
principles of membranes, structure, classification, and synthesis methods 
are described in this chapter. The electrospinning synthesis method is 
illustrated in detail as well as their effective parameters. Furthermore, 
biomedical applications of membranes are explained.   

1. Membrane  

1.1. Definition and classification     

Membranes’ description varies from the aspect of its functions and 
processes. Some of these functions could be separation, purification, and 
dialysis. Without considering the operations, the membrane could be 
defined as a semi-permeable barrier between two phases. In other words, 
the membrane is able to separate two phases and control the transport of 
some species in the mixture [2]. The minimum work for this operation 
could be assigned thermodynamically with the free enthalpy of molecules. 
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As it is defined in Eq. (1), the minimum work should be equal or greater 
than the free enthalpy of mixing. The separation mechanism takes place 
due to the chemical potential difference between the two sides, which they 
are feed and permeate [3]. This chemical potential difference is attributed 
to the gradient of pressure, temperature, concentration, and electrical 
potential, as it is shown in Figure 1.

     -                                                                         (1)

Figure 1. Schematic of a two-phase separated system by a membrane. Reprinted 
with permission from [3].

The investigations of membrane technology regarding the structural 
properties were done to explore and improve the membranes’ performance 
or efficiency. Without considering membrane classification and processes, 
some material and structural dependent parameters, such as permeability, 
retention factor, flux, and separation factor, are considered critical to 
evaluate the membranes’ performance. Permeability is the basic principle 
of the membrane mechanism based on the interaction between component 
and membrane material [4] As it is clarified in Eq. 2, permeability is 
dependent on the solution and diffusion.

P = D.S                                                                                                    (2)

The other parameter, retention, is defined as a retained amount of 
solute instead of water passing. This transport mechanism is affected by the 
structure of membranes. Specifically, this retention is attributed to the ratio 
of molecular size to pore size. The retention equation is defined below where 
the Cp and Cf are solute concentration in permeate and solute concentration 
in feed sides, respectively. This retention amount is between 0 and 1, that the 
retention equal to 1 is affiliated to the complete solute retention [3,5].
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R = 1 -                                                                                                   (3)

The separation factor ( is considered the permeation rate of two 
components (A & B). It is defined by the concentration of components in 
both permeate and feed sides [3]. If we assume X as the concentration of 
components in the permeate and Y as the concentrations in the feed side, 
the separation can be calculated in the following as Eq. 4. In this case, the 
permeate rate of component A is considered to greater than component 
B. It is important to note that no separation occurs when  and   
Equals to 1.

=                                                                                                (4)

Flux is another principal parameter to compare the performance of 
membranes. It has a direct proportion with the pore diameter of membranes 
[6]. It could be assumed that the membrane is a cylindrical capillary pore in 
which liquids flow through the membrane. Thus, we will have Eq. 5 where 

, l, d, and  refers to the liquid viscosity, pore length, pore diameter, and 
pressure difference, respectively.  

Pore (q) =  .                                                                                 (5)

The number of pores is defined by Eq. 6 where  refers to porosity :

N =  .                                                                                                   (6)

Clearly, if we know the number of pores (N), the flux can be calculated;

Flux (J) = N.  .                                                                             (7)

Since the definition has no effective presentation about the structure or 
function of membranes, the next subject that should be considered primarily 
is related to the classification of membranes. Membranes’ classification 
pertains to numerous specifications. Some of these specifications could be 
related to nature, driving force, structure, transport form, charge, and size. 
It could be mentioned the passive and active transport for transportation 
form, homogenous or heterogeneous for structure, neutral or charged 
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membranes to exemplify these specifications for further understanding. 
Meanwhile, the driving force is diversified into pressure, concentration, 
and temperature. Besides, membranes can be categorized into porous, 
nonporous, and liquid membranes according to their separation process or 
structure. Schematics of these membranes are shown in Figure 2. 

       Membranes classification related to their nature could be mentioned 
in two main groups; biological and synthetic. Biological membranes also 
are assorted to living and non-living ones. On the other hand, synthetic 
membranes are divided into organic (polymer or liquid) and inorganic 
(metallic, glass, and ceramics). Synthetic membranes attract much attention 
due to the tunable parameters during the fabrication. Polymeric membranes 
are the most considered ones since they have remarkable properties such 
as stability of thermal and chemical properties, fouling resistance, cost-
effect, and ease of fabrication. Numerous researches have been conducted 
to explore and optimize the synthesis methods of polymeric membranes. 
Some of these synthesis methods are described in detail [2,3,6].

Figure 2. Schematic drawing of the three basic membranes. Reprinted with the 
permission from Ref. [2]

1.2. Synthesis methods

The synthesis of polymeric membranes has been investigated widely 
due to their excellent performance and applications. Meanwhile, different 
polymeric structures can be fabricated from various fabrication techniques. 
Thus, the selection of synthesis methods is dependent on the choice of 
the material and the preferred structure [7]. Among the various techniques 
such as phase inversion, interfacial polymerization, track-etching, and 
stretching, the electrospinning technique is elucidated in detail in the 
next section thanks to the distinct properties and structure of electrospun 
polymeric membranes.
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2. Electrospinning: an advanced nanofiber fabrication technique

2.1. Introduction to Electrospinning

Since the early 1990s, electrospinning is defined as a primary facile 
method that has been used for the fabrication of micro/nano-sized fibers 
to employ in various applications, including water treatment, filtration 
systems, and biomedical applications like drug delivery systems [8-10]. 

Compared with other morphologies, specific characteristics of 
electrospun fibers composed of micro and nanopores like high specific 
surface area, ideal cell adhesion, and proliferation convinced researchers 
to employ them in the application were mentioned in the previous part 
of this section. Moreover, the highly porous structure of electrospun 
mats originated from micro/nano-sized fibers’ involvement, making them 
one of the superior candidates in tissue engineering. In summary, high 
porosity, high tensile strength, simple processing, the versatility of the 
material, simple control of fiber diameter, interconnected pore structure, 
and high surface/volume ratio are some of the electrospun fibrous 
matrices incomparable properties that have been persuaded by scientists 
and researchers in the last decades. As the explained unique features of 
electrospun fibers in many publications, this book’s primary goal is to define 
the electrospinning process, effects of different parameters on resultant 
fibrous mats, and its usages due to the extensive demands in various 
sectors like biomedical applications. Pharmaceutical repositories, tissue 
engineering, wound healing, sensors, reinforcement, sound absorption, and 
filtration are some of the biomedical applications of electrospun matrices. 
It must be mentioned that there have been numerous studies in the field 
of electrospinning mechanisms, electrospinning conditions, and fibrous 
mats characteristics. At the same time, modification of micro/nano-sized 
electrospun fibers during electrospinning process including core-shell, 
hollow, side-by-side, multilayer, twisted, and porous surface structures 
which cause to the production of fibrous matrices with more desirable 
physiochemical attributes had become hot topics in the recent years [11].

2.2. Principle and Mechanism of Electrospinning

As it is shown in Figure 3, a high voltage supply, a dope driven system 
or a syringe pump, a spinneret, and a grounded metal collector are four 
fundamental segments of classic electrospinning set up [12]. During the 
electrospinning procedure, surface tension, Coulombic repulsion force, 
viscoelastic force, gravity, electrostatic, and air drag force are diverse forces 
are applied to the charged liquid jet to elongate it in the polymeric fibers 
form under an electrical field. Commonly, the formation of electrospun 
fibers through electrospinning is carried out in the following three steps:
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1. Onset of the polymer solution’s emission after applying forces emit 
of polymers solution to the syringe pump, rectilinear jet development

2. Making a structure with looping and spiraling pathways and 
solidification of generated fibers after Evaporation of solvents

3. nanofibers accumulation [13].       

Figure 3. Schematic depicting electrospinning setup and phenomenon of 
electrospinning [14].

In the first step of the electrospinning process, during the exerting of 
the electrical potential difference between spinneret’s tip and grounded 
collector, the shape of the generated droplet is reshaped into a conical 
the shape is named Taylor Cone. The distance is moved by the polymer 
solution’s jet after applying electrical force has a critical value that 
is symmetrical of an applied electrical field, conductivity, dope flow 
rate, and asymmetrical to other operators like liquid density the current 
passing through the jet. The fibers’ diameter reduction from micrometers 
to nanometers is a required occurrence that can be controlled by the 
electrically driven non-axisymmetric bending of the polymer’s solution jet 
at high frequencies. Finally, the produced fibers in the previous step are 
gathered in the grounded apparatus. Some other factors, such as the design 
of spinnerets and apparatus parts of electrospinning, are other substantial 
effective aspects that alter the morphologies and structures of obtained 
nanofibers [15]. 

In the following part of this chapter, the significant factors during 
electrospinning procedure including applied electrical voltage, the 
solution’s follow rate, the distance between grounded collector and needle, 
polymer concentration, and solution viscosity, the conductivity of polymer 
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solution, the role of utilized solvent, humidity, and temperature will be 
discussed in detail. Due to these parameters’ direct effect on the resulting 
fibers’ characteristics, and to obtain the desired product, understanding all 
of these parameters is necessary for researchers who use electrospinning 
in their works.

2.3. Effects of Parameters on Electrospinning

2.3.1. Applied voltage

Flowing current, which originated from high-voltage power storage 
into a polymer solution, is the reason for converting droplets from spherical 
to Taylor cone and producing ultrafine nanofibers. The amount of critical 
applied voltage causes droplet deformation during the electrospinning 
process is variable between polymers [16]. Based on recent reports, by 
increasing the applied voltage, we will create nanofibers with the beaded 
structure correlated to the Taylor cone decline and polymers jet’s flowing 
rate increment [17].

2.3.2. The following rate of solution

The polymeric solution flow rate is another influential factor in 
specifying the morphology of the electrospun nanofibers. The amount of 
critical applied voltage to fabricate electrospun nanofibers with a more 
uniform beaded structure is variable among different polymer solutions. 
For instance, in polystyrene, the bead formation of electrospun nanofibers 
is onsetting by increasing the applied voltage above 0.10 mL/min and 
stoped by lowering the voltage to 0.07 mL/min. The flow rate increment 
of polymeric solution over the critical applied voltage cause to increase 
of (1) pore size, (2) diameter of the electrospun nanofibers. The imperfect 
drying of nanofibers jet during the electrospinning process is why the 
transformation of produced nanofibers’ features. Because of the shifting 
effects of the applied voltage in electrospinning proceeding, a minimum 
flow rate in preferred due to the (1) balance maintenance between the 
leaving polymeric solution and its replacement by another one during 
jet foundation (2) construction of a permanent and recede jet cone. In 
other words, because of the effect of addition and reduction of polymeric 
solution’s flow rate, which is a factor influence produced fibers morphology, 
a minimum flow rate is selected in all electrospinning processes. Also, by 
applying the minimum voltage, the balance between leaving and receding 
polymeric jet is preserved until the end of the process. 

In some other cases, besides the bead formation, ribbon-like faults 
formation occurs during the electrospinning process. This type of 
imperfections that are constructed because of the flow rate growth is 
related to some of the solvent’s features, such as non-evaporation and low 
stretching factors. As well as, surface charge density is another factor that 
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causes to make changes in the electrospun nanofibers morphology [14]. 

2.3.3. The distance between the needle’s tip and collector

Similar to the mentioned factors, the distance between the tip of the 
metallic needle and collector affects the fabricated electrospun nanofibers 
morphology. Furthermore, like the electrical applied voltage, viscosity, 
and flow rate, by changing the type of the polymeric solution, the distance 
between the needle tip and collector is shifted in the electrospinning 
operation. The distance can change the morphology of the electrospun 
nanofibers straightforwardly due to its dependence on the evaporation 
rate, deposition time, and whipping or instability [18]. Thus, the critical 
distance is an essential factor in obtaining smooth and uniform electrospun 
nanofibers, and any shifting in the distance affects the nanofibers’ soft 
morphology [19]. Based on multiple studies that have been accomplished 
up to now, by keeping the critical distance small, the produced nanofibers 
will be more defective and larger, and by increasing the distance bigger, 
the nanofiber’s diameter is reduced [18, 20, 21]. Although, in some cases, 
changing the critical distance has no effect on the created nanofibers 
morphology [22].

2.3.4. Polymer concentration and solution viscosity

The stretching of the charged jet plays a significant role in changing the 
polymeric solution’s concentration. This means, by choosing the polymeric 
jet with a lower concentration in the electrospinning process, the chains of 
the polymers entangle with each other before achieving the collector and 
results in the formation of more beaded electrospun nanofibers [23,24]. 
Likewise, due to the polymeric solution’s increment, the viscosity of the 
solution is gained and causes the growth of polymeric chain entanglement. 
Meanwhile, by increasing the polymeric chain entanglement, the surface 
tension is decreased and causes to form electrospun nanofibers with 
uniform beadles’ structure. However, rising the polymeric solution’s 
concentration beyond the critical value causes to dry of the solution and 
district the needle’s tip. These blocks prevent the flow of solution and result 
in the construction of defective beaded electrospun nanofibers [23]. Figure 
4 represents the droplets shape deformation by changing the solutions 
viscosity. 
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Figure 4. variation in morphology of electrospun nanofibers of PEO with 
viscosity: (a-d) schematic and (e-h) SEM micrographs [25-27].

2.3.5. Role of solvent in electrospinning

The type of utilized solvent in the electrospinning process plays a 
significant role in fabricating smooth and beaded electrospun nanofibers. 
In order to choose the type of solvent, solvent characteristics must be 
considered. For example, the solubility of the solvent is one of the factors 
that affect the resulted nanofibers in the electrospinning procedure. The 
solvents with complete solubility are the preferred ones to synthesize 
electrospun nanofibers. In addition to the solvent’s solubility, the boiling 
point of the solvent is another key factor that influences the electrospinning 
procedure. Selecting the solvents with a moderate boiling point is suggested 
because they can vaporize easily and at a high rate from the needle tip 
to the collector. In contrast to the excellences of choosing the solvents 
with a moderate boiling point, in some cases, they are not preferred due to 
their higher evaporation rate, which causes them to block the needle tip by 
drying in that segment [28,29].

Based on multiple studies, the porosity of the fabricated electrospun 
nanofibers is affected by the solvent type. Production nanofibers with high 
porosity are taken place using two different types of solvents, which play 
various roles during the electrospinning process. One of them is considered 
as a solvent, and the other one acts as a non-solvent component. Diversity 
of the evaporation rate of solvent and non-solvent is the reason for the 
phase separation and produces electrospun nanofibers with highly porous 
structure [29]. 
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3. Electrospun membranes in biomedical applications

3.1. Introduction to biomedical applications 

Due to the stunning properties of membranes, they have been 
investigated in the biomedical research area almost for two decades. It 
would be essential to have knowledge of some basic medical principles 
to understand the membranes’ role in this field.  The investigations have 
been conducted to produce and improve properties of membranes such as 
diameter, alignment, porosity, biodegradability, and surface modification 
for cell migration, which is the primary mechanism for repairing or 
regeneration of tissues in types of a blood vessel, nerve, heart, skin, and 
musculoskeletal system [30]. The primary purpose of the following part of 
this chapter is to illustrate the recent advancement of the electrospinning 
process and electrospun fibers in biomedical’s sectors. Likewise, the drug-
loaded proceeding on the electrospun fibers and various polymers used in 
multiple pharmaceutical systems will be discussed. Figure 5 indicates the 
primary applications of electrospun fibers in the biomedical sector.

Figure 5. multiple biomedical applications of electrospun fibers [11].

3.2. Tissue engineering

It was observed some kinds of wounds are not healed naturally due to the 
vast lesions. The critical role of nanofibers as biological materials to bridle 
this issue can be described by their ability to mimic the natural mechanism 
of the skin by implanting it on a wound site [11,31]. It was considered 
that they must possess some basic preconditions such as biocompatibility, 
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interconnected 3-dimensional structure, and biodegradability. The 
biodegradable ability must parallel the rate of tissue regeneration [32-34]. 
Several methods, such as particulate leaching [35], thermally-induced 
phase separation [36], molecular self-assembly [37], and electrospinning 
[38] were reported to obtain these materials. Electrospinning has been 
recommended highly because of tunable biological and mechanical 
properties.

Cell migration or cell repair is considered as the main mechanism of 
healing that is defined as the incorporation of scaffolding materials that 
assist tissue growth by providing biochemical instruction and mechanical 
support. These scaffolding materials must have some properties in terms 
of architecture and composition to mimic the duty of native extracellular 
matrix (ECM) as well as possible [30,31]. Generally, cells are besieged 
by ECMs with diverse compositions across tissues. To define the ECMs, 
they possess structural proteins (collagen), complexes of proteins 
and polysaccharides for digging the structural proteins, and adhesive 
glycoproteins for attachment of cells [39]. ECMs are vital for tuning the 
phenotype and cells’ operation within the response to injury [40]. 

A wide range of natural and synthetic polymeric nanofibers such as 
PLA [41], PGA [42], PPy [43], PANI [44], PCL [45], PLGA [46], PU 
[47], etc., were used to mimic the ECMs in tissue regeneration. It might be 
challenging to assign the exact process of tissue regeneration and scaffolds 
effect. However, scaffolds act as temporary ECMs for enhancing the 
recruitment of cells as a growth factor that is essential for the construction 
of permanent ECMs [30]. Numerous investigations have been done to 
promote the useful parameters and properties of nanofibers to enhance 
cell migration in vitro and ex vivo. Alignment and diameter effects of 
nanofibers are the most crucial parameters.

It was observed that the direction and speed of cell migration are 
affected by the alignment of PLA. Random nanofibers show shorter 
distance due to the migration of cells to all possible directions. On the other 
hand, uniaxial alignment of PLA increases the migration speed thanks to 
the cell migration along nanofiber. Uniaxial aligned PLA shows the ability 
to close a 2.25 mm gap in 2 days, while the random PLA stays static after 
days [48-50]. Figure 6 is represented to understand specifically these 
explanations. The effect of diameter was reported by Wang et al. They 
exerted three different PLA diameters (small, intermediate, and large) in 
their investigations and found that cells are able to migrate to the furthest 
in large diameter fiber. Some surface functionalization methods such as 
plasma treatment, graft polymerization, and the wet chemical was used 
to prevail some limitations like hydrophobicity and adhesion inability of 
fibers.   
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Figure 6.  Fluorescence micrographs showing the migration of astrocytes on (A) 
random and (B) uniaxially aligned PLA fibers. Reprinted with the permission 

from [51]

3.3. Pharmaceutical applications

Generally, the distinct types of nanostructures that can be charged 
on small/macro-molecules using various formulations, approaches, and 
technologies to carry pharmaceutical compounds to different human body 
organs are defined as drug delivery systems. In recent years, liposomes, 
micelles, Pickering emulsions, dendrimers, and polymeric nanoparticles 
(NPs) are some of the desirable nanomaterials which have been selected 
to employ in drug delivery systems. Among the multiple types of drug 
delivery systems, the nanoparticle (NP) based systems are the most 
favorable drug delivery systems due to their ability to transport much 
more drugs to the body’s organisms. Polylactic acid (PLA), poly lactic-
co-glycolic acid (PLGA), and polyethylene glycol (PEG) are some of the 
polymers which can be used in nanoparticle-based drug delivery systems. 
Based on further investigations, increasing the drug dosage in drug 
delivery systems leads to organize much more controllable systems. By 
the same token, during the last decade, due to the remarkable features of 
the polymeric nanofibers synthesized using the electrospinning technique, 
they have been preferred in biomedical applications such as cancer therapy 
and drug delivery systems. The simplicity of the electrospinning method, 
a large ratio of the surface area to volume, high porosity between the 
interlayer fibers, lower impediment of the mass transfer to the body organs, 
flexibility, tunable morphology, and high mechanical strength are specified 
as electrospun fibers characteristics which make them as beneficial NPs 
to use in biomedical applications in an extensive range [52-54]. Table. 
1 shows the various types of electrospun nanofibers’ usages in different 
fields of the biomedical sector.
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Table 1. Electrospun drug-loaded nanofibers in drug delivery applications [55].

No Drug incorporated Polymer

1 Ofloxacin/gellan PVA

2 Ondansetron hydrochloride PVA

3 Ibuprofen/carvedilol PCL

4 Ibuprofen Polyvinylpyrrolidone (PVP)

5 Caffeine/riboflavin PVA

6 Donepezil HCL PVA

7 Clobetasol-17-propionate Eudragit RS100/PVP/PEO

8 Salmon calcitonin (SCT) Sodium alginate/PVA

9 Ciprofloxacin HCL PVA/chitosan/PCL

10 Ketoprofen (KP) PVA/poly(acrylic acid)/multiwalled carbon 
nanotubes

11 Asiaticoside (AC) Cellulose acetate

12 Vitamin A acid/Vitamin E Cellulose acetate

13 Meloxicam PVA

14 Curcumin/diclofenac/vitamin 
B12 Chitosan/phospholipid

15 Tetracycline hydrochloride/
phenytoin sodium Cellulose acetate/PVA

16 Collagen/salicylic acid (SA) PVA

17 Amoxicillin Polyethylene glycol (PEO)/PLGA

18 Cefradine/5-flourouracil PLGA/gelatin

19 Doxorubicin PLA

20 Paclitaxel Polyurethane (PU)/Eudragit L100-55

3.3.1. Drug loaded carriers for medical therapy
Over the last few years, because of the weaknesses of the drug delivery 

systems based on microspheres, hydrogels, and micelles, drug-containing 
electrospun fibers have been paid much attention among researchers to 
employ in biomedical applications [56]. The ease of electrospinning 
procedure, adaptability of synthesized fibers, and hampering the drug 
eruption during the first hours causes much more stable systems; drug-
containing electrospun fiber matrices are the most desirable drug-delivery 
systems. As an illustration, placing the selective drugs close by the 
electrospun fibers’ surfaces resulting from the imperfective dissolving of 
the medicines in the polymeric solution causes rapid diffusion of the drugs 
into the cells and controls the medicine delivery mechanism. Because 
of the degradation possibility of the electrospun fibers in drug-delivery 
systems, the drug release process takes place with zero-order kinetics. 
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Over and above that, the electrospun nanofibers’ alternative properties 
are an essential factor that makes them one of the excellent tunable and 
constant drug delivery systems. It means that, by changing the electrospun 
nanofibers features, we will be able to regulate more effective drug 
delivery systems. For instance, electrospun fibers with a larger diameter 
and lower drug concentration show an extended zero-order periodicity 
during the drug release to the cells. As well as, electrospun nanofibers are 
classified as PH-responsive drug delivery systems. This means that PH 
shifting in the specific times can moderate the drug release process in the 
pathophysiological sicknesses [57]. 

In the coaxial electrospinning technique, which has been carried out 
to control drug delivery systems, the inner jet is formed using the solution 
of the bio-macromolecules and then results to form the outer jet by 
performing the co-electrospun polymeric solution. Two distinct solutions, 
including organic polymeric solution and aqueous-based solution, are 
applied to the coaxial electrospinning system to synthesize the modified 
fibers using the coaxial electrospinning method. In other terms, the 
interaction between polymeric solution and the aqueous-based molecules 
is lowered and leads to sustain the bioactivity factor of the biological 
molecules [58]. Figure 7 represents the fabrication method of poly(vinyl 
phenol)/poly(ε-caprolactone) (PVP/PCL) electrospun nanofiber matrices 
using coaxial electrospinning technique that is categorized as a core-shell 
fiber membrane. As it is shown in Figure 7, in the coaxial electrospinning 
system, vancomycin hydrochloride or VAN was employed as a drug. The 
combination of the graphene oxide (GO) and PVP was utilized as the core, 
and the PCL is used to prepare the shell part of the desired matrix [59]. In 
summary, because of the drugs’ sustainability and continuous release to the 
cells, the core-shell electrospun nanofibers are preferred in various drug 
delivery systems [60].                                                    
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Figure 7. schematic illustration of PVP/PCL core-shell nanofiber [59].

3.3.2. Nucleic acid delivery for gene therapy

 Owning to the topography resemblance between the synthesized 
electrospun nanofibers and the natural ECMs, the electrospun nanofibers 
have been admitted as one of the ideal drug delivery systems [61].

In order to manufacture the electrospun nanofibers with desirable 
properties, the nanofibers scaffolds must be (1) controllable, (2) sustainable 
to apply in gene delivery systems. Besides, the particular biomolecules 
must be wholly preserved by electrospun nanofibers’ scaffolds before the 
entire drug release [62]. The prominent role of the electrospun nanofibers 
mats controls the charge of the biomolecules, displays the forwarded 
signals, and regulates tissue engineering by physically supporting the drug 
release to the desired cells. For the successful drug transmission to the 
body organs and preserve the nucleic acids from existing enzymes in the 
human body, viral and non-viral carriers have been selected to carry out 
the nucleic acid delivery process. After placing the nucleic acids on the 
fibers mats, the nucleic acids combine with the carriers and then unify 
with the electrospun nanofibers. The molecules’ bioactivity protection, 
high efficiency of gene transmission, and the kinetic of the gene release 
are challenges to developing gene therapy using nucleic acids [63]. 
Furthermore, the electrospinning procedure’s multiple parameters such as 
molecular weight, the concentration of the polymeric solution, and plasmid 
DNA (pDNA) affect the gene therapy’s efficiency. In other words, the 
electrospinning parameters’ increment leads to fabricate electrospun fibers 
with regulated features and changeable characteristics of the nucleic acid 
transfection to the desired cells [64]. 
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Figure 8 shows the steps of synthesizing the MMP-cleavable electrospun 
nanofibers for use in local gene therapies.

Figure 8. Schematic diagram of MMP-responsive electrospun 
nanofibrous matrix for gene delivery [65]

3.3.3. Enzyme carriers for biomedical application
Due to the enzyme’s repercussions, including sensing, active 

packaging, and bio-processing, they are known as one of the promising 
drug delivery systems in biomedical applications. In the enzyme delivery 
systems, enhancing the ratio of the polymeric matrix’s area to its volume 
causes the construction of the enzyme delivery systems with the high 
efficiency and least diffusional restrictions. Like the other types of drug 
delivery systems, the electrospinning technique is preferred to fabricate 
the nanofibers to utilize as enzyme carriers to the body organisms. The 
higher efficiency of the enzymes’ catalytic activity during the hydrolyzing 
olive oil process using lipase biomolecule is the reason for the election 
of the electrospinning technique to apply in the desired enzyme delivery 
system. Moreover, composite nanofibrous membranes are the other type of 
nanofibers that have been recommended by researchers to use in enzyme 
delivery systems. The composite nanofiber membranes are composed of two 
parts: (1) enzymes that act as a surfactant, and (2) the polymeric material to 
confirm the enzyme’s activity. Compared to the other types of drug delivery 
systems, because of the durability of the composite nanofibrous matrices 
and the possibility of the simple recovery of these systems, they are known 
as the ideal enzyme delivery systems. Based on recent studies, some of the 
novel polymeric electrospun nanofiber membranes with a highly porous 
structure can protect the human body from inflammatory illnesses by 
cytokine protection from the interstitial body fluids [66].      
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4. Conclusion

Since 1861, multiple types of membranes have been utilized to 
separate undesirable elements from the solutions selectively. The 
functionalization of membrane separation is based on the molecular 
sieving, chemical, and electrochemical affinity mechanisms. Besides the 
water treatment applications, membrane technology has been performed in 
other sectors, including energy, agriculture, foods, medicine, air protection, 
and biomedical. Tissue engineering, cancer therapy, wound healing, 
sensors, and drug delivery are some biomedical sectors that have exerted 
various membranes in various applications. Additionally, phase inversion, 
interfacial polymerization, track-etching, stretching, and electrospinning 
are techniques used in the membrane fabrication process. 

In the last decade, among the different types of membranes that have 
been applied in biomedical applications, electrospun nanofiber membranes 
have become the most popular one. Due to the intrinsic characteristics 
of the electrospun nanofiber polymeric membranes, they are frequently 
used in tissue engineering and drug delivery systems. The ease of the 
electrospinning technique, high porosity of the produced nanofibers, the 
large ratio of the surface area/body organs, flexibility, and the electrospun’s 
excellent mechanical and thermal properties nanofibers make them one of 
the best membranes in biomedical applications. 

In drug delivery systems, electrospun polymeric nanofibers have 
been accomplished as the carriers for medical therapy, gene therapy, 
and enzyme delivery to the organ’s cells. Hence, liposomes, micelles, 
emulations, dendrimers, and polymeric nanoparticles are the other types 
of nanomaterials that have been used in drug delivery systems. Among 
the numerous types of polymeric nanoparticles, poly(lactic acid) or PLA, 
poly lactic-co-glycolic acid (PLGA), and polyethylene glycol (PEG) is the 
eligible ones in drug delivery systems. 



Seyedehnegar Arabi, Seyedali Naziri Mehrabani, İsmail Koyuncu, Bihter Zeytuncu Gökoğlu40 .

References

[1] Graham, T. (1860). Liquid Diffusion Applied to Analysis. Proceedings of the 
Royal Society of London, 11, 243-247. 

[2] De Jong, J., Lammertink, R. G., & Wessling, M. (2006). Membranes and 
microfluidics: a review. Lab on a Chip, 6(9), 1125-1139. 

[3] Mulder, M., & Mulder, J. (1996). Basic principles of membrane technology. 
Springer science & business media.

[4] Wijmans, J. G., & Baker, R. W. (1995). The solution-diffusion model: a 
review. Journal of membrane science, 107(1-2), 1-21.

[5] Mehta, A., & Zydney, A. L. (2005). Permeability and selectivity analysis for 
ultrafiltration membranes. Journal of membrane science, 249              (1-
2), 245-249. 

[6] Baker, R. W. (2012). Membrane technology and applications. John Wiley & 
Sons. 

[7] Lalia, B. S., Kochkodan, V., Hashaikeh, R., & Hilal, N. (2013). A review 
on membrane fabrication: Structure, properties and performance 
relationship. Desalination, 326, 77-95.

[8] Agarwal, S., Wendorff, J. H., & Greiner, A. (2008). Use of electrospinning 
technique for biomedical applications. Polymer, 49(26), 5603-5621. 

[9] Pham, Q. P., Sharma, U., & Mikos, A. G. (2006). Electrospinning of 
polymeric nanofibers for tissue engineering applications: a review. Tissue 
engineering, 12(5), 1197-1211. 

[10] Liang, D., Hsiao, B. S., & Chu, B. (2007). Functional electrospun 
nanofibrous scaffolds for biomedical applications. Advanced drug delivery 
reviews, 59(14), 1392-1412. 

[11] Ding, J., Zhang, J., Li, J., Li, D., Xiao, C., Xiao, H., ... & Chen, X. (2019). 
Electrospun polymer biomaterials. Progress in Polymer Science, 90, 1-34. 

[12] Sun, B., Long, Y. Z., Zhang, H. D., Li, M. M., Duvail, J. L., Jiang, X. Y., & Yin, 
H. L. (2014). Advances in three-dimensional nanofibrous macrostructures 
via electrospinning. Progress in Polymer Science, 39(5), 862-890. 

[13] Reneker, D. H., & Fong, H. (2006). Polymeric nanofibers: introduction. 

[14] Haider, A., Haider, S., & Kang, I. K. (2018). A comprehensive review 
summarizing the effect of electrospinning parameters and potential 
applications of nanofibers in biomedical and biotechnology.  Arabian 
Journal of Chemistry, 11(8), 1165-1188. 

[15] Liao, Y., Loh, C. H., Tian, M., Wang, R., & Fane, A. G. (2018). Progress 
in electrospun polymeric nanofibrous membranes for water treatment: 
Fabrication, modification and applications.  Progress in Polymer 
Science, 77, 69-94. 



 .41Theory and Research in Engineering II

[16] Laudenslager, M. J., & Sigmund, W. M. (2012). Electrospinning. Encycl. 
Nanotechnol., Springer Netherlands, Dordrecht, 769-775. 

[17] Deitzel, J. M., Kleinmeyer, J., Harris, D. E. A., & Tan, N. B. (2001). The 
effect of processing variables on the morphology of electrospun nanofibers 
and textiles. Polymer, 42(1), 261-272. 

[18] Matabola, K. P., & Moutloali, R. M. (2013). The influence of electrospinning 
parameters on the morphology and diameter of poly (vinyledene fluoride) 
nanofibers-effect of sodium chloride. Journal of Materials Science, 48(16), 
5475-5482.

[19] Bhardwaj, N., & Kundu, S. C. (2010). Electrospinning: a fascinating fiber 
fabrication technique. Biotechnology advances, 28(3), 325-347. 

[20] Baumgarten, P. K. (1971). Electrostatic spinning of acrylic microfibers. Journal 
of colloid and interface science, 36(1), 71-79. 

[21] Wang, T., & Kumar, S. (2006). Electrospinning of polyacrylonitrile 
nanofibers. Journal of applied polymer science, 102(2), 1023-1029. 

[22] Zhang, C., Yuan, X., Wu, L., Han, Y., & Sheng, J. (2005). Study on 
morphology of electrospun poly (vinyl alcohol) mats. European polymer 
journal, 41(3), 423-432. 

[23] Haider, S., Al-Zeghayer, Y., Ali, F. A. A., Haider, A., Mahmood, A., Al-
Masry, W. A., ... & Aijaz, M. O. (2013). Highly aligned narrow diameter 
chitosan electrospun nanofibers. Journal of Polymer Research, 20(4), 105. 

[24] Pillay, V., Dott, C., Choonara, Y. E., Tyagi, C., Tomar, L., Kumar, P., 
... & Ndesendo, V. M. (2013). A review of the effect of processing 
variables on the fabrication of electrospun nanofibers for drug delivery 
applications. Journal of Nanomaterials, 2013.

[25] Luzio, A., Canesi, E. V., Bertarelli, C., & Caironi, M. (2014). Electrospun 
polymer fibers for electronic applications. Materials, 7(2), 906-947.

[26] Zander, N. E. (2013). Hierarchically structured electrospun 
fibers. Polymers, 5(1), 19-44. 

[27] Fong, H., Chun, I., & Reneker, D. H. (1999). Beaded nanofibers formed 
during electrospinning. Polymer, 40(16), 4585-4592. 

[28] Lannutti, J., Reneker, D., Ma, T., Tomasko, D., & Farson, D. (2007). 
Electrospinning for tissue engineering scaffolds.  Materials Science and 
Engineering: C, 27(3), 504-509.

[29] Sill, T. J., & Von Recum, H. A. (2008). Electrospinning: applications in drug 
delivery and tissue engineering. Biomaterials, 29(13), 1989-2006.

[30] Xue, J., Wu, T., Dai, Y., & Xia, Y. (2019). Electrospinning and electrospun 
nanofibers: methods, materials, and applications. Chemical reviews, 119(8), 
5298-5415. 



Seyedehnegar Arabi, Seyedali Naziri Mehrabani, İsmail Koyuncu, Bihter Zeytuncu Gökoğlu42 .

[31] Miguel, S. P., Figueira, D. R., Simões, D., Ribeiro, M. P., Coutinho, P., 
Ferreira, P., & Correia, I. J. (2018). Electrospun polymeric nanofibres as 
wound dressings: A review. Colloids and surfaces B: Biointerfaces, 169, 
60-71. 

[32] Boffito, M., Sartori, S., & Ciardelli, G. (2014). Polymeric scaffolds for cardiac 
tissue engineering: requirements and fabrication technologies.  Polymer 
international, 63(1), 2-11. 

[33] Guilak, F., Butler, D. L., Goldstein, S. A., & Baaijens, F. P. (2014). Biomechanics 
and mechanobiology in functional tissue engineering.  Journal of 
biomechanics, 47(9), 1933-1940. 

[34] Orth, P., Zurakowski, D., Alini, M., Cucchiarini, M., & Madry, H. (2013). 
Reduction of sample size requirements by bilateral versus unilateral 
research designs in animal models for cartilage tissue engineering. Tissue 
Engineering Part C: Methods, 19(11), 885-891. 

[35] Levengood, S. K. L., & Zhang, M. (2014). Chitosan-based scaffolds for bone 
tissue engineering. Journal of Materials Chemistry B, 2(21), 3161-3184. 

[36] Akbarzadeh, R., & Yousefi, A. M. (2014). Effects of processing parameters 
in thermally induced phase separation technique on porous architecture 
of scaffolds for bone tissue engineering. Journal of biomedical materials 
research Part B: applied biomaterials, 102(6), 1304-1315. 

[37] Cheng, T. Y., Chen, M. H., Chang, W. H., Huang, M. Y., & Wang, T. W. 
(2013). Neural stem cells encapsulated in a functionalized self-assembling 
peptide hydrogel for brain tissue engineering. Biomaterials, 34(8), 2005-
2016. 

[38] Dhand, C., Ong, S. T., Dwivedi, N., Diaz, S. M., Venugopal, J. R., 
Navaneethan, B., ... & Beuerman, R. W. (2016). Bio-inspired in situ 
crosslinking and mineralization of electrospun collagen scaffolds for bone 
tissue engineering. Biomaterials, 104, 323-338. 

[39] Aamodt, J. M., & Grainger, D. W. (2016). Extracellular matrix-based 
biomaterial scaffolds and the host response. Biomaterials, 86, 68-82. 

[40] Hussey, G. S., Dziki, J. L., & Badylak, S. F. (2018). Extracellular matrix-
based materials for regenerative medicine. Nature Reviews Materials, 3(7), 
159-173. 

[41] Saxena, A. K., Marler, J., Benvenuto, M., Willital, G. H., & Vacanti, J. P. 
(1999). Skeletal muscle tissue engineering using isolated myoblasts 
on synthetic biodegradable polymers: preliminary studies.  Tissue 
engineering, 5(6), 525-531.

[42] Riboldi, S. A., Sampaolesi, M., Neuenschwander, P., Cossu, G., & Mantero, 
S. (2005). Electrospun degradable polyesterurethane membranes: potential 
scaffolds for skeletal muscle tissue engineering.  Biomaterials,  26(22), 
4606-4615. 



 .43Theory and Research in Engineering II

[43] Xiong, G. M., Yuan, S., Wang, J. K., Do, A. T., Tan, N. S., Yeo, K. S., & 
Choong, C. (2015). Imparting electroactivity to polycaprolactone fibers 
with heparin-doped polypyrrole: modulation of hemocompatibility and 
inflammatory responses. Acta biomaterialia, 23, 240-249.

[44] Hosseinzadeh, S., Mahmoudifard, M., Mohamadyar-Toupkanlou, F., 
Dodel, M., Hajarizadeh, A., Adabi, M., & Soleimani, M. (2016). The 
nanofibrous PAN-PANi scaffold as an efficient substrate for skeletal 
muscle differentiation using satellite cells.  Bioprocess and biosystems 
engineering, 39(7), 1163-1172. 

[45] Tallawi, M., Rosellini, E., Barbani, N., Cascone, M. G., Rai, R., Saint-
Pierre, G., & Boccaccini, A. R. (2015). Strategies for the chemical and 
biological functionalization of scaffolds for cardiac tissue engineering: a 
review. Journal of the Royal Society Interface, 12(108), 20150254. 

[46] Kumbar, S. G., Nukavarapu, S. P., James, R., Nair, L. S., & Laurencin, C. T. 
(2008). Electrospun poly (lactic acid-co-glycolic acid) scaffolds for skin 
tissue engineering. Biomaterials, 29(30), 4100-4107. 

[47] Khil, M. S., Cha, D. I., Kim, H. Y., Kim, I. S., & Bhattarai, N. (2003). 
Electrospun nanofibrous polyurethane membrane as wound 
dressing.  Journal of Biomedical Materials Research Part B: Applied 
Biomaterials: An Official Journal of The Society for Biomaterials, 
The Japanese Society for Biomaterials, and The Australian Society for 
Biomaterials and the Korean Society for Biomaterials, 67(2), 675-679. 

[48] Liu, Y., Franco, A., Huang, L., Gersappe, D., Clark, R. A., & Rafailovich, 
M. H. (2009). Control of cell migration in two and three dimensions using 
substrate morphology. Experimental cell research, 315(15), 2544-2557.

[49] Mi, H. Y., Salick, M. R., Jing, X., Crone, W. C., Peng, X. F., & Turng, 
L. S. (2015). Electrospinning of unidirectionally and orthogonally 
aligned thermoplastic polyurethane nanofibers: Fiber orientation and cell 
migration. Journal of Biomedical Materials Research Part A, 103(2), 593-
603. 

[50] Ottosson, M., Jakobsson, A., & Johansson, F. (2017). Accelerated wound 
closure-differently organized nanofibers affect cell migration and hence 
the closure of artificial wounds in a cell based in vitro model.  PLoS 
One, 12(1), e0169419. 

[51] Hurtado, A., Cregg, J. M., Wang, H. B., Wendell, D. F., Oudega, M., 
Gilbert, R. J., & McDonald, J. W. (2011). Robust CNS regeneration 
after complete spinal cord transection using aligned poly-L-lactic acid 
microfibers. Biomaterials, 32(26), 6068-6079. 

[52] Li, W. J., Laurencin, C. T., Caterson, E. J., Tuan, R. S., & Ko, F. K. 
(2002). Electrospun nanofibrous structure: a novel scaffold for tissue 
engineering. Journal of Biomedical Materials Research: An Official Journal 
of The Society for Biomaterials, The Japanese Society for Biomaterials, 



Seyedehnegar Arabi, Seyedali Naziri Mehrabani, İsmail Koyuncu, Bihter Zeytuncu Gökoğlu44 .

and The Australian Society for Biomaterials and the Korean Society for 
Biomaterials, 60(4), 613-621. 

[53] Venugopal, J., Prabhakaran, M. P., Low, S., Choon, A. T., Zhang, Y. Z., 
Deepika, G., & Ramakrishna, S. (2008). Nanotechnology for nanomedicine 
and delivery of drugs. Current pharmaceutical design, 14(22), 2184-2200. 

[54] Zhang, Y., Liu, S., Wang, X., Zhang, Z. Y., Jing, X. B., Zhang, P., & Xie, Z. 
G. (2014). Prevention of local liver cancer recurrence after surgery using 
multilayered cisplatin-loaded polylactide electrospun nanofibers. Chinese 
Journal of Polymer Science, 32(8), 1111-1118. 

[55] Mwiiri, F. K., & Daniels, R. (2020). Electrospun nanofibers for biomedical 
applications. In Delivery of Drugs (pp. 53-74). Elsevier. 

[56] Xue, J., He, M., Liu, H., Niu, Y., Crawford, A., Coates, P. D., ... & 
Zhang, L. (2014). Drug loaded homogeneous electrospun PCL/gelatin 
hybrid nanofiber structures for anti-infective tissue regeneration 
membranes. Biomaterials, 35(34), 9395-9405. 

[57] Jiang, J., Xie, J., Ma, B., Bartlett, D. E., Xu, A., & Wang, C. H. (2014). 
Mussel-inspired protein-mediated surface functionalization of electrospun 
nanofibers for pH-responsive drug delivery.  Acta biomaterialia,  10(3), 
1324-1332. 

[58] Saraf, A., Baggett, L. S., Raphael, R. M., Kasper, F. K., & Mikos, A. G. 
(2010). Regulated non-viral gene delivery from coaxial electrospun fiber 
mesh scaffolds. Journal of Controlled Release, 143(1), 95-103. 

[59] Yu, H., Yang, P., Jia, Y., Zhang, Y., Ye, Q., & Zeng, S. (2016). Regulation of 
biphasic drug release behavior by graphene oxide in polyvinyl pyrrolidone/
poly (ε-caprolactone) core/sheath nanofiber mats. Colloids and surfaces 
B: biointerfaces, 146, 63-69.

[60] Li, J., Xu, W., Li, D., Liu, T., Zhang, Y. S., Ding, J., & Chen, X. (2018). Locally 
deployable nanofiber patch for sequential drug delivery in treatment of 
primary and advanced orthotopic hepatomas. Acs Nano, 12(7), 6685-6699.

[61] Kang, M. S., Kim, J. H., Singh, R. K., Jang, J. H., & Kim, H. W. (2015). 
Therapeutic-designed electrospun bone scaffolds: mesoporous bioactive 
nanocarriers in hollow fiber composites to sequentially deliver dual 
growth factors. Acta biomaterialia, 16, 103-116.

[62] Luu, Y. K., Kim, K., Hsiao, B. S., Chu, B., & Hadjiargyrou, M. (2003). 
Development of a nanostructured DNA delivery scaffold via 
electrospinning of PLGA and PLA–PEG block copolymers.  Journal of 
controlled release, 89(2), 341-353. 

[63] Benoit, D. S., & Boutin, M. E. (2012). Controlling mesenchymal 
stem cell gene expression using polymer-mediated delivery of 
siRNA. Biomacromolecules, 13(11), 3841-3849. 



 .45Theory and Research in Engineering II

[64] Lee, S. J., Oh, S. H., Liu, J., Soker, S., Atala, A., & Yoo, J. J. (2008). The use 
of thermal treatments to enhance the mechanical properties of electrospun 
poly (ɛ-caprolactone) scaffolds. Biomaterials, 29(10), 1422-1430. 

[65] Kim, H. S., & Yoo, H. S. (2010). MMPs-responsive release of DNA from 
electrospun nanofibrous matrix for local gene therapy: in vitro and in vivo 
evaluation. Journal of Controlled Release, 145(3), 264-271. 

[66] Zhang, J., Zheng, T., Alarçin, E., Byambaa, B., Guan, X., Ding, J., ... & 
Li, Z. (2017). Porous electrospun fibers with self‐sealing functionality: 
An enabling strategy for trapping biomacromolecules.  Small,  13(47), 
1701949.



Seyedehnegar Arabi, Seyedali Naziri Mehrabani, İsmail Koyuncu, Bihter Zeytuncu Gökoğlu46 .



Chapter 31 
FUNDAMENTAL CONCEPTS IN SMART 
MANUFACTURING

Zeynep Adak1

1   Dr., Gebze Technical University, Department of Industrial Engineering, 41400, 
Gebze/Kocaeli, zeynepadak@gtu.edu.tr, ORCID: 0000- 0001-7654- 0773



Zeynep Adak48 .



 .49Theory and Research in Engineering II

1. Introduction

There has been vast number of research in smart manufacturing in 
the last decade. It is a collective term to define an integrated and collabo-
rative manufacturing model which embrace cutting-edge technologies to 
collect real-time data, transmit and analyze shop-floor data, take predictive 
actions, respond to dynamic demand, make more accurate forecasts, mo-
nitor manufacturing equipment health status, and take proactive actions 
and have other numerous benefits in return. The main goals in smart ma-
nufacturing are reducing costs, increasing product quality and throughput, 
enabling personalized and smart products, and reaching a resilient and sus-
tainable mode of manufacturing. National strategies and initiatives are int-
roduced to support and facilitate transform to smart manufacturing, among 
those are Advanced Manufacturing Partnership and Industrial Internet in 
US, Made in China 2025 in China, Industry 4.0 in Germany, UK Industry 
2050 strategy in England, Society 5.0 in Japan, New Industrial France in 
France, Factories of the Future in EU, and Manufacturing Innovation 3.0 
in South Korea. 

Smart manufacturing paradigm is defined by National Institute of 
Standards and Technology (NIST) – an agency of the US Department of 
Commerce – as “fully-integrated,  collaborative manufacturing systems 
that respond in real-time to meet changing demands and conditions in the 
factory, in the supply network, and in customer needs” (NIST, 2017). Other 
paradigms such as Industry 4.0, cyber-physical production systems and 
cloud manufacturing were also introduced to define the manufacturing sys-
tem with the same characteristics. 

Six pillars of smart manufacturing were proposed as follows (Kusi-
ak, 2018): (1) Manufacturing technology and processes, (2) Materials, (3) 
Data, (4) Predictive engineering, (5) Sustainability, and (6) Resource sha-
ring and networking. Built on these pillars a smart factory -a name used to 
describe an enterprise in smart manufacturing paradigm- is a sustainable 
and resilient one with adaptive, secure, and on-demand services, shared, 
digital and integrated manufacturing resources, communicating, auto-
nomous and smart cyber-physical systems (CPS) objects, decreased hu-
man-intervention, increased self-optimization, and decentralized real-time 
decision-making. 

A manufacturing system is described by a reference architecture that 
includes descriptions of components, interactions among them, activities 
they perform as well as the rules and constraints of those activities. A ser-
vice-oriented smart manufacturing system architecture was proposed by 
NIST as given in Figure 1. Moghaddam et al. (2018) proposed 6 characte-
ristics that a reference architecture for smart manufacturing would possess. 
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Among them are the following:

1.	 It will be a service-oriented architecture (SOA) model adapted to 
manufacturing environment.

2.	 Various capabilities of Internet of Things (IoT) objects (machine, 
sensor, software, idea, concept) will be standardized and published as ser-
vices.

3.	 SOA will offer better interoperability, standardization, and reusa-
bility, will have loose-coupling and decreased complexity, and include hi-
ghly scalable operations.

4.	 End-to-end and real-time value network coordination would be 
enabled by SOA. It will also enhance local autonomy and self-reconfigu-
rability in the operative level.

Characteristics associated with smart manufacturing are listed as (Mit-
tal et al., 2017): accuracy, adaptability, agility, asset self-awareness, auto-
nomy, composability, compositionality, context awareness, decentralized, 
digital presence, distributed, flexibility, fully automated, heterogeneity, 
information appropriateness, integrability, interoperability, modularity, 
networkability, proactivity, reliability, resilience, responsiveness, reusabi-
lity, robustness, scalability, and sustainability.

Figure 1. NIST service-oriented smart manufacturing system architecture (Lu et 
al., 2016)
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Resiliency and sustainability in manufacturing are two important con-
cepts discussed in the literature. Smart manufacturing paradigm is expec-
ted to lead to resilient and sustainable production. A resilient and robust or-
ganization is less vulnerable to disruptions in supply chain and the factory. 
Resiliency attributes include energy, materials, assets, processes, transport, 
supply-chain and communications, while Kusiak (2019) extended the attri-
butes by adding logistics, efficiency, productivity, capacity, dependability, 
quality, compatibility, societal values, workforce and sustainability. Susta-
inability refers to giving the least damage to environment while manufa-
cturing products. Reusability of products and materials, avoiding indust-
rial waste, technologies for reducing carbon emissions and clean energy 
options are significant at this point. Current manufacturing practices fail 
to address this issue, while sustainability will be a core characteristic of a 
smart factory. 

Smart manufacturing paradigm is developed on the realm of compu-
ting, hence the number of technologies associated is huge. Mittal et al. 
(2017) reported 38 different technologies. Knowledge about underlying 
technologies of a system would make it easier to understand its dynamics. 
In this study, essential concepts and technologies associated with smart 
manufacturing systems are defined. These include CPS, IoT, Big Data, da-
ta-driven analysis, cloud computing, digital twin, augmented reality (AR)/
virtual reality (VR), and direct digital manufacturing (DDM). In the last 
section, future challenges and perspectives in smart manufacturing are dis-
cussed, together with additional concluding remarks. 

2. Concepts and technologies

CPS, IoT, Big Data, data-driven analysis, cloud computing, digital 
twin, AR/VR and DDM consist core elements of a smart manufacturing 
enterprise in any industry. The technologies are interrelated and have over-
lapping parts.  

2.1. Cyber-Physical Systems (CPS)

CPS defines a system where physical objects and processes are integ-
rated with the cyber computing space. It is a concept embraced by both 
enterprises and industrial consortia across the globe. “Cyber-physical pro-
duction system” is a term used interchangeably with smart manufacturing 
to refer to the very-same production paradigm. Key elements of a CPS 
include interconnected computations and computing systems, and commu-
nication and interaction with physical assets of manufacturing, leading to 
convergence of virtual and physical worlds.

A 5-level architecture was proposed for CPS in manufacturing as gi-
ven in Figure 2, which provides a guideline to develop and deploy CPS 
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in an Industry 4.0-factory (Lee et al., 2015). Connection level defines ac-
curate, real-time, and reliable data acquisitions from embedded sensors, 
controllers or manufacturing management and control systems. Machine 
or asset-based information is generated from the data in the conversion 
level, enabling self-awareness in the factory floor. The information in this 
level is valuable in assessing machine health, measuring performance, and 
predicting degradation for every machine. Cyber level gathers all the data 
and information about the individual machines and builds a collective, hi-
gher-level information through both machine-machine and time-machine 
analysis, enabling self-comparison and future predictions. Advanced da-
ta-driven analysis is conducted at this level. At the cognition level, know-
ledge is produced and used to take priority actions and make optimizati-
ons. Feedback generated due to the acquired knowledge constitutes the 
configuration level and enables self-configure and self-adaptive machines. 
Corrective and preventive actions are decided on at this level.

“Cyber-physical manufacturing services (CPMS)” is a notion propo-
sed by Lu and Ju (2017) to define a distributed architecture of manufactu-
ring ecosystem. It was defined as manufacturing services with cyber and 
physical parts, where the cyber part represents computing and network ser-
vices, while the physical part is responsible for material processing, stora-
ge, and transportation. Schematic representation of the CPMS-based smart 
manufacturing is given in Figure 3. The scheme has nodes to represent 
traditional IT domain services, while the CPMS service nodes are shown 
as circles which represent processing, storage and transportation services 
provided by workstations, conveyor belts, robots, cells, shops, plants, fac-
tories, and entire enterprises.

2.2. Internet of Things (IoT)

Internet of Things (IoT) refers to an interconnection of things through 
embedded tiny electronics such as sensors and actuators. In a manufactu-
ring setting, these “things” are parts, machines, conveyor belts, work in 
process, workers, equipment, materials, warehouses, etc., and the term IoT 
becomes Industrial IoT (IIoT). Internet of People (IoP) and Internet of Ser-
vices (IoS) are other more specialized networks built in the same manner.

The main aim with establishing an IIoT in a manufacturing enterprise 
is to achieve reliable and real-time data and information transmission and 
analysis both horizontally and vertically. This would allow self-awareness, 
self-adjust and self-compare capabilities among machines and equipment, 
as well as improved decision making, proactive behavior, predictive analy-
sis and on-fly adaptation to dynamic changes in demand and factory set-
tings.
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Figure 2. 5C architecture for CPS (Lee et al., 2015)

Figure 3. Cyber-physical manufacturing services framework (Lu & Ju, 2017)

Three core technologies that would enable IIoT implementation in a 
smart factory are (Yang et al., 2016): 1) Radio-Frequency Identification 
(RFID), 2) Wireless Sensor Networks (WSNs), 3) Cloud Computing and 
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Big Data. RFID technology uses RFID tags to transmit, receive and read 
information through radio waves. WSNs are networks of wireless autono-
mous sensors, where every sensor has a radio transceiver to transmit data 
and receive signals, a microcontroller for computing, an analog circuit for 
signal processing, an operating system, and a power source, all together 
creating smart sensors (Yang et al., 2019). Cloud computing and Big Data 
are explained in the following subsections.

Communication is the baseline to implement IIoT. Wired communi-
cation technologies such as the fieldbus and ethernet are only applicab-
le between a shop floor and the management, and the communications 
between shopfloors on different regions and with data centers are typically 
established through the internet. However, using internet for communica-
tion has security, large delay, and line layout issues, while the large-area 
wireless communication technologies such as GPRS, GSM, 3G and 4G, 
as an alternative, have low transmission rates, support small number of 
node connections, have large time-delay, and are not regarded as reliable 
and secure (Cheng et al., 2018). An efficient communication technology 
to be used in a CPMS should (1) have high transmission rate and bandwi-
dth, (2) supply high coverage, (3) has lower communication latency, (4) 
support large number of node connections, (5) ensure high reliability, and 
(6) guarantee high communication security (Cheng et al., 2018). 5G as the 
next generation large-area wireless communication technology is expected 
to meet the communication needs in an IoT-enabled smart manufacturing 
enterprise.

2.3. Big data

Massive amounts of data are generated and collected at minimal time 
frames across the shopfloor in a smart factory. Both the dimensions of that 
size data and handling of it are referred as the “Big Data” concept. Big 
Data has exceptionally large volumes, varieties, velocities and most im-
portantly has increased value, which are collectively referred as 4Vs of Big 
Data. Recently, validation, variability (uncertainty), veracity (quality and 
credibility), verification, vision and volatility (data lifetime) are introduced 
additionally to define characteristics of Big Data as a whole.

“Smart manufacturing must embrace big data”, as Kusiak (2017) ph-
rased. The technologies that produce and consume data in a smart manu-
facturing enterprise are automation and process technologies, data storage 
technologies, digitization technology, cloud computing technology, agent 
technology and prediction technology (Kusiak, 2019). More specifically, 
data is collected from embedded sensors and actuators relating to the ope-
rating condition and real-time status of machines and other manufacturing 
resources, or data relates to environmental temperature, humidity, pressu-
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re, etc., also management and planning data is coming from traditional IT 
systems such as ERP, MES and CAx systems. Consumer generated data 
such as social media profiles, customer comments in web or support data 
are also in place in smart enterprises to meet customer needs and to incre-
ase satisfaction. 

There are various aspects where analysis of Big Data would bring va-
lue in manufacturing: these include product design, production planning, 
production control, product quality and maintenance (Qi & Tao, 2018). 
Analyzing user behaviors, comments and market trend data enable correct-
ly and rapidly identifying customer expectations for product attributes and 
quality in designing a product. Accurate real-time data on manufacturing 
resources and capacity allows a more realistic manufacturing program. Re-
al-time manufacturing data also allows process monitoring and control and 
taking corrective on-time actions. Health monitoring and fault diagnosis 
are possible with preventive maintenance.   

Seven requirements in handling Big Data for a predictive manufac-
turing are pointed out as (Babiceanu & Seker, 2016): 1) Embed sensors 
throughout the manufacturing domain and store data, 2) Collect and dete-
ct information about manufacturing events by filtering the stored data, 3) 
Correlate and analyze datasets through real-time data storage capabilities, 
4) Generate event-based prediction models and adjust continuously, 5) 
Calculate analytics to monitor deviations from manufacturing objectives 
and create alerts, 6) Derive recommendations and automate decisions, and 
7) Based on the recommendations and automatic decisions, proactively 
adapt the processes.

2.4. Data-driven analysis

Not only gathering the large amount of data is a challenge, but also 
converting it to useful information and to extract the real value in the data 
is a hard task that an Industry 4.0-based manufacturing enterprise should 
solve. A manufacturing firm could benefit from data analytics during pro-
duct design, production planning and process optimization, material dist-
ribution and tracking, process monitoring, product quality control and ma-
nufacturing equipment maintenance (Tao et al., 2018). Instead of traditio-
nal mathematical modelling tools, data-driven analysis methods are rather 
used in smart manufacturing paradigm. Those methods include statistical 
inference, machine learning, deep learning, artificial intelligence, and si-
mulation.

Four main types of data analysis are possible (Shao et al., 2014): 1) 
Descriptive analytics answers the question of what is happened or happe-
ning? It figures out patterns and trends present in data. 2) Diagnostic anal-
ytics deals with the reasons of events and low performances. Sensitivity 
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analysis is a tool to be used. 3) Predictive analytics make future predictions 
about performance. What-if scenarios can be used in making predictions. 
4) Prescriptive analytics figures out the required plan and programs to re-
ach the desired performance. Different types of data analytics tools can be 
found useful in all the four types of data analysis.

Artificial intelligence is a broad concept to encompass both techniques 
of machine learning and deep learning. Machine learning refers to ability 
of software systems to self-adapt and self-update their models according 
to new input-output relations, hence, to learn. Currently, machine learning 
techniques are applied in decision support processes, plant and operations 
health management, data management and product life-cycle management, 
while other promising areas of application are proposed as manufacturing 
applications development, linking various stages of product life-cycle 
development, and cross-domain applications of machine learning (Sharp 
et al., 2018). Support vector machines, metaheuristic algorithms, neural 
networks, logistic regression, Markov processes and Linear temporal logic 
are examples of tools used in machine learning. Deep learning is a more 
advanced way of learning of machines. In contrast to machine learning, 
human intervention into modelling process is minimized and a black box 
approach is utilized to convert inputs to outputs. One important distinction 
is due to feature identification which is automatically performed by the 
model itself. Existence of nonlinear connection of multi-layers enables a 
high hierarchical model structure. Several typical deep learning architec-
tures include Convolutional Neural Network, Restricted Boltzmann Ma-
chine, Auto Encoder, and Recurrent Neural Network (Wang et al., 2018).

Simulation is a traditional tool still capable to produce value adding 
analysis in factories of the future with the opportunities offered by IoT 
and Big Data. It can produce both diagnostic, predictive and prescriptive 
analytics (Shao et al., 2014). A verified and validated simulation model of 
the complete manufacturing enterprise would enable cause detection of 
performance indicators through sensitivity analysis. Additionally, what-if 
analysis of different scenarios would allow predictive analytics. Also, pos-
sible changes in input parameters and operational policies can be simulated 
to observe the potential future outcomes and to define the best alternative 
as a prescriptive analysis. 

2.5. Cloud computing

In its most basic definition, cloud computing is to perform computing 
activities over the Internet. It is a distributed computing paradigm based on 
abstraction, virtualization, scalability and on demand service. The offered 
activities include storage, business applications and services, and cloud 
makes them reachable from anywhere at any time. Ubiquitous property 
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is not the only advantage of cloud computing, reduced IT hardware and 
software costs are the other major gains for the enterprises. 

Cloud computing covers Software as a Service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS) solutions. In SaaS, 
software applications are installed in cloud -either in servers of the vendor 
or centrally in a datacenter- and are accessible over the internet, offering 
cost savings by renting the software and remote software updates. PaaS 
provides software development applications online enabling design, de-
velop, test, hosting and maintenance aspects, while IaaS offers storage, 
hardware and network services both in physical and virtual modes. Cloud 
services can be accessible through web browsers, smartphones or tablets. 
Typical examples of SaaS, PaaS and IaaS are given in Table 1. Additional-
ly, in a smart manufacturing scheme, Design as a Service, Manufacturing 
as a Service, Experimentation as a Service, Simulation as a Service, Ma-
nagement as a Service, Maintain as a Service, and Integration as a Service 
are other proposed cloud service models (Tao et al., 2014) , which are 
collectively referred as XaaS. 

Table 1. Examples of SaaS, PaaS, and IaaS

Software as a Service: 
SaaS

Platform as a Service: 
PaaS

Infrastructure as a Service: 
IaaS

Salesforce AppExchange Amazon Elastic Beanstalk GoGrid
Microsoft Office 365 Windows Azure Compute Amazon S3 
Google Apps Google App Engine Microsoft Azure VM
OnLive Salesforce Google Compute Engine
Joyent Facebook F8 Rackspace Technology
Gmail Bunzee Connect MSP on Demand
Facebook, Twitter Amazon EC2 masterIT

Cloud computing is such an important component so that cloud manu-
facturing term is commonly used as a substitute for smart manufacturing. 
The characteristics of service-oriented structure, virtualization, multi-te-
nancy, shared pool of resources, scalability, elasticity, pay-per-use scheme, 
on-demand customization and user experience make cloud computing sha-
ping smart manufacturing paradigm (Ren et al., 2017). Enterprises do not 
need to invest in costly software and hardware, instead they can outsource 
IT systems and infrastructure through service providers in the cloud and 
pay in a utility-based billing model. These computing resources are ava-
ilable as virtual machines generally, which provide increased computing 
power, higher utilization with flexible partitioning of physical computing 
resources and diversified pool of resources with various capabilities. In ti-
mes of peak computing requirements, the resources can be scaled up to ba-
lance the workload, and down again if demand falls, thus allowing energy 
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saving and sustainability. Customization of cloud services is another very 
useful property that allows users to configure the cloud services based on 
their needs and with no help from a technical assistant. 

One main concern is the adoption of a company to implementing 
cloud computing solutions and leaving the traditional IT structure. Several 
adoption models are proposed in the literature, while technology-organi-
zation-environment (TOE) framework and diffusion of innovation (DOI) 
model are the most common ones. TOE explains the three dimensions of 
innovation adoption, while DOI figures out five attributes of adoption as 
relative advantage, compatibility, complexity, observability and trialabi-
lity. Relative advantage, complexity, technological readiness, top manage-
ment support and company size are statistically found to have influence on 
adoption of cloud computing (Oliveira et al., 2014).

2.6. Digital twin

Digital twin is the concept of having a virtual model of a physical ob-
ject created in computing environment. Beyond from being a simple copy 
of the object, there is a two-way dynamic mapping and synchronization 
between the two that enables simulation models for judgement, predictive 
and prescriptive analysis, and optimization. A real-time, continuous inte-
raction between the physical entity and the virtualization is a must and has 
complete reliance on data transmission. Thus, the three elements: physical 
world, virtual world, and the interconnection among them all together de-
fine the concept of digital twin.

Digital twin is composed of three levels: unit level, system level and 
system of system level as shown in Figure 4 (Qi et al., 2018). Unit level 
consists of virtual models of equipment in factory floor that take role in 
manufacturing activities. System level represents a single production line 
with machine tools, robot arms, conveyor belts, etc. A one-to-one mapping 
of the units and the system with respect to shape, status and working prin-
ciples are carried out. System of system level represents the virtualization 
of the complete factory floor for cyber-physical management and optimi-
zation.
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Figure 4. Three levels of digital twin (Qi et al., 2018)
Digital twin assumes substantial roles in product design, manufa-

cturing, usage monitoring, maintenance, repair and overhaul (Qi & Tao, 
2018). Before a product being manufactured, a virtual model is created 
based on digital twin which considers both the designer’s expectations and 
the real constraints in the physical world. It is a process of continuous inte-
raction, adjustment, and improvement. It also facilitates product verificati-
on in terms of functionality and manufacturability and detect any defects in 
advance and take action. Following the design phase, the manufacturing of 
a product is also optimized with the help of a virtualization of the factory 
floor together with all its elements, resources, processes, and rules. Various 
manufacturing scenarios are simulated from raw material to end product, 
and the best performing strategy and production plan are chosen for imp-
lementation. However, it is not a hierarchical top-down process and the 
plan continues to be updated once real manufacturing is started, to enable 
an executable and optimal manufacturing. After the manufacturing of the 
product is completed, a virtual copy of the product -product digital twin- 
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is kept in computing environment which holds product-specific real-time 
data such as its status, use environment, and operating parameters. This 
would enable both having accurate and predictive information about the 
product such as its status, performance, fault, and remaining lifetime, and 
simulating for effects of changing environmental conditions. This health 
and lifetime awareness about the product leads to smarter maintenance, 
repair and overhaul activities that would be on-time and less costly. Also, 
pre-simulations on virtual model for different maintenance strategies enab-
le more executable, effective, and optimal actions.

2.7. Augmented Reality / Virtual Reality 

AR/VR refer to technologies and devices that display virtual 3D worl-
ds. They are based on real-time rendering and require high-rate computing 
with abstracting interfaces and specific graphics software and hardware. 
Superposition of virtual and real worlds is established to display compu-
ter-generated information on exactly right places in the vision of the user. 
To enable tracking of the real world, infrared, ultrasonic, electromagnetic, 
GPS, and image processing methods are used.

AR/VR devices and technologies can be found in various forms. AR 
can be offered through mobile devices such as smartphones and tablets, 
or can be in form of AR projections consisting of a depth camera and a 
video projector -DigitalDesk as an example-, or, as another form, AR he-
ad-mounted displays (HMD) or VR-HMDs are commonly used wearables 
-Google Glass and HTC Vive are examples- (Büttner et al., 2017). 

One common use of AR/VR research in manufacturing is in product 
design phase. CAD systems are used together with VR technologies either 
to allow a direct integration of a product model with the capturing of pro-
perties and with planning and fabrication or to create 3D model of a 2D 
input (Nee et al., 2012). AR, on the other hand, can be used for product 
prototyping purposes. Design options can be overlayed onto real views to 
make color, texture, etc. modifications to be reflected on the model and to 
observe the final result, or mock-up models can be created by assembling 
body parts (Nee et al., 2012).   

AR/VR are used in manufacturing to support manual assembly work, 
operating machinery and supervising; in logistics to assist manual tas-
ks such as picking, navigation and data management; in maintenance to 
enable remote assistance and provide instructions; and in worker training 
applications to facilitate learning through VR headsets, external displays, 
AR HMD instead of paper manuals (Büttner et al., 2017). Assembly inst-
ructions, corrective actions or other relevant information about a manufa-
cturing process can be projected through AR tools onto a virtual desk or 
directly onto the field of workers as shown in Figure 5. AR devices are also 
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used to assist physically impaired workers. Projecting instructions to guide 
workers are shown to increase productivity and reduce error rates. AR/VR 
can be used in logistics to guide workers by highlighting the material to 
pick from a warehouse by an HMD, or to assist in forklift operations or in 
factory layout planning through displaying 3D virtual animations on the 
factory floor for possible options. 

Another application of AR/VR technology in manufacturing is propo-
sed as the simulation of a production system (Dangelmaier et al., 2005). A 
planner with an AR-equipment can walk through the factory floor to iden-
tify the resources, their numbers, positions, and availability and to measure 
distance, times, etc. for a complete and correct reproduction of the system. 
Also, AR can be used similarly for verification of the simulation model. 
A close-to-real 3D model of the production system with all its resources 
(machines, robots, transportation plants, etc.) can be presented to a team of 
experts through AR HMD, where they can interactively change the simu-
lation parameters to observe the results.

Figure 5. Instructions are displayed in the worker’s field of view with AR HMD 
(Dangelmaier et al., 2005)

2.8. Direct digital manufacturing

DDM describes a mode of manufacturing where a 3D CAD model 
is used to directly fabricate the end product without the need for process 
planning (Gibson et al., 2015). 

Additive manufacturing (AM) is the baseline technology for DDM. 
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AM uses a 3D model to derive thin cross-sections added layer by layer 
to create the final product -an example can be seen in Figure 6-. Products 
with different shapes and complex architectures are manufactured. Pow-
der, liquid and solid materials can be used in AM as raw materials, where 
the common ones are aluminum, steel alloys, precious metals, plastics in 
powder form, and in filament form: wood, wax, paper, clay, concrete, su-
gar and chocolate (Chen et al., 2015). 3D printers are the main enabling 
technology in additive manufacturing. Main benefits with the use of AM 
are to have innovative and customized products, increased sustainability, 
reduced waste, increased productivity, and decreased costs. 

The term prosumer is used instead of consumer in DDM paradigm to 
reflect the designer and producer role of the consumer. The production oc-
curs locally and is based on design preferences of a group of consumers. In 
contrast to mass customization where there are customized products with 
several variants, the products have a highly personalized portfolio in DDM 
with a lot size of one. 

Applications of DDM are common in automotive, aerospace and de-
fense, chemical, medical, food, and construction industries (Paritala et al., 
2017). Creating prototypes, producing jigs and fixtures, manufacturing 
concept models, and reproducing parts are the applications in automotive 
industry. Aerospace and defense industries are the ones where AM techno-
logies are used thoroughly, in which lightweight but complex components 
are manufactured. In medicine, surgical and diagnostic aids, prosthetics, 
biomedical implants, regenerative medicine, drug delivery systems, biop-
rinting, and tissue engineering are the areas of AM use. Lastly, constructi-
on engineers can create architectural models by AM instead of hand-build 
models.

Figure 6. Example of Additive Manufacturing (NASA, 2016)
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3. Discussion and future perspectives

Manufacturing industry is undergoing a fundamental evolution based 
on advancements in production technologies, computing capabilities, and 
information and communication technologies. The ongoing change is very 
favorable but still there is a long way to go in terms of conceptualization, 
development, implementation, integration, and adoption of emerging tech-
nologies. 

Application strategies for Product Life Cycle management need to be 
developed together with design models, manufacturing steps and reference 
models and operation and maintenance systems and guidelines (Kang et 
al., 2016). Real-time perception of information across regions, real-time 
collaborative optimization of multiple systems, organizing tasks to respond 
to changing demand, and precise organization and autonomous execution 
of manufacturing activities are issues need to be addressed to fully reap be-
nefits of smart manufacturing (Qu et al., 2019). CPS systems, IoT, big data 
and service-oriented computing have been more common in other fields 
such as transportation, while their adaptation to manufacturing is required 
to meet the industry’s characteristics and requirements. 

Another critical issue is a firm’s adoption of smart manufacturing 
technologies. The determinants of adoption are listed as the following 
(Ghobakhloo, 2020): perception about positive consequences, availability 
of financial resources to invest in technologies, managerial commitment 
and support, capability to evaluate existing operations technology, deve-
lop upgrade and purchase criteria, upgradeability of existing technology 
or readiness for new equipment implementation, capability to purposefully 
leverage the technologies, openness to organizational change, employees’ 
qualification in terms of IT and manufacturing digitalization skills, seam-
less integration capability, corporate social responsibility policy (relations-
hips with stakeholders and adherence to laws and regulations), strategic 
road mapping for digitalization, and lastly, a mature and integrated cyber-
security vision. 

Security related issues are among vital challenges in smart manufa-
cturing implementation. Using Internet-accessible manufacturing devices 
widely, deploying wireless networks on the shop floor and implementing 
cloud solutions have the potential to increase vulnerability of manufac-
turing and IT systems to cyber-attacks. Furthermore, instead of being a 
characteristic of smart manufacturing -as commonly mistaken- cyber secu-
rity should be regarded as a design principle that is to be considered at or 
before the design stage, pervade all aspects of the system and continuously 
be reviewed with the emergence of new threats (Tuptuk & Hailes, 2018). 
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1. INTRODUCTION

The amount of data produced has reached quite large amounts fol-
lowing the developments in informatics and related internet technologies. 
Especially with the introduction of social media environments, processing 
vast amounts of data has become difficult, but the processing is necessary. 
These environments enabled people to learn what others think about any 
person, place, institution, organization or activity within minutes. People 
can learn anything in a concise time. In this case, processing and analyzing 
data become even more important (Ünal, 2015). 

 	 Most of this data that needs to be processed consists of text data 
that has made the ever-important and popular text processing field more 
attractive in recent years. Considering the recent academic studies, it is 
seen that the number of text processing studies has increased significantly, 
but the number of studies specific to the Turkish language is insufficient. 
Therefore, this study was conducted for the Turkish language using a Turk-
ish dataset (Kılınç et al., 2015).

Sentiment analysis is a text processing task that has become popular 
in recent years, especially with the introduction of social media platforms 
and many users (Liu and Zhang, 2012). Companies allocate a large share 
of their budget to social media research, celebrities, and even politicians 
research social media and direct their strategies according to social media 
interactions (Çoban and Özyer, 2018).

One of the most significant factors in the increase and success of text 
processing studies is the development of word embedding methods. After 
the successful development of word embeddings methods, there has been a 
great leap forward in this area, and the performance levels of the tasks have 
reached satisfactory levels (Amasyalı et al., 2012). Many text-processing 
researchers have agreed that word embedding methods are the most critical 
choice to carry out a successful task. Therefore, it is a fundamental issue in 
terms of production and use (Ayata et. al, 2017).

In this study, a Turkish sentiment analysis study, in which the  per-
formances of word embedding methods were compared, analyzed, and 
evaluated using machine learning algorithms on a Turkish dataset created 
using the comments that the users share on various shopping sites, was 
conducted. 

2. TEXT PROCESSING

Humans can process only a small amount of unconstructed data, while 
computers can process a significant number of structured data. Therefore, 
it is necessary to process unstructured data so that computers can under-
stand it. Text pre-processing task falls within the natural language process-
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ing field, and it is the initial stage of text processing (Adalı, 2012).

Text processing is an engineering field that focuses on designing and 
implementing computer systems whose main purpose is to analyze, un-
derstand, interpret, and produce a natural language. The popular research 
subjects of text processing are listed as follows:

• Text classification

• Sentiment Analysis

• Text summarizing

• Translation between natural languages

• Question and answering asistants, chatbots

• Information Extraction 

Text Pre-processing

Text processing starts with the formation of a document collection, 
which is also called “corpus”. Corpus can be described as the set of doc-
uments consisting of texts. Text processing solutions aim to identify un-
known patterns within the large-scaled corpora. There may be thousands, 
millions, or even billions of documents in such corpora, nowadays, with 
the development of big data. Data in the corpus include unconstructed raw 
data when compared to the classical database structure. These data can be 
written both in a specific computer language and a natural language. With-
in a corpus, documents consist of paragraphs, sentences create paragraphs, 
and words create sentences. Also, the corpus structure may be static or dy-
namic. If the initial state of the corpus is preserved, it is considered static. 
However, if new documents are added to a corpus or the existing docu-
ments are updated, it is considered dynamic (Krouska, 2016).

Successful text processing studies are based on the advanced data 
pre-processing methodologies. Text processing relies remarkably on the 
several pre-processing methods which make the constructed data views out 
of unconstructed raw data sources either semantically, or via quotation, or 
with both that it is claimed that these detailed preparation methods deter-
mine text processing to a certain extent (Angiani et al., 2016).

Many different text processing methods exist in the field. Almost all 
methods aim to construct the corpus, or rather the document collection 
which constitutes the corpus. Various text pre-processing methods are 
commonly used together to form constructed document views from the 
raw text data. One way to categorize all the pre-processing data construc-
tion methods is to classify them according to their use of algorithms and 
formal frames for their individual duties. 
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Tokenization

The first pre-processing step necessary for a corpus study is to divide 
the character stream into words or “tokens” as called in field literature 
(Weiss et al., 2010). This step is crucial for text processing. It is challeng-
ing to obtain higher-level information from a corpus without acquiring to-
kens. Moreover, this step should be completed before other more advanced 
pre-processing stages. The tokenization process can be operated at various 
levels. A document can be segmented into chapters, sections, paragraphs, 
sentences, words, and even syllables and characters within a corpus. The 
most preferred method in text processing studies is the segmentation of a 
text into sentences and the words.

While the tokenization method is an easy task for a human being, it 
is challenging for a computer system. This difference depends on the use 
of specific characters; tokens may be restrictive or non-restrictive in some 
cases. For example, space, tabs and home characters are always consid-
ered as restrictive because they are not recognized as symbols. In general, 
they are called “white spaces” as a whole. “( )” (parenthesis), “< >” (angle 
brackets), “!” (exclamation point) and “?” (question mark) characters are 
always considered as restrictive, as well as tokens. Moreover, “.” (period), 
“,” (comma), “:” (colon) and “-” (hyphen) characters may be considered as 
restrictive or non-restrictive depending on the context.

The tokenizer used in the tokenization method should be selected ac-
cording to the text in question to obtain the best features possible. Other-
wise, the obtained tokens may constitute an overload. It is advised to keep 
in mind that the tokenization process depends on the language. General 
principles may be applicable to other different languages, however there 
will be differences in a detailed study. 

Stemming

After the character stream's segmentation into the token string, the 
next step is to convert each symbol, called a token, to standard form. This 
process is generally referred to as stemming or lemmatization. The neces-
sity of this operation depends on the application in question. For example, 
if a document will be classified, stemming may provide an advantage. For 
the frequency-driven classification algorithms, the operation can be conve-
nient as well. However, for other cases, an extra stemming process may not 
give a significant advantage.

Lexicography 

A dictionary is the listing of words and some symbols together. The 
extent of a dictionary is a criterion that can affect the performance of the 
developed application. Therefore, it should be free of unnecessary words. 
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One of the fundamental methods to downsize the dictionary is to remove 
the stopwords, the unnecessary words list, from the corpus. These words 
generally do not affect the forecast performance of the application. For 
stopwords, tokens such as “a”, “an”, “the” in English and words such as 
“ve”, “veya” and pronouns such as “ben” and “sen” in Turkish can be giv-
en as examples.

Additionally, downsizing the dictionary by removing words may pos-
itively affect the model’s performance and increase the forecast perfor-
mance in some cases as well. As the most frequent words in a corpus are 
the stopwords, removing these words may enhance the model’s perfor-
mance. Moreover, as some rarest words may have been misspelled, they 
can also be removed from the corpus. 

3. WORD EMBEDDING METHODS

Word embedding methods are described under two main topics: the 
traditional text embedding methods based on the word weighting formulas 
and the text embedding methods based on the neural network architecture. 
Frequency-based word embeddings described as the traditional methods 
are built on the principle of finding words in texts and recording their fre-
quencies. Word embedding simply is the conversion of words to numerical 
forms so that the computers can understand (Wang et. al, 2018).

Traditional Word Embedding Method Approaches

TF (Term Frequency) – IDF (Inverse Document Frequency)

The term Frequency method is used for the identification of the term 
frequency in a document. Inverse Document Frequency method deter-
mines the frequency of a word in more than one document and decides its 
word-class such as a term, a conjunction, or a stopword.

This method is generally used to calculate the weight or the score of 
words. First, in this step, the frequency of unique words should be deter-
mined by counting. In Equation 3, it can be seen that the TF-IDF weight 
of the j word is the adaptive term frequency with the scale factor based on 
the word’s significance. The scale factor is called as the inverse document 
frequency in Equation 2. Frequency reverses the scaling by calculating 
the document count (df(j)), including the j word. Therefore, if the word is 
included in more than one documents, it shall be considered insignificant, 
and the scale shall decrease almost to the value of zero. On the other hand, 
if the word is relatively rare and included in a few documents, the scale 
factor shall increase and the word shall be considered significant (Peter, 
1957). 
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In Equation 1, term frequency (TF) value is calculated with . As 
shown in the equation, this value is determined with TF = word frequency 
in the document/word count of the document.

	                                                 		   (1)

IDF value is calculated by using Equation 2. IDF = log (total docu-
ment count / document count including the word)

	                                    		  (2)

Equation 3 is used to constitute the weights of the TF-IDF matrix.

	                                                  		  (3)

Bag of Words

According to this method, each sentence in a document is transformed 
into a matrix in the unique words' size by segmenting the sentences to 
unique words. Columns of the matrix consist of words in the document 
(N), while the row number is equal to the document number (D). As a 
result, the whole corpus is represented as a matrix with the size of DxN.

Nevertheless, Co-occurrence Matrix is based on the principle of sim-
ilar words’ tendency to be in the same sentence. Both the columns and the 
rows of the matrix formed with this method consist of unique words. Also, 
the co-occurrence frequencies of the words in columns and rows are locat-
ed in the matrix cells (Scott and Matwin, 1998). 

Modern Word Embedding Method Approaches

Traditional methods have two crucial disadvantages. First, depending 
on the method, as unique words are located in columns and/or rows, ma-
trix size is equal to word count, and as the value of most of them shall be 
0 (zero), a sparse matrix occurs. Second, the semantic affinity of the words 
cannot be identified. Therefore, neural network-based modern word em-
bedding methods were developed in the field.

The same text can be converted to different numerical values in oth-
er ways. Word embedding methods are the techniques preferred for this 
transformation. When the field literature is reviewed, especially with the 
latest developments in neural networks, word embedding is considered as 
one of the most critical points in text processing studies (Erdinç and Güran, 
2019).
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Word2Vec

Developed by Mikolov in 2013, Word2Vec is a model based on the 
principle of training words with the neural network. In this model, the 
target word is estimated according to the initial word inputs. Word2Vec 
consists of two different models: CBOW (Continuous Bag of Words) and 
Skip-gram.

Fig. 1. Relation captured by word embedding (Mikolov et al., 2013)

Deciding on how the texts within a corpus will be represented is one 
of the most critical topics of text processing studies and the most important 
network input. In the simplest terms, converting texts to numerical data is 
referred to as word embedding (Mikolov et al., 2013). The same text can 
be converted to different numerical values in other ways as well. The other 
word embedding method, which is also from a forecasting-based word em-
bedding method group, the Word2Vec model, was developed by Mikolov 
(Mikolov et al., 2013) and is based on the principle of training words with 
the neural network. Word2Vec consists of two different models: CBOW 
(Continuous Bag of Words) and Skip-gram. In this study, the CBOW mod-
el was used.

In the CBOW model, words that are not in the center and within the 
window size are considered inputs, and the words in the center are to be 
forecasted as outputs. This operation continues until the end of a sentence. 
When Figure 2 is examined, w(t) value is the output value in the center and 
to be forecasted, values shown as w(t-2)…w(t+2) are the output values 
which are not in the center according to the preferred window size (Le et 
al., 2014). Skip-gram algorithm, the opposite of this process is done.
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Fig. 2. Word2Vec method
Word2Vec algorithm is a neural network-based approach. Equation 4 

shows the error function to be optimized during the training.

                                 (4)

When the operation t=1….T in Equation 4 is applied to all the words 
in a corpus, vectors forecasting the words neighboring each word with a 
great chance of success are calculated. While m signifies the window size 
of the target word, wt shows the word in center and  shows the word 
in j distance.

The most significant advantage of the Word2Vec model is the protec-
tion of word affinity resulting from its implementation according to the 
conditional probability principle and words’ positions in a sentence. As 
seen in Figure 2, after the words were vectorized with Word2Vec, words 
closest to one word were determined with the cosine similarity formula.

Glove

Glove is another word embedding method that abbreviates the ini-
tials of “Global Vectors for Word Representation”. It is the second most 
used method after Word2Vec in the natural language processing field. It is 
developed by Pennington et al. at Stanford University (Pennington et al., 
2014)

This method is less likely to be successful than the Word2Vec meth-
od while determining the near-synonyms in a corpus. The glove is also a 
method that is trained on the global word-word count and therefore enables 
the statistics to be more effective. Equation 5 shows the error function to be 
optimized in accordance with the Glove method. 
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          		    (5)

In Equation 5, u and v symbols represent the column and row values of 
the matrix formed with the global word-word counts. While  is the 
nominal weight function, W is the size of the created dictionary.

FastText

FastText is a library within the Gensim structure, developed for the 
text classification by Facebook AI Research in 2016. It converts texts and 
words to continuous vectors. Differing from the Word2Vec model, Fast-
Text segments words to “n-gram” values consisting of fewer letters than 
considering each word as an input for the artificial neural network (Joulin 
et al., 2016).

n in the n-gram statement refers to the repetition grade; in other words, 
it determines the character number into which a word will be divided re-
garding the n. Also, the word vector of the word is the sum of all these 
n-gram vectors. After the training is completed, word vectors are calcu-
lated for all the n-grams given in the training set. As the occurrence prob-
ability of the n-grams of words with low frequency is small, these words 
can be represented more accurately with the n-gram method (Bojanowski 
et al., 2016).

4. SENTIMENT ANALYSIS

Sentiment analysis is a popular text processing subject used in aca-
demia and industry, analyzing people's analysis, attitudes, and emotions 
towards products, events, topics, individuals, and organizations. The fun-
damental task of the sentiment analysis is to detect the components of sen-
timent expression from texts (Seker, 2016; Kaynar et al., 2016). Generally, 
in the sentiment analysis studies, sentiment can be classified using two 
labels as positive and negative, or three labels as positive, negative, and 
neutral (Medhat et al. 2014).

In the classification stage, commonly used machine learning algo-
rithms such as K- Nearest Neighbors, Naive Bayes, Logistic Regression 
and Decision Trees and Support Vector Machine were preferred (Balaban, 
2015).

K-Nearest Neighbors (KNN)

The algorithm developed by Fix and Hodges is one of the most com-
monly used methods in the field (Altman,1992). In simplest terms, in the 
k-nearest neighbor's algorithm, the class of a new example and the Eu-
clidean distance to the examples in the number of k in a sample space is 
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calculated according to the k value designated as a parameter for this ex-
ample, and the class which has the most examples in k-nearest neighbors 
is assigned.

Fig. 3. K-nn algorithm

When Figure 3 is examined, it can be seen that the k value was de-
termined as three, when the nearest three neighbors are analyzed, as there 
are two red class examples and one example of a blue class in these three 
neighbors, k shall be labelled as a red class in the given an example accord-
ing to the nearest neighbor algorithm.

Naive Bayes (NB)

The Naive Bayes method, one of the machine learning algorithms and 
commonly preferred in the text classification projects, is used for data anal-
ysis. It is a supervised classification algorithm titled naive. Forecasting 
operation needs classifying a new case by combining the effects of an inde-
pendent variable on dependent variables. The naive Bayes method builds 
the calculations on probability and statistics fundamentals (James, 2003).

Equation 6 is the formula in which the probability values of the states 
are calculated.

		           		          (7)
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The new situation encountered is assigned to the class of the highest 
probability value calculated using Equation 7.

Logistic Regression (LR)

The logistic regression analysis's primary purpose is to constitute an 
acceptable model that can define the optimal relationship between inde-
pendent and dependent variables using the least number of variables. Lo-
gistic regression determines the effect of multiple independent variables 
presented simultaneously to predict the class of one or the other of the two 
categories of dependent variables (Tolles and William, 2016).

Decision Trees (DT)

As the name suggests, a Decision Tree means creating a tree-like 
structure for decision-making. In decision trees, several special terms, 
which are taken from a real tree structure such as branch and leaf, are used. 
Moreover, decision nodes and leaf nodes are included in a decision tree. 
Decision nodes are the properties used for decision-making, classification, 
and forecasting in a data set, and they can be separated into two or more 
branches, while leaf nodes store the decisions. Also, the node at the highest 
point of the tree is called the root node. A specific path is followed from the 
tree root to the nodes, to make a decision (Safavian and Landgrebe, 1991)

Support Vector Machine (SVM)

Support Vector Machine is a statistical information theory-based clas-
sifier. SVM algorithm has two sub-algorithms: linear SVM and non-linear 
SVM. For the linear SVM algorithm, infinite hyperplanes are created to 
separate data, and a hyperplane with maximum margin is chosen among 
all these hyperplanes. On the other hand, the non-linear SVM algorithm 
is used when the classes cannot be linearly classified, and data are trans-
ferred to a larger area. Therefore, data become linearly separable (Cortes et 
al., 1995). The main advantage of SVM is high accuracy. Today the SVM 
algorithms are applied in many classification problems ranging from face 
recognition systems to voice analysis.

5. EXPERIMENTS

During the experiments, firstly preprocessing processes were done 
and then the model developed with training and testing was first trained 
and tested. Finally, the performance of the model is evaluated. The structu-
re of the developed model is as shown in the Figure 4.
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Fig. 4. Architecture of proposed system
The training and tests conducted on this study were performed with an 

Intel i7 3.4 GHz processor and 16 GB of memory.

Dataset

This data set is created for the classification operation to be conducted 
together with the training word vectors and machine learning algorithms. 
After developing a crawler with Python, comments of various online shop-
ping websites’ users on the products they are interested in are collected. 
Overall, the data set consists of 90 thousand comments, 30 thousand nega-
tive, 30 thousand positive and 30 thousand neutral sentences (Fig 5).

Fig. 5. Distribution of labeled class
Labeling is performed according to the users' product points: Point 0 

signifies negative, Point 3 signifies neutral, and Point 5 signifies positive. 
It can be seen in Table 1.
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Table 1. Structure of dataset

id Date Comments Score Sentiment

1 01.08.2020 20:54 Hiç beğenmedim tamamen gereksiz 0 Negative

2 01.08.2020 10:08 Ürün idare eder, daha iyi olabilirdi 3 Neutral

3 01.08.2020 16:11 Mükemmel, bayıldım tavsiye ediyorum 5 Positive

The data in the dataset was pre-processed before being transformed 
into a word vector. The pre- processed steps applied are as follows.

•	 By reading the texts in the corpus, the texts are divided into sen-
tences by referring to the point mark. 

•	 All sentences have been converted into lowercase letters.

•	 All characters (numbers, symbols, punctuation marks) from the 
sentences except letters have been cleared.

•	 Sentences are divided into words with reference to the spaces 
between them.

The purpose of this study is to compare the performance of word em-
bedding methods with machine learning algorithms on an original dataset. 
During the experiments, the vector dimension size was chosen as 100, the 
window size as 5, and the minimum word count parameter as 5 in word 
embedding methods (Duwairi and El-Orfali, 2014).

Equations 8, 9, 10 and 11 were used to evaluate the results.

During the experimental studies, the words in the data with positive 
and negative labels and converted to tokens were analyzed. When the data 
belonging to the negative class were examined, it was seen that the most 
common words in these data were "kötü" (English meaning bad), "iade" 
(English meaning return), "beğenmedim" (English meaning I didn't like). 
When the same was done for words with positive labels, it was seen that 
the words with the highest frequency were "iyi" (English meaning good), 
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"güzel" (English meaning beautiful) and "süper" (English meaning super). 
It can be seen in Fig 6.

Fig. 6. Contribution of words for positive and negative sentiment

During the experiments, the dataset was split according to the ratio 
random_state and the size of the training data was determined to be 67500 
(75% of the dataset). After these data were trained, the test data was deter-
mined as 22500 (25% of the data set) to be tested.
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Table 2. Accuracy of modern word embedding methods
CBOW Skip-Gram Glove FastText

K-NN 0.79 0.77 0.75 0.76
SVM 0.85 0.85 0.81 0.83
NB 0.82 0.84 0.80 0.80
DT 0.80 0.80 0.78 0.79
LR 0.86 0.83 0.80 0.82

When Table 2 is examined, it is seen that the Word2Vec method al-
gorithms are slightly more successful than the CBOW and SG, Glove and 
FastText methods. FastText method also performed close to CBOW and 
SG, however, it was more successful than Glove. In terms of machine lear-
ning algorithms, the most successful algorithms were LR with an accuracy 
rate of 86% and SVM with a performance close to it.

Table 3. Accuracy of traditional word embedding methods
TF-IDF BoW

K-NN 0.75 0.74
SVM 0.78 0.73
NB 0.78 0.76
DT 0.75 0.71
LR 0.79 0.73

When the performance of the traditional word embedding methods in 
Table 3 is examined, the TF-IDF method has shown a more successful per-
formance on all algorithms than the BoW (Bag of Words) method. When 
machine learning algorithms are examined, the most successful algorithms 
are LR, NB and SVM algorithms that give results close to each other.

CONCLUSION

Together with the increase in the text data produced today, text pro-
cessing studies have become more popular. However, the number of Turk-
ish text processing studies is still relatively low compared to the other stud-
ies conducted in other languages. Therefore, in this study, Turkish data 
set was created, and modern and traditional word embedding methods ap-
proaches were applied.

For the dataset created by collecting news customer reviews about 
products from several shopping websites. Additionally, K-Nearest Neigh-
bors (KNN), Naive Bayes (NB), Support Vector Machine (SVM), Decision 
Trees (DT), Logistic Regression (LR) two machine learning algorithms 
were used for the classification.
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Representation type of words is a crucial subject in text processing 
studies. In this study, both more traditional and more modern approaches 
were exercised, and the results were analyzed.

Until the neural network-based approaches are in high demand again, 
word embeddings are examined with the most used method BoW and to-
day’s most favorite word embedding method Word2Vec. Moreover, when 
the results were analyzed, it was realized that Word2Vec performed better 
results. In other words, modern word embedding methods performed better 
than traditional word embedding methods in all experiments.

LR and SVM algorithms have been more successful than other al-
gorithms in both traditional word embedding methods and modern word 
embedding methods experiments.
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INTRODUCTION

Due to the advancement of technology, the number of internet 
connected devices used in daily life is increasing rapidly. The majority of 
these devices were recently used by people directly using computers, tablets 
or phones. However, as of today, it is observed that almost all electronic 
devices are connected to the internet with the concept of “smart”. The 
difference compared to the recent past; these devices can communicate 
autonomously without the need for instant human control. With these 
developments in inter-object communication, the concept of IOT (Internet 
of Things) has taken its place in the literature. The exact number of devices 
that will be subject to internet of things or inter-object communication is 
not known. However, researches and studies predict that 26 billion devices 
will operate within this scope by 2020 (Khan & Salah, 2018). Thanks to 
the breakthrough of technology in this field, many autonomous systems 
and smart systems have been implemented. Again, under the leadership 
of these concepts, many popular working areas such as smart urbanism, 
smart factories and production facilities, autonomous independent vehicles 
have been formed. It is vital to ensure the continuity and security of 
communication between devices in order to perform healthy studies in all 
these topics. At this point, information security studies and studies on IoT 
networks are supported.

The importance of cyber security on information security and 
technological infrastructure is also increasing day by day. Thanks to the 
use of the Internet, all devices that communicate with each other definitely 
share information. There may be disruptions due to the scope of the 
communication or mishaps that will cause massive effects as a result of the 
changed content. As the number of members in the cyber world increases, 
the importance of cyber security increases exponentially. Studies on this 
subject show that cyber attacks increase at a minimum rate of 600% or 
more each year compared to the previous year (Saravanan & Bama, 2019). 
These statistics are expected to increase with each passing year at higher 
rates. All these attacks are not done directly with instant human control. 
Consequently, it is not possible to resort to instant human control to detect 
and respond to these attacks. For this reason, many studies are carried out 
with the topics of automatic attack detection, autonomous reaction in case 
of anomaly detection, and autonomous control of system operation. Rule-
based approaches and artificial intelligence-supported studies have become 
very popular in order to detect anomalies or damage that may occur in the 
system. Due to the fact that artificial intelligence offers positive results in 
many disciplines and offers resource savings, it has been inevitable that 
it is frequently preferred in studies for autonomous information security. 
In this way, a wide variety of artificial intelligence approaches have been 
used to minimize possible losses. These approaches and algorithms can 
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vary according to the type of problem and the desired reaction type. For 
problems using artificial intelligence approaches; It is possible to present 
many examples such as the detection of the attack, the detection of the 
attack type, the instant reaction to the attack, the detection of the attacker 
type, and the detection of the damage after the attack (Zhao et al., 2020).

In this study, “Fuzzy Logic” model, one of the artificial intelligence 
approaches to information security, is emphasized. In the following 
sections; Similar studies conducted in the past, the general use and domain-
based use of fuzzy logic, experimental studies and the conclusion of the 
findings are discussed.

RELATED WORK

When the literature is examined, it is seen that information security is 
provided by many different strategies and methods. In their study, Ahmad 
et al. Summarized these strategies under 5 headings: intrusion detection, 
attack prevention, attack surveillance, attack intervention and deception 
of the attacker (Ahmad et al., n.d.). Each of these strategies has different 
important roles in ensuring information security. For this reason, different 
artificial intelligence solutions are developed for all of these approaches. 
This section focuses on studies using fuzzy logic as an artificial intelligence 
method.

In case devices or systems using Internet access are attacked, various 
solutions based on fuzzy logic are suggested to automatically detect 
this situation (Acampora et al., 2010; Dovom et al., 2019; Haripriya & 
Kulothungan, 2019; Sai Satyanarayana Reddy et al., 2019). Zhao et al. 
Conveyed important studies on this subject in their comprehensive 
research. (Zhao et al., 2020). In addition to these studies, hybrid approaches 
and studies using fuzzy logic are very popular. For example; In the study 
conducted by Novaes et al., DDoS and PortScan attacks are detected 
by measuring the similarities of the detections made with fuzzy logic 
(with LSTM) (Novaes et al., 2020). Similarly, in the study conducted by 
Özyer, the results obtained with fuzzy logic were made more focused and 
strengthened with the support of genetic algorithm (Tarıyan Özyer et al., 
n.d.).

After detecting that the system is under attack, it is necessary to 
determine the type of attack in order to ensure security. Because, if the type 
of attack is known, the precaution to be taken can be chosen accordingly, 
the vulnerabilities and weaknesses that the system is exposed to can be 
determined more easily, and it becomes easier to make inferences for 
the attacker profiles over time (Uma & Padmavathi, 2013). Fuzzy-based 
inferences have been used in many studies to detect DDoS attack, which is 
one of the most popular cyber attack types (Alsirhani et al., 2019; Janarthanan 
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et al., 2020; Sherazi et al., 2019; Uma & Padmavathi, 2013). In these 
studies, the decision taken between the system’s natural density and being 
attacked is examined. When this decision is evaluated in a mathematical set 
or binary logic, it can give misleading results. When evaluated with binary 
logic, the periodic exposure of some systems to abnormal traffic levels 
will lead to perceive this traffic as an attack continuously. At this point, 
using a control and percentage and fuzzy logic contributes to the solution 
of the problem. In their study, Velliangiri and Pandey show that fuzzy 
logic gives significantly higher results than other algorithms in detecting 
DDoS attacks (Velliangiri & Pandey, 2020). Apart from DDoS, it is seen 
that similarly fuzzy logic is used to detect other attack types such as “Sql 
Injection”, “Man in the Middle”, “Trojan Sending” (Batista et al., 2019; 
Dehghani et al., 2020; Farzaneh et al., 2020; Pradeep Mohan Kumar et al., 
2019; Scaranti et al., 2020). Most of these studies show that there cannot 
be a single cluster in predicting the attack type. Computational intelligence 
techniques are used to determine belonging to appropriate clusters among 
more than one possibility.

In addition to the studies for the security of individual systems, similar 
studies are carried out to ensure security in multi-device communications. 
With the development of IoT and machine-to-machine communication 
(m2m) concepts, the size of the network to be examined has increased. 
Various methods have been tried to scan these networks properly and to 
detect possible anomalies. Computational intelligence solutions specific 
to fuzzy logic are also frequently used in the security of IoT networks like 
other artificial intelligence approaches (Almogren et al., 2020; Alshehri 
& Hussain, 2019; Markovic-Petrovic et al., 2019; Nguyen et al., 2019; 
Ouechtati et al., 2020). Fuzzy logic-based studies have been conducted 
to interpret the type of anomaly with the proposal “All anomalies that 
will occur in large networks may not be due to cyber attack”. In the 
study conducted by Örnek et al., the types of anomalies encountered by 
autonomous carriers in the smart factory were examined with fuzzy logic 
(Örnek et al., n.d.). In the study, it is aimed to predict the types of attacks 
that a large-scale IoT network may encounter by using the topics in the 
literature.

MATERIAL AND METHOD

The current study is inspired by a dataset that examines the movements 
of an IoT network and uses a wide range of features (83 Features) (Ullah 
& Mahmoud, 2020). This data set, which is shared in a reusable manner 
in the study by Ullah and Mahmood, contains the necessary qualities for 
detecting network anomalies. As a result of the study, it was aimed to select 
the relevant features from this data set and evaluate them within the scope 
of fuzzy logic and reach the result of attack or no attack as the result type. 
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A description of the method used in line with this goal is presented under 
subheadings.

The Use of Fuzzy Logic in Cybersecurity and IoT Security

Fuzzy sets theory was developed by Zadeh for representation of 
uncertainty and representation of mixed distribution between sets. 
Thanks to this theory, real life problems can go beyond the binary system 
representation (Zadeh, 1996). Thanks to this approach, which is expressed 
as fuzzy logic, numerical approaches have become possible to problems 
that cannot be directly expressed mathematically. There are basically 4 
processes in the operation of this method. These processes are as follows.

•	 Fuzzification

•	 Rules

•	 Inference

•	 Defuzzification

In order for the fuzzy system to go through the above processes, 
it must have certain input and output data. The data presented as input 
to the system is expected to turn into output data with fuzzy rules and 
membership functions. Outputs, which are called final output data, express 
the result that the system produces in the decision mechanism.

There are many areas suitable for the use of fuzzy logic as an approach. 
As can be seen from the literature review, cyber security is one of these 
areas. Studies that make use of fuzzy logic differently for any phase of 
cyber security was compiled in chapter 'Related Work'. There are many 
reasons for preferring fuzzy logic instead of logical evaluations in these 
studies. The main reasons are listed below as examples.

•	 The idea that a system is attacked may give misleading results 
according to the classical set theorem. Because there are web systems that 
are exposed to much more than the usual traffic during certain periods of 
the year. Contrary to the normal course, these days with heavy traffic are 
the days when the system needs to work most actively. Just in this process, 
thinking that it is under cyber attack based on abnormal traffic and band 
failure will ensure that the system is turned off at the most active use. 
For this reason, fuzzy logic is preferred due to the approach that other 
possibilities are taken into consideration together with the possibility of 
attack.

•	 Fuzzy logic is used in the problems that are set out with the absolute 
assumption that a system is under attack. Because the type of attack or 
the type of the attacker can sometimes be too complex to be separated 
into 0 and 1. Making this determination constitutes the most important 
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step in determining the reaction to be given to the attack. Therefore, all 
possibilities should be reviewed at this step. Consequently, using fuzzy 
logic provides a significant advantage in order not to ignore even small 
percentage memberships.

•	 After the attack type, aggressor type and reactions are determined, 
the current situation is predicted. How much more can the current situation 
tolerate this attack? How much has the system been damaged in the current 
situation? In which of the measures to be chosen can the system maintain 
its stability? It is impossible to rely indifferently on a single result for the 
answers to such questions. Because these questions, which also include 
abstract factors, may be answered as "the system is not damaged to a great 
extent, but it has x% risk of shutdown". In real scenarios, the percentile 
indicated by x in these expressions can be quite important. For this reason, 
fuzzy logic is preferred in such problems.

Application Simulation Sample

Within the scope of the study, a sample system simulation was 
designed. The goal of this system is to detect whether a server serving the 
distributed network of objects is momentarily exposed to anomaly. In case 
of anomaly detection, it is planned to determine whether DDoS, which is 
one of the most frequently used attack types in the literature, or a different 
anomaly. The input and output values determined for the development of 
this application using fuzzy logic are as follows.

Inputs:

•	 bandwidth availability (percent)

•	 response delay (percent)

•	 new request rate (not seen in cache)

Outputs:

•	 Anomaly Condition

o	 There is an anomaly, justification DDoS

o	 There is an anomaly, the reason is different

o	 No anomalies

Fuzzy sets and linguistic expressions in accordance with the input and 
output values given above were prepared as shown in Figure 1, Figure 2 
and Figure 3. 
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Fig. 1. Input fuzzy set (bandwith ratio)

In the Figure 1, the values are calculated based on the percentage ratio 
of availability in bandwidth, which is the initial input value. If there is 
40% or less available bandwidth, the server is intensive, if there is a gap 
between 30% and 70%, it is moderately available, if there is a band gap of 
70% or more, the server can serve quite comfortably.

Fig. 2. Input fuzzy set (response delay ratio)

The delay rates seen in returning the requests to the system are shown 
in Figure 2. If there is 30% or less lag, the ‘little’ tag is used. If there is 
a delay between 10% and 70%, the ‘medium delay’ tag is used. If there 
is a delay between 50% and 100%, the ‘too much’ tag is used. As can be 
seen from this image, if the system delays responding to more than 50% 
requests, the problem is serious.
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	 Fig. 3. Input fuzzy set (new request ratio)

Figure 3 shows the rate of requests received by the new users. In a 
possible DDoS attack, computers that have not used the system before 
will most likely be used. Based on this assumption, value labels have been 
assigned as shown in the figure. If there is a delay of 20% or less, the ‘small’ 
tag is used. If there are between 20% and 85% new users, the ‘medium’ tag 
is used. If there are between 70% and 100% new users, the ‘too much’ tag 
is used. As can be seen in Figure 3, less than 20% of the system sees new 
user requests as harmless. As this ratio rises to 70% and above, the system 
is expected to go into an alarm state.

The graphical representation shown in the example is also created for 
all other clusters. Likewise, linguistic expressions were prepared for the 
output fuzzy set and membership functions were created. The representation 
of the output fuzzy cluster is shown in Figure 4.

Fig. 4. Representation of Output Fuzzy Sets (anomaly ratio)
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Figure 4 shows the fuzzy set that interprets the output values of the 
system. In this graph, the ‘anomaly incidence rate’ is shown as a percentage. 
The system does not have any problems for anomalies experienced at 30% 
or less. With the assumption that it is resistant to anomaly at this level, ‘no 
anomaly’ label is used. The label ‘there is an anomaly but not DDoS’ is 
used for the anomaly rate between 20% and 70%. These rates indicate a 
low level of DDoS attack or an anomaly for a different reason. However, as 
the rates increase from 50%, it becomes clear that this anomaly is caused 
by a DDoS attack. The role of fuzzy logic increases in the interpretation 
of values between 50% and 70% in these outputs. Likewise, the decision 
whether there is an anomaly or not with a value between 20% and 30% will 
be made with fuzzy logic.

Using binary logic to interpret this system requires ignoring some 
possibilities. For example, the exit label caused by an anomaly with a 
rate of 61% is very close to both values. When making these decisions 
in real life problems, all serious possibilities are taken into consideration. 
Considering that the system will react according to the decision, the least 
possibility must ignore. Fuzzy logic is used in such problems because of its 
suitability for these reasons. Alternatively, artificial neural networks, deep 
learning and other similar machine learning methods are frequently used 
in decision systems.

After the information-based adjustments were completed, rule-based 
operations were started. A total of 9 linguistic values were used in the 
inputs of the problem. For the output, it was formed as follows with 27 rule 
examples using the expressions ‘DD’ for 3 different verbal value DDoS, 
‘ND’ for the other anomaly type and ‘N’ for the normal case without 
anomaly.

Rule 1: If the bandwidth is intense and the response delay is high and 
the rate of new requests is low, then there is a DDoS type anomaly.

Rule 2: If the bandwidth is medium and the response delay is high and 
the rate of new requests is low, then there is a different type of anomaly.

Rule 3: If the bandwidth is available and the response delay is high and 
the rate of new requests is low, then there is a different type of anomaly.

Rule 27: If the bandwidth is available and the response delay is low 
and the rate of new requests is low, then there is no anomaly.

Rule 4 and later were determined until 27, and a table of rules was 
created according to the attack characteristics seen in the literature.

For the inference part of the problem, the method of inference 
proposed by Mamdani and known by its name was used (Mamdani, 1974). 
According to this approach, the minimum of the expressions connected 
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with ‘and’ and the maximum of the expressions connected with ‘or’ are 
selected, and the results are expressed. This approach is shown in Figure 5.

Fig. 5. Mamdani Fuzzy Inference System (Das & Winter, 2016)

A solution is sought for the following problem text in order to examine 
the working of the developed simulation on a concrete example.

•	 The server bandwidth is available at 32% and 40 percent of the 
requests to the server remain unanswered. 95% of the incoming requests 
consist of new users who are not kept on the server cache yet. In this case, 
information is needed about whether the system is faced with an anomaly 
and if it is under an attack, whether it is DDoS type.

After determining the intersection points of the problem given in 
the example on fuzzy clusters and cluster memberships, inferences were 
made with the Mamdani method. Before the defuzzification phase, it is 
seen that there is a 78% probability of being under DDoS attack and a 
22% probability of a different type of anomaly. With these values, it is 
possible to decide that the system is under a DDoS attack after Mamdani 
extraction. However, it is possible to obtain different results by changing 
the parameters given in the example and with different inference methods. 

Apart from Mamdani, there are many popular inference methods such 
as Takagi-Sugeno, Tsukamoto and Larsen which are frequently used in 
the literature. When examining a problem within the scope of fuzzy logic, 
values ​​obtained from different inference methods are generally interpreted 
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and compared. In this way, it becomes possible to increase the efficiency 
of the results obtained. The difference that distinguishes these methods 
from each other is the mathematical method they use in the background 
or their method of output generation. For example, Mamdani produces 
a fuzzy output value, but the Sugeno method produces a function as the 
output value. For this reason, it is very important to check the suitability of 
the problem to the structure of the problem when choosing the extraction 
method.

CONCLUTION

The study focuses on the use of fuzzy logic, one of the computational 
intelligence methods, in cyber security. Within the scope of cyber security, 
anomalies in IoT networks where communication between objects is 
provided by large networks, rather than the security of individual devices, 
have been examined. The research shows that fuzzy logic is very useful 
in detecting these anomalies, revealing the reasons, responding and 
predicting the instantaneous situation. As a result of the study, a sample 
simulation was carried out on the anomaly data sets and inferences used 
in previous studies. A problem frequently seen in real life was evaluated 
with sample parameters and made inferences about the current state of 
the system. Thanks to these inferences, plans to respond or get a reaction 
according to the type of anomaly will be more successful. There are 
hybrid approaches where fuzzy logic is strengthened to produce stronger 
predictions. Considering that IoT networks are growing day by day and 
problems are diversifying, the need for hybrid approaches becomes clear. 
Predictions obtained by working with fuzzy values ​​in machine learning 
or deep learning methods can be made more successful. The use of these 
methods in future studies is on the agenda to increase the success of 
existing studies.
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INTRODUCTION

In today’s technology, the complexity of the software increases 
considerably due to the complexity of the problems it solves. The errors 
of the software developed sometimes carry vital risks or cause very high 
financial losses. Therefore, error testing and post- delivery updates are 
very important in software. It is inevitable to encounter software errors 
in the software life cycle. Early detection of these errors is very important 
in terms of cost. According to research, if the correction of an error is left 
after the delivery of the software, it is costing 100 times more than the 
correction of the same error in the software development process (Boehm 
& Basili, 2001). Therefore, many studies are performed to detect software 
errors. The aim of the studies is to determine the error in the earliest time 
and to prevent human source error. The aim of automatic detection of error 
detection is also aim of machine learning methods too.

It is clear that a software will need maintenance and updates many 
times in its life cycle. This requires rechecking user feedback each time and 
manually correcting errors. This situation causes some personnel to use it 
repeatedly for a software that is completed in its current form. Moreover, 
each time the process of mastering the project will be experienced again. 
All these processes cause serious losses for software developers and 
companies. Thanks to automatic detection of software errors, the amount 
of error in the software that reaches the user will be minimized. Still, if 
there are unnoticeable errors, scanning the feedback automatically before 
a software developer will help you focus on the right point. Even this 
contribution will be very important and profitable for software projects.

As a result of the work done, it has become very easy to manage 
large software teams. As a result of these studies, the contact between 
project employees becomes easier and other problems that may arise in the 
workflow are resolved early. In addition, the prediction that software will 
be developed by autonomous devices has become a very strong prediction 
today. However, in order for devices to develop the right software, they 
must also be skilled in detecting potential problems. Today’s error-detecting 
algorithms will directly affect the success in building software in the future 
(Angell et al., 2018). 

In the past studies, important steps have been determined for software 
error detection. When the problem is considered as a whole, it is possible 
to encounter a complex structure. Therefore, it would be more realistic 
to use different techniques at different stages of the problem. Because a 
system is expected to understand the software in order to detect errors 
in the software. This situation is a major research subject. It would be a 
mistake to wait for a software step to be performed in one way. While the 
same process can be done in many different ways, the system’s perception 
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of them is a separate study. While accepting one of the possible methods, 
producing an ‘error’ output to the other will have undesirable results. The 
next stage of systems that detect errors will be to offer suggestions for 
solving these errors. The last phase following this phase is the development 
of software that automatically generates the solution of the error. There are 
different solution methods and approaches for each of these stages. In the 
thesis study conducted by Rana, possible methods that can be used for 
error detection are shown as in Figure 1.

Figure 1. Methods used for software defect detection (Rana, 2015)
As can be seen in the figure, there are many different approaches 

for software defect prediction. The aim of this study is to find the most 
commonly used machine learning methods in software error estimation 
and compare these methods among themselves. According to the findings 
obtained after the comparison, it was aimed to determine the ideal method 
or methods.

Litrature Review

In the literature, although there are many methods for software 
error detection, related studies focusing on classification methods are 
discussed in this study. With the literature review the aim of this study 
is to determine the most commonly used classification methods. Studies 
in this area have recently been supported by deep learning methods or 
alternative approaches. However, due to the nature of the problem, many 
studies have sought solutions using classification algorithms. Li et al. 
(Li et al., 2020) conducted a study which shows 47.7% of the studies on 
software error estimation and machine learning techniques between 1991 
and 2013 were based on Bayes learning technique and 74% of these studies 
were performed by Naive Bayes algorithm. In the second and third place, 
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Decision Tree and SVM are shown.

Kumar and the others show that in the software error estimation study, 
SVM could give the most effective results and stated that the performance 
was improved with LSSVM method (Kumar & Ranjan, 2017). Hidmi O. 
and others used K-NN and SVM methods for software error estimation 
(Hidmi et al., n.d.). The reasons for choosing these two models are to 
compare the results obtained with both parametric and non-parametric 
techniques.

Turhan B. and others preferred Bayes Classification method for 
Software Error Estimation. It shows the accuracy of the method by 
indicating that the obtained performance can be compared with the best 
results reported in the literature (Hata et al., 2007).

Goyal and others stated that the KNN algorithm provides superior 
performance over many linear regressions and will provide effective 
results in Software Error Estimation (Chandra et al., 2014). Hammouri 
A. and others compared Naive Bayes, Decision Tree and Artificial Neural 
Networks methods to software error estimation (Hammouri et al., 2018). 
According to the study, the most effective results are given by the Decision 
Tree method.

Ranjan et al. Conducted a bug prediction study showing that many 
open source systems were compared (Bal & Kumar, 2020). In this study, 
it has become possible to compare extreme machine learning techniques 
with various algorithms. As a result, a more consistent estimation system 
is recommended (ELM).

In addition to the studies mentioned above, many studies have been 
done with hybrid model development and ensemble techniques (Khuat 
& Le, 2019; Rathore & Kumar, 2019; Rhmann et al., 2020; Sharma & 
Chandra, 2018; Tumar et al., 2020; Turabieh et al., 2019). In these studies, 
many machine learning algorithms or deep learning algorithms were used 
together and more successful results were obtained compared to singular 
use. The obtained results showed that different algorithms stand out 
according to the problem type. However, there is an increase in the success 
percentages of the results obtained with the developing technology.

This study aims to identify the most commonly used and most effective 
methods in Software Error Estimation, unlike other related issues. After the 
determination of the methods, these methods were compared according to 
Accuracy, Recall, F-Measure, ROC, Precision criteria and model building 
times. In the literature review it was observed that the commonly used 
methods were KNN, Naive Bayes, Decision Tree and SVM. 
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METHODS

In this study, four different up-to-date Classification Algorithms used in 
machine learning were used to determine software fault estimation. These 
methods are ‘decision tree’, ‘support vector machine’, ‘k-nearest neighbor’ 
and ‘naive bayes’ algorithms, respectively. These methods have different 
categorical characteristics and different mathematical approaches. Each 
algorithm has its own advantages and disadvantages. As a result of the 
literature review, it has been observed that these 4 algorithms are mostly 
used in “software error detection” studies. It has been observed in many 
studies that these algorithms are used or tested in a hybrid manner with 
different algorithms. For this reason, it is aimed to measure among the best 
or most preferred algorithms. These selected algorithms have been tested 
on a suitable data set and it has become possible to compare their successes 
thanks to various metrics. The data set and measurement metrics used are 
detailed in the subtitles.

The following section briefly explains the methods which are used in 
the study. Then, these methods are compared according to criteria is used 
and the results are interpreted.

Decision Tree

Decision trees are a learning model in hierarchical supervise. Divide 
and use approach is follow up. It is a method of performing classification 
and regression efficiently without requiring parameters (Turney, 1995). 
Decision trees are consist of nodes. These nodes are called decision and 
end nodes. Each decision node refers to the test function that will allow 
the branches to differentiate. When this test function is applied to our 
data, suitable branch is determined according to the result. This process 
recursively continues from the root node to the end node. As a result of 
this process, the class which the input belongs is determined. The working 
method of the Decision tree algorithm is shown in Figure 2.

Figure 2. Decision tree construction process on sample (Özdemir,2014) 
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Decision Tree Regression is preferred due to its ability to explain 
results easily, not to be parametric and its speed advantages. It continues 
to give consistent results when faced with missing values or unrelated 
features. In addition to these advantages, it is preferable because of its low 
cost. The disadvantage is that it can create ‘overfitting’ problem. 

Support Vector Machines

SVM, finds the appropriate linear separator plane that is farthest 
away from any input point in a multidimensional space. Implements 
a useful learning algorithm in the complex datasets of the SVM and in 
the identification of difficult-to-solve patterns (Shevade et al., 2000) 
. This algorithm finds that the samples are belong or not belong to a 
distinguishable class according to former observations. Figure 3 shows the 
general working principle of an SVM classifier.

Figure 3. General principle of SVM (Madzarov & Gjorgjevik, 2009)

It is used in two different types to make classification (SVC) and 
regression (SVR). SVM does not require any unified distribution function 
information for the data. The learning process is completely independent 
of distribution. Its main advantages are its ability to work with a large 
number of independent variables, to be applied to both linearly separated 
and non-linearly separated data and to provide high accuracy in these 
studies. According to many other methods, the rate of overfitting is low. 
Disadvantages are that they cannot produce probabilistic predictions and 
that the results are in the form of binary classification.

K – Nearest Neighbors (KNN)

KNN is a trained learning algorithm that categorizes a new data on 
existing learning data. When new data comes to the algorithm, it looks 
at the closest ‘k’ neighbor and decides which class this data belongs to. 
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In order to apply the KNN method, it is necessary to create the attributes 
feature vectors. The nonparametric KNN classification algorithm has been 
used for statistical analysis for over 60 years. The correct selection of the 
k parameter on the accuracy of this algorithm is quite important. In the 
regulation of the model, the k value is determined by the cross validation 
method. Another factor that influences the performance of the algorithm is 
the distance criteria. Different measurement techniques such as Manhattan 
Distance, Minkowski Distance, Oklid Distance, Chebyschev Distance and 
Dilca Distance are used as distance measurements. But the most commonly 
used of these distance measures is the measure of Oklid (Soucy & Mineau, 
2001). Figure 4 shows the general working principle of an KNN classifier. 

Figure 4. General principle of KNN (Bzdok et al., 2018)

Naïve Bayes Classifier

Based on Bayesian network theory, the Naive Bayes method categorizes 
using probabilities. The basic logic is to choose the highest probability 
decision. The use of this algorithm and its mathematical background is 
quite simple. Excessive amount of data does not create significant impact 
and cost. The term ‘naive’ used in nomenclature emphasizes the assumption 
that the attributes in the data set are independent of each other (Karim & 
Rahman, 2013). But this assumption will not apply to a significant part 
of the classification problems encountered in real life. Therefore, it is 
necessary to make sure that the data set to be studied is compatible with 
the algorithm to be used. The most important disadvantage is that the input 
data must be properly prepared for the specified reason. The working 
principle of the Naive Bayes classifier is shown in Figure 5.
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Figure 5. Example of naive bayes classifier setting boundaries according to 
colors (Silva & Amancio, 2013)

DATA AND COMPARISION CRITERIA

Dataset

For the study, the data set obtained by the related classification and 
data mining method produced by NASA was used [20]. This data set (pc1) 
produced by NASA Metrics Data Program contains 10885 samples. 22 
attributes are used for each sample. 5 of these attributes show different 
code criteria, 3 of them are McCabe’s metrics, 4 of them are of Halstead-
based measure, 8 of them are derived from Halstead’s measurement, and 
1 of them shows the result. There is no missing data in the data set. The 
defects attribute is the result that indicates whether there are errors in the 
software for us.

This field was created by evaluating the other 21 attributes given.

Comparision Criteria

To measure the classification success, the confusion matrix is used 
first. The confusion matrix consists of rows-columns of up to the number 
of classes and it holds a different value in each cell. Table 1 shows the 
confusion matrix annotated.
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Table 1. Confusion matrix

Predicted Positive Predicted Negative

Actual Positive True Positive False Positive

Actual Negative False Negative True Negative

The rows in the table show the actual classification results, while the 
columns show the estimates. The following criteria are used for comparison 
by using the error matrix.

Accuracy : The criterion that gives the ratio of cerrectly 
classified positive inputs to total positive inputs. Equation 
(1) shows the formula for calculating the value of accuracy. 

			                		 (1)

Precision : The criterion that gives the ratio of positive inputs 
classified as true to total positive values. Equation (2) shows the formula 
for calculating the value of precision.

     						      (2)

Recall : The ratio of positive inputs classified as true to true positive 
values. Equation (3) shows the formula for calculating the value of recall.

     						      (3)

F-Measure : It is a measure that is calculated as the harmonic mean 
of the Precision and Recall values. Equation (4) shows the formula for 
calculating the value of f-measure.

	         			          	 (4)

 
       In addition to this criteria which is using the confusion matrix, ‘runtime’ 
will be used as a benchmark to evaluate the cost factor in the study as well. 
Because the selected methods are tested with the same data and the same 
devices, it is possible to make a cost comparison of the methods by means 
of working times.
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EVALUATION RESULTS

Based on the literature review conducted in this study, 4 of the most 
frequently used classification methods for software error estimation were 
selected. The selected algorithms were chosen from different categories 
attentively. Each method based on Accuracy, Precision, Recall, F-Measure 
and model creation times as seen in Table 2. The time factor was also 
included in the evaluation in order to provide the least cost if other 
evaluation criteria were in close proportion. While the models mentioned 
in Table 2 were applied, the k variable in the KNN model was determined as 
3, the distance criterion was taken Oklid and rhe cross validation value was 
chosen as 10. SLib library was used for SVM and J48 was used represent 
as Decision Tree model. The values produced by the algorithms used as a 
result of the experiments are shown in Table 2.

Table 2. Evaluation results

Accuracy Precision Recall F-Measure Time

KNN 79.200 0.843 0.911 0.876 0.01 
sec.

SVM 80.725 0.844 0.807 0.722 3.87 
sec.

Naive Bayes 80.422 0.765 0.804 0.770 0.15 
sec.

Decision 
Tree 79.503 0.759 0.795 0.769 1.25 

sec.

When the results are examined, it is seen that there are close Accuracy 
rates. One of the reasons for this proximity is that there are no faulty or 
noisy data in the data set used. When the results are examined, it is seen 
that the highest accuracy ratio is reached in SVM model. However, in 
this algorithm, the creation time of the model is considerably higher than 
the others. The KNN algorithm gave the lowest accuracy rate despite the 
fastest model creation time. The applied models carry such advantages 
and disadvantages. Therefore, according to the priorities of the project 
(accuracy ratio, cost), the preferred methods should be changed. The Naive 
Bayes algorithm yielded the most effective results in the ROC analysis, but 
it was far below the average in model building time. Therefore, the current 
software error estimation is used in the majority of studies.

CONCLUTION

In this study, estimation of software errors is considered as a 
classification problem. In order to solve this problem, the most commonly 
used methods in the literature were researched and four different methods 
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were compared. The comparison of these methods was based on the model 
creation time in addition to the criteria related to the error matrix. When 
the results of the study were examined, it was observed that the Decision 
Tree method gave worse results than the other methods. The other three 
methods produced very close results. According to the results of the data 
to be studied and the cost plan of the study, it was found advantageous to 
choose one of the SVM, KNN and Naive Bayes methods. According to 
the literature, the success of Naive Bayes algorithm, which is the most 
commonly used problem, was confirmed by the study. A suitable future 
study will be to compare the results by taking the combinations of the 
algorithms examined. In addition, seeking answers to the question ‘Is it 
possible to minimize the disadvantages of the evaluation methods and 
achieve higher performance rates with alternative kernels?’ is a candidate 
to be the subject of the next study.
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Thin film coatings are used for many purposes in many different 
applications such as optoelectronics, semiconductor, environmental 
applications, energy storage devices, medical fields and so on. Here, we 
present some of the advance coating methods and principles of thin film 
deposition that are available. 

In order to obtain thin films with good quality, there are many physical 
and chemical deposition thin film production methods. Physical deposition 
methods can be classified as evaporation and sputtering methods whereas 
chemical deposition methods are sol-gel, chemical bath deposition, spray 
pyrolysis, plating and chemical vapor deposition (CVD) methods. However, 
thin film coating methods under vacuum are widely used in technological 
studies in recent years in order to control production parameters.  

Here, we will talk about CVD method from chemical methods and thin 
film coating methods under vacuum; thermal evaporation, electron beam 
evaporation, RF and DC sputtering, RF and DC magnetron sputtering, 
molecular beam epitaxy (MBE) and thermionic vacuum arc (TVA) 
methods. 

1.	 Thermal Evaporation

Thermal evaporation method is a thin film coating method where 
metal materials are mostly heated and evaporated under high vacuum 
(10-7 mbar), (Tarımcı and Sarı, 2006). The thermal evaporation system 
is shown schematically in Figure 1. There are many applications of the 
metal coating process made with this method. Making metal contacts 
of semiconductor materials, surface metal plating processes are the best 
examples of processes performed with this method. 

In this method, the materials to be evaporated are usually placed in 
a crucible made of metals such as tungsten (wolfram) with a very high 
melting temperature. The heating process is provided by a thermal heater. 
The material heated in the crucible evaporates and spreads in all directions. 
Thus, the desired thickness can be obtained on the substrate placed in a 
suitable place in the vacuum chamber (Tarımcı and Sarı, 2006; Akan, 
2003). 

This coating method has some disadvantages. These;

	 It is very difficult to evaporate materials with very high evaporation 
temperatures  (eg wolfram (W), tantalum (Ta) and molybdenum (Mo)).

	 With the heating of the crucible, it is not very useful in the coating 
of substrates sensitive to high temperatures, as there will be too much 
heating in the vacuum chamber.
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	 Another disadvantage is that the impurity of the film may increase 
due to the risk of reaction of the source material to be evaporated with the 
heated crucible (Tarımcı and Sarı, 2006).  

Figure 1.1.  Schematic representation of the thermal evaporation system.

2.	 Electron Beam Evaporation

Another method commonly used in the metal coating process is the 
method using electron beam evaporators. This method in principle has 
almost the same properties as the thermal evaporation method. The most 
distinctive difference of this method is that the material to be evaporated is 
heated directly. In this method, the material to be evaporated is placed in 
a crucible made of high melting point metal. The material in the crucible 
is heated and evaporated by bombarding with accelerated and focused 
energetic electrons emitted by the filament located under the crucible and 
driven by a magnetic field. In this method, more effective energy transfer 
is performed to heat the material compared to thermal heaters. In addition, 
since the crucible can be cooled with water, the evaporation of the metal 
from which the crucible is made is prevented and the impurity that will form 
on the film is also improved (Akan, 2003; Tarımcı and Sarı, 2006). Since 
the material can be heated directly, it is possible to evaporate materials 
with high evaporation temperatures with this method. Figure 2.1, shows a 
schematic representation of the electron beam evaporation system. 

The positive side of this method is that the impurities emitted from 
the hot filament used as the electron source are placed in the filament 
crucible to contaminate the metal of this geometry or the substrate. 
Although this method is superior to thermal evaporation method, it also 
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has some disadvantages. In this coating method, since high voltage is used 
to accelerate the electrons, arc and electric discharge may occur during 
evaporation. In addition, the vacuum level used in this method should be 
higher than the vacuum level of other similar devices (10-8 mbar). High 
vacuum level is necessary for the electron beam to be directed towards 
the target (Tarımcı and Sarı, 2006). A quite amount of materials such as 
amorphous and crystalline semiconductors and molecular materials are 
also can be prepared by this technique (Jilani et. al., 2017). 

Figure 2.1.  Schematic representation of the electron beam evaporation system

 

3.	 Chemical Vapor Deposition (CVD)

Chemical vapor deposition (storage) can be defined as the storage 
of solid by a chemical reaction (thermal decomposition, reduction, 
displacement, etc.) on the heated surface in the vapor phase. CVD 
technique is the most commonly used in synthesis of nanomaterials 
(Manawi et. al., 2018). The CVD system mainly consists of three parts 
(Bunshah, 2001; Pierson, 1992). These parts are; the part that feeds the 
reaction components in vapor state is the part that discharges the CVD 
reactor (base heating system) and the exit (exhaust) gases (Geçkinli, 
1992). A diagram of this method is shown in Figure 3.1.
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Figure 3.1. Schematic view of the CVD system.

There are many advantages of the CVD method:

	 Generally compatible with substrate, ie these films can be applied 
to parts with complex shapes.

	 It allows very high purity storage, 

	 High storage rate (centimeter thick in some cases)

	 Usually higher vacuum is not required compared to many other 
methods (Bunshah, 2001; Pierson, 1992). 

Disadvantages of CVD method are:

	 Inability of storage on substrates that are not resistant to high 
temperatures (suitable for coating substrates at temperatures of 600 ° C 
and above),

	 The reactive gases used are often dangerous and expensive,

	 Some unwanted components formed as a result of the reaction 
may affect the substrate. (Geçkinli, 1992; Pierson, 1992). 

4.	 Sputtering Method

Sputtering is the name given to the process of mechanically removing 
atoms from a solid surface and breaking it off (Tarımcı and Sarı , 2006). 
Spatter method is also the phenomenon of ions hitting a material surface 
removing atoms of that material surface (Campbell, 1978).   

Gases that will not react with materials should be used in this method 
(eg Argon). In this method, the coating process is carried out in noble gas 
environment. The pressure of this method is higher than other similar 
methods (Tarımcı and Sarı, 2006).
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Figure 4.1.  Schematic representation of the sputtering process 

The schematic view of splattering process is shown in Figure 4.1. For 
the sputtering process, at first an inert gas is filled between the electrodes. 
By the potential applied between the electrodes, plasma of the inert gas 
is produced between these electrodes. With the formation of the plasma 
between the electrodes, the current suddenly increases and potential 
degreases. The increase in current is caused by the rapid increase in the 
number of charged particles due to the positive ions those formed in the 
plasma by hitting the cathode and emitting secondary electrons. Positive 
ions in the plasma accelerate towards the cathode at this potential degrease 
and hit the cathode. After a while, neutral material atoms begin to detach 
from these areas of the cathode surface. These removed neutral atoms are 
coated on the base surface on the anode located just opposite the cathode 
(Thornton 1983; Akan 2003). 

There are two types of sputtering methods. These are radio frequency 
(RF) and direct current (DC) sputtering methods. The name of the 
sputtering method varies according to the type of power source that is used 
(Tarımcı and Sarı 2006; Johnson 2005; Bunshah 2001). For example, if the 
voltage applied between the electrodes is obtained from a radio frequency 
power source, it is called RF Sputter, while the voltage applied between 
the electrodes is called DC Sputter when the power source that generates 
a direct current. 
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Also, to increase the number of positive ions between electrodes, a 
magnet is used at the back of the cathode. Sputtering process done in this 
way is called Magnetron Sputtering (Akan, 2003; Johnson, 2005; Bunshah, 
2001). 

4.1. Radio frequency (RF) Sputtering method

The important aspect of this method is the use of RF power supply 
in the sputtering process. RF Splatter system consists of four main parts 
which are vacuum chamber, vacuum pump, radio frequency power supply 
and matching unit (Grill, 1993; Johnson, 2005).  

Vacuum pump is used to reduce the pressure of the vacuum chamber. 
Vacuum is needed to clean the vacuum chamber from other gases in the air 
and to obtain high-energy collisions by increasing the average free path of 
ionized particles (Grill, 1993). 

Electromagnetic waves are generated by the radio frequency power 
supply. These waves create a vibration frequency in the vacuum chamber 
and enable the target material to be ionized. High frequency makes plasma 
discharge continuous (Grill, 1993; Johnson, 2005; Bunshah, 2001). The 
schematic representation of the film formation by the RF Sputtering system 
is shown in Figure 4.1.1.

Figure 4.2. Schematic representation of film formation by RF Sputtering system

4.2. Direct current (DC) Sputtering method

In this method, the potential difference applied between the electrodes 
is provided by a direct current power source. It is used for coating metal 
materials. However, it is not suitable for coating insulating materials. 
Homogeneous and well-adhering films can be produced. In this coating 
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method, the plasma density formed during the process is low. The lower the 
plasma density creates lower ion currents at the cathode. For this reason, 
the storage rate is low (Tüzemen, 2007; Bunshah, 2001).

4.3. Radio frequency (RF) magnetron Sputtering method 

In this method, in addition to the electrical field used to accelerate the 
ionized noble gas (argon) atoms, a magnetic field is applied perpendicular 
to this field. Usage of magnetic field provides electrons to move along 
the spiral orbit. Because of this spiral trajectory of electrons their paths 
lengthen, so they collide with more neutral noble gas atoms along their 
movement and increase the ion concentration on the target. In this way, 
the process of atom removal from the target takes place more intensely 
and at the same time, plasma can be created at lower pressures. With this 
method, the electrons that are detached from the target are prevented from 
reaching the substrate by magnetic field. Thus, heating of the film on 
the substrate is prevented to a certain extent. This method is especially 
preferred for heat sensitive samples (Tarımcı and Sarı, 2006; Johnson, 
2005; Bunshah, 2001). A schematic representation of the film formation 
with the RF magnetron sputtering system is shown in Figure 4.3.1. 

Figure 4.3. Schematic view of film formation by RF magnetron Sputtering system 
(Johnson, 2005).
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4.4.  Direct current (DC) magnetron Sputtering method

In this method, direct current power supply is used instead of radio 
frequency. It works on the same principle as the DC Sputtering method. 
Additionally, magnets are used. Plasma can be created at low pressures 
(Correia, et. al., 2018). It is a method that can be applied according to the 
feature of the film to be created (Tuzemen, 2007). 

5.	 Molecular beam Epitaxy Method, MBE

It is usually considered as a refined style vacuum evaporation but it is 
actually different from simple evaporation. It generally includes multiple 
sources and coating of a heated material and it takes place in ultrahigh 
vacuum. Collision free molecular beams are used and it allows in-situ 
measurements as electron diffraction and mass spectrometry (Asahi and 
Yoshiji, 2019). 

The epitaxial crystal growth method with a beam of molecules is a 
highly advanced single crystal growth method performed in an advanced 
high vacuum environment (<10–11 mbar), where the film thickness can 
be controlled very precisely. Epitaxy, refers to the thin film enlargement 
process carried out in a way to preserve the crystal structure and orientation 
of the substrate on which it is grown, literally. Figure 5.1 shows a schematic 
view of an MBE assembly.  

In this method, each of the materials containing the film (As, Ga, Al 
etc.) to be enlarged is placed individually in cylindrical containers known 
as knudsen cells. By properly heating the materials, the evaporated atoms 
can reach the substrate and the films with the desired content can be grown. 
There are flaps in front of the materials that can be opened and closed 
for a very short time (in the order of milliseconds). During magnification, 
the flaps in front of the sources that make up the content of the film to be 
enlarged are opened. Only the materials from this source reach the substrate 
and start to form the film (Tarımcı and Sarı., 2006). 
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Figure 5.1. Shematic representation of an MBE assembly (Tarımcı ve Sarı., 
2006).

In molecular epitaxy method, the temperature of the substrate has 
a great effect on the desired composition of the film to be formed. For 
this reason, during the crystal growth, depending on the type of film to be 
grown, the substrate is heated between 450 °C and 700 °C, and allowing the 
film to grow epitaxially. During the enlargement of the film, the substrate 
is rotated at a certain speed so that the films grow homogeneously (Tarımcı 
and Sarı 2006). 

The MBE method has many advantages. Some of these can be listed 
as:

	 To have film enlargement sensitivity on the order of single-row 
molecules,

	 Very precise film thickness control,

	 Measurement of film thickness during enlargement,

	 Doping and especially the doping of a very small part of the film 
(delta doping) can be done. 

This method has advantages as well as disadvantages. If the 
enlargements are not done under a very high vacuum, unwanted atoms 
can get mixed into the enlarged film. The purity of the materials to be 
grown must be very high (99.9%). A wide variety of high vacuum pumps 
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used in MBE assemblies must be operated continuously even when no film 
enlargement is performed in the system. This causes both the installation 
and operation of the mechanisms to be very costly. Another negativity is 
that it is not ideal for mass production due to the very slow crystal growth 
rate (Tarımcı and Sarı., 2006). 

6.	 Thermionic vacuum arc method (TVA)

TVA is an anodic discharge in vapors of the deposited material. The 
needed energy for the material to be melted is delivered by a focused 
electron beam. The energy of the ion can be controlled and ions fall on 
the substrate and they form a well-adhesive layer. The deposited layers 
are free from droplets that are typical for cathodic arc deposition systems 
and the substrates thermal stress that is being coated is low (Vladoiu et al., 
2020). In this method includes an externally heated cathode mounted with 
a Wehnelt cylinder and by high voltage electrons are sent to the anode. 
Electron beam power provides a steady state vapor density. When there 
is a certain vapor density achieved, a bright discharge occurs between the 
spaces in the electrodes.  Only the evaporating atoms are the maintaining 
discharged gas and this supply a high purity conditions for thin film 
deposition (Ozgür et. al., 2019;  Pat et. al., 2011; Pat et. al., 2019). 

To generate the TVA discharge, the cathode filament can be 
heated at the desired current with an AC low voltage power supply and 
thermoelectronic emission from the cathode filament. Here, one end of the 
cathode is connected to the low voltage power supply while the other end 
is connected to the vacuum chamber where the electrodes are mounted. 
The Wehnelt cylinder placed inside the cathode is connected to negative 
potential. After the electron emission is generated from the cathode 
filament, high voltage is applied between the anode and the cathode. Thus, 
electrons emitted from the cathode are focused on the anode by the help 
of the Wehnelt cylinder with acceleration (Figure 6.1). This is the most 
important feature that distinguishes the TVA system from other techniques 
that produce anode material vapor plasma.
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Figure 6.1.  TVA thin film coating system

With the bombardment of accelerated electrons focused on the anode, 
energy is transferred into the material inside of the anode and the anode 
material heats up. By increasing of the applied voltage, the material in the 
anode is melted and then evaporated (Figure 6.1).

If the applied voltage between the electrodes increases, a bright 
discharge occurs in the anode material vapor at the appropriate value of the 
applied voltage in the space between the electrodes. At this moment, the 
voltage between the electrodes suddenly drops and the current increases. 
The plasma of the vapor of the anode material formed continuously spreads 
over the anode towards the vacuum chamber. In this case, substrates or any 
material placed in a suitable place in the vacuum chamber will be coated in 
terms of the anode material. 
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 Figure 6.2. Evaporation of anode material

Plasma of many materials (such as copper, silver, aluminum, tin, gold, 
nickel, alumina, zirconium oxide, boron, carbon, rhenium, molybdenum, 
tantalum, tungsten and beryllium) has been produced with the TVA system 
and thin films of these materials or thick coatings could be made. In 
addition, it is possible to produce thin films of alloys, semiconductors or 
superconductors using TVA system. Figure 6.3 shows the plasma of some 
elements and compounds formed in TVA system.	  

		  (a) 		  (b)

		  (c) 		  (d)
Figure 6.3. Some elements and compounds whose plasma is formed in TVA. a) 

Copper (Cu), b) Boron (B), c) Magnesium (Mg), d) Zinc oxide (ZnO).
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6.1. Scientific Features and Benefits of the TVA Technique

It is possible to work under high vacuum or very high vacuum 
conditions with the TVA technique. Workings in this level of vacuum 
increase the quality of the coating and minimize the effects of oxidation 
or other gases on the film. In some of the other techniques, high vacuum 
conditions cannot be achieved. A buffer gas is not needed while coating 
in TVA technique. Thus, it provides high purity of coating the material. 
Especially in sputter technique, a buffer gas must be used. This may cause 
the formation of unwanted impurities in the produced films in analysis. 
In TVA technique, by changing the distance between electrodes, angle, 
cathode temperature, filament current  and voltage, the ionization energies 
of the material to be coated can be controlled and high ion energies can be 
obtained. Control of ion energies is very important. This situation increases 
the adhesion of the ions of the material to be coated to the film and provides 
the film to be coated with low roughness. In other coating techniques, 
this adhesion rate (especially in thermal evaporation technique) is very 
low. Therefore, the surface roughness of thin films produced by thermal 
evaporation is high (Musa et.  al. 1983). 

Materials including refractory materials or ceramics with a very high 
melting point can be easily stored by the TVA technique. It is not possible 
to store every material in other coating techniques. Simultaneous storage 
of more than one material with independent power sources can also be 
performed with TVA technique (Balbağ, 2009).

 6.2. Properties of Thin Films Produced with TVA Technique

As a result of the examination of thin film coatings produced with 
TVA system, the following properties were found: 

	 High purity thin films are produced (Balbağ, 2009). 

	 The surface adhesion of thin films is quite high (Pat et. al., 2019; 
U. Demirkol, et. al., 2018)

	 Since the ion energies of TVA plasmas can be controlled, the 
penetration depth of thin films on the substrate can be changed arbitrarily 
(Vladoiu et. al., 2003; Pat et. al., 2005; Akan et. al.,2007).

	 It has been observed that the surface roughness of thin films 
produced with TVA system is low (surface roughness was found below 10 
nm in boron thin films (Ekem et. al., 2008).

	 It has been observed that thin films produced with TVA are in a 
very tight structure (Ekem et. al., 2008).
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	 In TEM analysis of thin films produced by TVA technique, it has 
been observed that the thin films are in nano dimensions (Akan et. al., 
2007; Musa et. al., 2006).

	 Thin films of refractory materials with very high melting 
temperatures can be easily coated with the TVA system (Surdu et. al., 
2007;Musa et. al., 2004; Vladoiu et. al., 2003; Lungu et. al., 2006; Vladoiu 
et. al., 2006; Lungu et. al., 2005; Musa et. al., 2005; Lungu et. al., 2006).

	 Thin film storage rate can be adjusted while coating in TVA 
technique (Musa et. al., 1984; Akan et. al. 2006).

	 In the TVA system, any type of substrate can be coated. Various 
substrates such as steel, silicon, glass, chrome thin films, NaCl crystal, 
copper, aluminum and plastic have been coated up to now (Musa et. al., 
1984; Akan et. al 2006). 
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1.	 INTRODUCTION 

Today, people’s needs increase with the development of technology. 
New material production is one of these needs. It is seen that the main 
materials that are limited in nature and their properties are insufficient with 
the development of technology (Parlakyıldız, 2018 and 2020; Gencer et al, 
2017;Efe, 2018). For this reason, efforts to produce materials that are both 
economical and energy efficient, as well as very light and durable have 
been intensified. For example, new efficient products in lighting or efficient 
devices created by optimization studies in power systems are examples 
(Efe, 2013; Yıldırım et al, 2017; Cengiz et al, 2017). Thus, composite 
materials obtained by physically combining multiple materials with 
different properties with special methods have gained great importance. 
Composite material s better mechanical and thermal properties in order to 
achieve combine macro level is a made obtained. Composite materials are 
generally composed of a main structure called matrix and reinforcement 
material, in a way to show the best properties of the materials that make 
them up. Therefore, determining the mechanical properties of these 
materials is important in determining the usability of materials in this class 
(Kara, 2006).

In engineering applications, especially in mechanical applications, it 
is desired that the material can give the most appropriate response in order 
to prevent unexpected results against any impact from outside. Impacts 
to which the material may be exposed can be in many different forms 
depending on the application and the purpose of use. Generally, pulses are 
classified as low-velocity and high velocity. However, a clear transition 
between low-velocity pulse and high-velocity pulse has not been revealed 
in the studies conducted so far. Some of the studies on this subject argue 
that low-velocity impact should be evaluated as velocities varying between 
1 and 10 m/s depending on the stiffness of the target, material properties, 
mass and stiffness of the striking object.

The response to low-velocity impact is determined by the material 
it self. Namely, damage to metal and metal alloys as a result of impact 
occurs on the surface exposed to impact. In composite materials, the 
damage caused by impact may also occur on the surface not exposed to 
impact, depending on the type of impact. It can be seen as delaminations 
(separation between layers) in the internal structure. Although the impact 
response in metals is in the form of rupture or breakage as a result of plastic 
deformation, composites can be damaged in many different modes and 
there is no serious change in the structural integrity of the part in these 
damage modes (Ceyhun & Turan, 2003).

Laminated composite materials are used in many engineering fields 
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and can be hit by foreign bodies. In this case the impact velocities will be 
small but their impact on the material will be large. Laminated composite 
structures are more susceptible to impact damage than similar metallic 
structures. Impact in composite structures creates internal damage that 
cannot be determined by visual inspection. This internal damage causes 
a decrease in strength and grows under load. Therefore, it should be 
understood effects of foreign body impact on composite structures at the 
design stage and appropriate precautionary er should be taken (Kara, 2006).

Many experimental studies have been done and analytical methods 
have been developed on the response of laminated composite materials to 
low-velocity impact. Some of the important work in this area are:

The low-velocity impact response of laminated composites was 
investigated analytically by (Ramkuar and Chen, 1982) and by (Abatan 
et al.,1998). An approximate solution for predicting plate response to 
low-velocity impact is presented by (Gong and Lam, 1999). This solution 
involves the joint movements of the plate and the reinforcing elements, 
such as the contact force and the effect of transverse shear deformation. 
The low-velocity impact response of hybrid laminated composite plates 
has been investigated using the shear deformation theory (Lee et al., 1997). 
(Kim and Kang, 2001) developed a new analytical method from dynamic 
deformation of composite plates subjected to transverse impact to predict 
impact force.

(Goo and Kim, 1997) conducted dynamic contact analysis of laminated 
composite plates under low-velocity impact. Simple laws, such as the 
corrected Hertz contact law, have been used to adapt the composite plates 
to the dynamic contact situation.

The impact behavior of E-glass/epoxy laminated composite plates has 
been experimentally studied by Mili and Necip, 2001. They used a weight 
reduction impact device. They evaluated the effects of impact tip velocities 
and layering sequence on the behavior of the composite plate. (Aslan et 
al., 2003), (Aslan and Karakuzu, 2002) evaluated the dynamic behavior of 
fiber-reinforced laminated  composites subjected to low-velocity impact.

(Hosseinzadeh et al., 2006) studied the damage response of fiber-
reinforced composite plates in falling weight blows. They made low-
velocity pulses to four different fiber reinforced laminated composite 
plates. They obtained the variation of impact energy-damage diameter by 
mapping the damage regions in the samples. They reported the changes in 
different samples.

(Şenel et al., 2009) , in their study, designed and manufactured a 
unique braking and control system to be mounted on the low-velocity 
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impact test assembly. Low-velocity impact tests were carried out to see the 
difference of the braking system on sample damage. In the experiments, 
they used 8-layer symmetrical epoxy-glass fiber composite plates with an 
orientation angle of [-30/30] 4s as a sample. Experiments were conducted 
at impact energies of 14.7J, 22.07J, 29.43J, 44.14J. As a result, the braking 
and control system used in the mechanism retained the mass in the event 
of the falling mass bouncing, and did not activate in the case of drilling 
the sample and showed the desired properties. By examining the effect of 
braking system on damage occurrence, they determined the necessity of 
this system and its proximity to real modeling.

(Kurşun and Şenel, 2011) investigated the low-velocity impact 
response of E-glass / epoxy laminated composites. Samples were produced 
in unidirectional reinforced sheets [0, 90] 2s and tested. Samples of 140 × 
140 mm and 2 mm thickness were used in his work. They carried out their 
impact tests with a specially developed vertical weight drop test device. In 
their work, they used a striker tip with a 12 mm diameter hemispherical tip 
geometry. The batter mass is 3.1 kg. In line with the data obtained as a result 
of this test, they obtained force-time, energy-time and force-displacement 
graphs during impact on the material and concluded their work.

 (Esendemir and Caner, 2018) in a study was made of two different 
thicknesses and pulse energy inside the glass fiber insert viyel epoxy 
composite plate behaviors of pulses n is experimentally examined un l av. 
For this purpose, with dimensions of 100x100 mm; two different thickness 
of the k (2 and 4 mM), 8, and 16 laminated composite samples vacuum 
infusion direction using REE Ami Raku rejection that samples i 20J and 
60J ‘ luxury two different pulse energy under test they have. In line with 
the data obtained as a result of this test; They obtained force- collapse 
curves, impact energy-maximum force energy curves, impact energy heat 
- failure curves, velocity – time curves, force- time curves and absorbed 
energy-time curves. As a result of the experimental study, puncture damage 
did not occur in 8-layer samples exposed to 20J impact energy, while 
puncture damage occurred in samples exposed to 60J impact energy. They 
concluded that there was no puncture damage for both impact energies in 
16 layer composite samples.

  Impact m due to damage lz herein, may occur at the surface exposed 
to impact or shock may occur depending on the type of internal structure 
in the form of separation between the layers. In this study, the behavior 
of laminated composite materials against low-velocity impacts will be 
discussed.
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2. IMPACT BEHAVIOR IN COMPOSITE MATERIALS

Coup; It can be defined as an instantaneous external force applied on a 
material or structure in a very short time at low, medium or high velocitys 
(Mili and Necip, 2001).

Damage caused by low-velocity impact can occur during 
manufacturing, maintenance and service operations. As an example of the 
impact during use, the impact caused by stones and small particles ejected 
from the runway after the high velocity of the tires during the take-off and 
landing of the aircraft can be given. The tools used during production and 
maintenance can be dropped on the structure (Kara, 2006).

2.1 Tendency to Impact in Composite Materials

The lack of plastic deformation in composite structures means that 
when a certain stress level is reached, permanent damage occurs that 
causes local or structural weakening. Unlike a metal that can still maintain 
its integrity after plastic deformation, composites that exceed a certain 
stress level, albeit still preserving some of their structural properties, can 
be permanently damaged. An impact with an energy level of 1 J or less 
and a velocity of 2 m / s can actually cause irreversible damage to the 
composite sheets. The causes of damages caused by low-velocity impact 
can be summarized as follows;

• Low transverse or interlayer shear strength,

• Little or no plastic deformation,

• Laminated structure (effective use of fibers).

In the research conducted by IATA (International Air Transportation 
Association), the causes of damage that an aircraft may be exposed to 
during its service period are shown graphically in Figure.1 (Karaca, 2010).

Figure 1. Percentages of the causes of damage to aircraft during their service 
life (Karaca, 2010)
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2.2 Impact Tests of Composite Materials

There is no standard test technique or any technique widely accepted 
among researchers for determining the impact behavior of composite 
materials. Despite these negativities, the following test methods and 
devices are widely used today to determine the impact behavior of 
composite materials. These;

•	 Weight reduction tests,

•	 Pendulum tests (Izod, Charpy and Pendulum),

•	 Built-in beam impact tests,

2.2.1 Weight Drop Tests

The drop weight test method is widely used for impact tests of 
composite materials and serves different designs. The striker tip, usually 
attached to a weight group, is released from a certain height. They are 
equipped with specific mechanical parts to prevent repetitive impact 
(Adams, 2009).

Some of the drop weight testers measure displacement or acceleration. 
In this way, the change in load, displacement and acceleration at the 
moment of impact is recorded. These results can be converted into impact 
load - time and impact energy - time changes. In this way, properties such 
as extreme load and absorbed energy can be associated with the fracture 
process occurring in the material. A typical weight drop test device is as 
shown in Figure.2. Equipment making up such a device; The sample is 
supported by platforms, load measuring devices (load cell) placed inside 
the tube, photoelectric cells used to measure the tube velocity just before 
the collision and high velocity camera used to view the impact event.

 The impact properties of composite materials are determined by the 
free weight drop impact tester, the characteristics of the striking body 
(hollow or solid, tip shape and size, etc.), the velocity and mass (or energy) 
of the striking body, the specimen configuration (size, geometry, specimen 
and tip at the support points). fixing etc.). Therefore, when it comes to 
impact properties of composite materials, all these factors should be taken 
into consideration (Yüce, 2007).
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Figure 2. Weight Reduction Test Setup (Yüce, 2007)

Figure 3. Detailed View of the Part Where the Weight Contact the Sample in the 
Drop Weight Test Setup (Yüce, 2007)

2.2.2 Pendulum Test Applications

Darbe Izod and Charpy test setup schemes of impact test methods 
are as shown in Figure.4. In the Charpy and Izod impact test methods, 
a notched test specimen is subjected to impact with a pendulum dropped 
from a standard height. The height at which the pendulum rises after the 
impact is determined, and the energy difference in the initial and final 
positions of the pendulum is measured as the impact energy absorbed by 
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the sample. The lower the height of the pendulum after impact, the higher 
the impact energy absorbed, hence the impact resistance or toughness of 
the material. Charpy and Izod impact test methods are very similar, with 
only minor differences. The most important of these differences is the way 
the sample is supported and the position of the notch relative to the support 
and impact points as shown in Figure 4 (Ceyhun & Turan, 2003).

Figure 4. Sample Image of Charpy and Izod Tests (Karaca, 2010)

Pendulum pendulum impact test system has some advantages over 
weight drop impact test system. In this system, it has an advantage in 
measuring data such as pulse velocity and rebound velocity, as well as 
being reliable in receiving low impact energy data for the same type of 
weight. Thus, control is provided for the integration of the equation of 
motion and the absorbed energy can be accurately measured. In addition, 
these velocity measurements (when the acceleration of the tube is about 
zero) are taken under the pendulum pendulum. Thus, it is ensured that 
more reliable data are obtained from the velocity measurements obtained 
from the weight reduction impact systems. The schematic picture of the 
Pendulum impact test system is as shown in Figure 5.
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Figure 5. Schematic picture of Pendulum impact test system (Aktaş, 2007)

The names of the parts that make up the Pendulum impact test system 
are as follows; 1) four aramid strings on which the pendulum is hung, 2) a 
planar weight, 3) a load cell placed at the end of the pendulum to measure 
the force between weight and mass, 4) a spherical and hardened steel end 
placed at the end of the load cell, 5) before and after the impact a velocity 
sensor placed in front of the sample to measure velocity and 6) a rigid 
stabilizer used to keep the sample stable (Aktaş, 2007 and Herup, 1996).

2.2.3 Built-in Beam Impact Tests

The built-in beam impact test system is schematically shown in Figure 
6. The embedded beam impact test is an uncommon low-velocity impact 
test system.

In this impact test system, when a 1 inch diameter steel sphere mounted 
on the end of a flexible beam is pulled and released, it hits the sample and 
the impact is generated (Aktaş, 2007).

Figure 6. Schematic view of the embedded beam impact test system (Aktaş, 
2007)
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3. DAMAGES DUE TO IMPACT IN COMPOSITE MATERIALS

Damage types and models that occur as a result of impact tests on 
laminated composite materials are macroscopically examined.

3.1 Types of Macroscopic Damage

•	 Marking (Crushing Mark): It is the striker making a mark on the 
composite material and it occurs as a result of matrix crushing.

•	 Penetration: The striker is stuck in the composite material.

•	 Perforation: It is the case of the punching the composite material 
(İçten, 2006).

3.2	Types of Microscopic Damage

3.2.1 Matrix Breaking

The most common type of damage in laminated composite plates is 
matrix breakage. First, matrix breaks begin, then delamination (separation 
between layers) is observed (İçten, 2006).

Matrix breakage is mostly seen in brittle materials such as epoxy. 
Since the matrix has less deformation than the fiber, impact fracture will 
start in the matrix. The matrix fracture depends on the sheet fiber angles. 
The matrix fracture spreads parallel to the fiber angle in the damaged layer 
and its formation reduces the stiffness of the composite plate (Evci, 2010).

Matrix breakage, in thick composites; It occurs in the first layer struck 
by the striker due to high and local contact stresses. In this case, the damage 
is in the form of branches of the tree and progresses from the upper layer of 
the plate to the lower layer (Fig. 7 (a)). In thin composites, matrix breakage 
occurs in the lowest layer due to the bending of the plate (Fig. 7 (b)). In 
this case, the damage proceeds in the form of tree branches. However, the 
progress of the damage is from the lower layer to the upper layer this time 
(Karakuzu et al., 2007).

Matrix breakage, in thick composites; It occurs in the first layer struck 
by the striker due to high and local contact stresses. In this case, the damage 
is in the form of branches of the tree and progresses from the upper layer of 
the plate to the lower layer (Fig. 7 (a)). In thin composites, matrix breakage 
occurs in the lowest layer due to the bending of the plate (Fig. 7 (b)). In this 
case, the damage proceeds in the form of tree branches.
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                        (a)                                                                       (b)

Figure 7. Progression of matrix fracture damage for (a) thick and (b) 
thin plates (Karakuzu, 2007).

3.2.2 Delamination

Delaminations are damages that occur due to reduced adhesion 
between adjacent layers, which significantly reduce the strength of the 
layer. Experimental studies report that delamination does not occur between 
layers in the same layer group, but in the matrix-rich region between 
layers with different fiber orientation. Due to the different fiber orientation 
between the layers in the laminated composite material, the flexural 
stiffness of these layers differ. The most important cause of delamination; 
This bending stiffness difference between the layers is due to the bending 
shear stresses. (Kara, 2006)

Matrix breaks are a necessary factor in initiation of delamination. 
There is a tight relationship between matrix breakage and delamination. 
Delaminations occur in the interface area between the layers and in general 
the delamination is as seen in Figure 8 and the long part is in the direction 
of the fiber of the substrate. While the largest delamination occurs at the 
lowest interface, the delamination decreases as the upper interfaces are 
reached (Karakuzu et al., 2007).
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Figure 8. A typical type of delamination (Karakuzu et al., 2007).

3.2.3 Fiber Break

Fiber breakage, another type of damage, usually occurs much later 
than matrix breakage and delamination. The two most important factors 
causing fiber breakage are:

1)	 The effects of high local stress and penetration (mainly effects 
governed by shear forces). This event occurs on the surface just below the 
striking object.

2)	 High bending stresses. This event occurs on the surface that is not 
exposed to impact (Karaca, 2010).

The plate can only be completely damaged if all the fibers are broken. 
A sharp-tip striker will cause more fiber breakage than a blunt-ended 
hitter. When the fiber breakage begins, the load-bearing capacity of the 
plate is not completely exhausted. Because there are still fibers in the other 
layers of the plate that can carry the load. The complete exhaustion of the 
load carrying capacity is only possible when all the fibers of the plate are 
damaged (Evci, 2010).

4. IMPACT GRAPHICS

4.1 Force - displacement (collapse) graph

Force-displacement curves contain very important clues about 
the impact behavior of a composite material in an impact test. Figure 9 
shows a sample graph showing the change of force versus displacement 
under increasing impact energy. However, there are two types of curves, 
open and closed curves. The closed curve includes a portion showing the 
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load increment and a return portion containing loading and unloading. 
In addition, the inclination of the loading section, which increases in the 
force-displacement curve, expresses the bending stiffness of the composite 
material under impact loading. Depending on the impact energy, the falling 
part of the curve after the peak can be in three different ways;

• There may be rebound curve created by the impact tip rebound from 
the sample.

• There may be rebound after penetration.

• It can also be in the form of an open curve resulting in perforation.

If the material has a completely punctured damage, then the force vs 
collapse curve will be an open curve. If the impact energy is low, the force 
- collapse curve is in the form of a closed curve. In other words, force 
and collapse values ​​decrease as a result of rebound and the curve comes 
to a point close to the starting point. With the increase of impact energy, 
the force rises to the maximum point, this point is called the peak force. 
It is observed that the amount of subsidence increases until the rebound 
occurs in the graphics in cases with partial damage and therefore partial 
rebound (Figure 9). As the impact energy increases, the damaged part on 
the material increases more and the rebound starts to decrease gradually. 
This situation can be seen in the penetration curve in Figure 9. When the 
impact energy increases, the curve turns into an open curve, the collapse 
reaches its maximum and no rebound is observed. This situation is seen in 
the perforation curve in Figure 9. In this graph, the area under the curves 
corresponds to the energy absorbed during the pulse duration. Here, after 
determining the absorbed energy values ​​of each sample, the absorbed 
energy - time graph of the composite plate can be drawn (Sayer, 2009).

Figure 9. Force - displacement (collapse) graph (Karaca, 2010).
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4.2 Time relationship of absorbed energy

Absorbed energy is calculated from the area under the force-collapse 
curve. In the event that the striker bounces back from the sample surface, 
not all of the energy of the striker can be absorbed by the sample, and in 
this case the impact energy is used to rebound the striker from the sample 
surface. In case of the striker stuck in the sample, all the impact energy of 
the striker is absorbed by the sample and the last part of the curve continues 
almost horizontally as seen in Figure 10.

In addition, the absorbed energy-time graph of three special cases 
such as rebounding from the sample surface, the striker tip penetrating 
the sample and the striker penetrating the sample are as shown in Figure 
10. In the event that the batter pierces the specimen, the area under the 
friction part between the striker and the specimen is added to the amount 
of absorbed energy calculated by the program of the impact device, and 
the curve is directed upwards again in Figure 10.  However, the area under 
the friction part must be subtracted from the total amount of absorbed 
energy obtained. In this case, the energy value obsorbed by the sample is 
the energy value that the dashed line approximately corresponds to, as seen 
in the perforation curve (Sayer, 2009).

Figure 10. The relationship between absorbed energy and time graph (Karaca, 
2010).

4.3 Velocity - time graph

When the velocity-time changes are examined, it is observed that the 
velocity is maximum at the beginning of time and the velocity decreases 
as the time passes. If the velocity is reset at a certain time (at the time 
of maximum collapse) and then rebound occurs, it takes a negative value 
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because the velocity of the striker is opposite to the direction of impact 
(Figure 11). shows. In the case of piercing, the striker continues its 
movement linearly by piercing the sample since it cannot absorb all of the 
energy it has after hitting the sample (Ataş & Sayman, 2007).

Figure 11. Velocity - time graph (Karaca, 2010).

The ratio of rebound velocity to impact velocity decreases as the 
impact velocity increases. However, as the impact velocity increases, 
damage to the material will increase and the hitter’s rebound velocity will 
decrease. This ratio varies between 1 and 0 during the stroke. While it is 
around 1 when the impact velocity is low, it moves towards 0 when the 
impact velocity increases. If the impact behaves in an elastic behavior, this 
value becomes 1 (Ataş & Sayman, 2007).

5. CONCLUSION AND EVALUATION

Damage caused by impact in composite materials may occur on the 
surface not exposed to impact, depending on the type of impact. Low-
velocity pulses are impacts with matrix breakage, delamination formation 
and fiber breakages in terms of damage. A part subjected to low-velocity 
impact but not pierced may exhibit lower mechanical properties than a 
part pierced under the same conditions. The reason for this is that most 
of the damage energy spent on the non-piercing material is spent for 
delamination, which weakens the internal structure of the material. The 
force-displacement and absorbed energy-time changes obtained from 
the impact tests show that the amount of energy absorbed by the sample 
increases with the increase of impact energy. Bending stiffness is expressed 
in the force-displacement curve as the slope in the increasing part of the 
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curve. The fluctuations and changes in bending stiffness indicate the 
damage to the sample. It is seen that the greatest contact force increases 
with the increase of the impact velocity. As a result of the impact tests, it is 
seen that the damage on the material increases with the increasing impact 
velocity, and as a result, the rebound velocity of the striker decreases.
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INTRODUCTION

The rapid development of communication technologies and the use of 
these technologies by individuals is increasing day by day. Social media 
tools, in which individuals can easily express their feelings and thoughts in 
recent years, are also one of the most important mass media tools. Twitter 
is one of the most used social media platforms to convey direct thoughts. 
In this platform, where individuals share their feelings and thoughts or by 
quoting others’ messages, interaction generally takes place through daily 
events. With about 13.4 million according to the research Staista.com have 
the most Twitter users in the world is Turkey 6. (staista.com, 2020). The 
number of Twitter users in Turkey, where all events are so intense and 
developing countries worldwide can be evaluated by users. With the method 
called hashtag, individuals, institutions or events are tagged and interaction 
is provided by users over time. This creates a great opportunity to measure 
the relationship between tagged and shared events with the analysis of 
individuals’ feelings and thoughts. users about the ever-changing gold 
prices in recent months in Turkey are sharing their thoughts and feelings 
through social media platforms. In this context, the present study analyzed 
the price of gold in Turkey with emotion contained in the discarded tweet 
about it aimed to investigate whether there is a relationship. 

On Twitter, which has become one of the most popular social network 
platforms today, people can talk about their daily lives, different social / 
national / international issues, etc. they express their opinions about. They 
share their views in 140-character text and sometimes in audio / video 
files. These public posts, called Tweets, can be liked, commented on, or 
re-tweeted by other people. People can follow each other or be friends 
with each other on Twitter. Unlike most other social networking platforms, 
Twitter allows one-way connections; this means that one user can follow 
another user without the second user exchanging communication, and 
these interactions lead to a communication network. Within the scope of 
the study, 62146 tweets about “# gold” posted between 1 August 2020 and 
31 August 2020 were obtained and the “positive”, “neutral” or “negative” 
emotions contained in these tweets were analyzed.

Emotion Analysis can be defined as computational processing of 
ideas, emotions and subjectivity in texts framed within the field of natural 
language processing (NLP) (Pangand Lee, 2008). NLP algorithms include 
syntactic process creation (for example, symbol generation, sentence 
detection), information extraction (i.e., converting unstructured text into a 
structured form), capturing meaning (i.e. assigning a concept to a word or 
phrase), and defined language rules and related identifies relationships from 
non-natural language text through the use of domain knowledge (Koleck 
et al, 2019: 365). Languages ​​that are more natural often make vague 
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definitions, often vague and more inaccurate. Natural language processing 
includes applications such as machine translation, which involves models 
reading a sentence in one language and matching an equivalent sentence 
in another language. Many NLP implementations are based on language 
models that define probability distribution over words, characters or byte 
sequences in a natural language (Alpkoçak vd., 2020; Aygün vd., 2020; 
Müngen vd., 2020). 

Sentiment Analysis is an automatic process of analyzing text data and 
sorting them according to positive, negative or neutral emotions. Using 
machine learning to do an Emotion Analysis on data from Twitter can help 
individuals understand how they talk about a topic (Manjappa and Kumar, 
2020: 2).

Many academic studies have been conducted in recent years for 
sentiment analysis of Twitter data. Karimi and Shahrabadi (2019) analyzed 
deep learning algorithms on Persian texts in their study. In their studies, 
they observed that BERT works better than grams and LSTM or CNN. 
Bansal and Srivastava (2019) combined N-gram features to estimate voting 
shares in the 2017 Uttar Pradesh (UP) legislative election. They also found 
that the emotion distribution of emoji tweets differed significantly from 
emoji-free tweets, and they compared the emotion size-based criteria and 
the polarity of the tweets. The results showed that the proposed method 
to include N-gram features and emoji emotions significantly reduced 
the prediction error. Lu et al. (2020), first process the data they obtain 
through the BERT model. They then simulated linguistic functions in the 
sentence by combining Chinese grammar rules in the form of constraints 
with the Bi-gated recurrent neural network (GRU) and standardizing the 
output of adjacent positions. Use mobile phone review data in e-commerce 
in the study of Cai, Cao, and Ma (2020) The simulation experiment is 
performed on set and the experimental results show that the AT-BERT 
model greatly improves the performance of emotion classification. Chen, 
Yuan, and Huang (2020) made use of BERT, a pre-trained language model 
based on designing a unified framework to integrate data from emotion 
dictionaries. Evaluating using a laptop and restaurant datasets showed that 
it consistently outperformed the cutting-edge methods across all datasets.

METHODOLOGY

With the development of the Internet, text-based data from the web 
has grown exponentially where data carries large amounts of valuable 
information. Directly processing and analyzing text data has become 
possible with Natural Language Processing (NLP) techniques. Computer 
programs often operate on specialized languages designed to provide 
efficient and precise parsing with simple programs. Languages that 
are more natural often make vague definitions, often vague and more 
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inaccurate. Natural language processing includes applications such as 
machine translation, which involves models reading a sentence in one 
language and matching an equivalent sentence in another language. Many 
NLP implementations are based on language models that define probability 
distribution over words, characters or byte strings in a natural language. 
(Goodfellow, Bengio and Courville, 2016).

Deep learning technology makes a significant breakthrough in text 
classification tasks, and it is possible to say that many researchers use deep 
learning techniques to solve emotion analysis problems. Deep learning is 
a branch of machine learning inspired by artificial neural networks that 
offer ways to learn data representations in a controlled and uncontrolled 
way with the help of layer hierarchy that allows processing (Habimana 
et al., 2020: 5). Nonlinear processing units are needed in deep learning 
for feature extraction and conversation. These processing units consist of 
multiple layers and their number can be changed as parameters. Sequential 
layers provide input to each other sequentially. Each layer is fed with 
the output of the previous layer. Algorithms can have a supervised or 
unsupervised working structure. In deep learning, there is a structure based 
on learning more than one feature level or representation of the data. Top-
level properties form a hierarchical representation derived from lower-
level properties. In this way, the algorithm finds the opportunity to learn 
multiple representation levels at different abstraction levels. (Şeker vd., 
2017:48).

LSTM

LSTM is a special type of RNN designed to solve the loss / detonation 
problem faced by RNNs. LSTMs, like other RNN types, generate their 
output according to the input from the current time step and the output of 
the previous time step and send the current output to the next time step. 
Each LSTM unit consists of a memory cell and 3 non-linear gates. Memory 
cells (ct) keep the current state in arbitrary time intervals. Gates are in the 
form of an input gate (it), a forget gate (ft), an exit gate (ot), respectively. 
These gates are designed to regulate the flow of information entering and 
leaving the memory cell (Basiri et al., 2020).
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Figure 1. LSTM Unit Courtesy of François Deloche From Wikipedia.

GRU

GRU is an algorithm that aims to improve performance by optimizing 
the LSTM network structure. It is also called customized LSTM, as 
it adheres to the LSTM architecture as a structure. Its difference from 
LSTM is that it uses two gates instead of three. These gates are called 
update gate and reset gate. Update gate controls how much information 
from the previous level can be transferred. The reset gate controls the rate 
at which the previous level information is ignored. Figure 7 shows the 
working mechanism of the GRU. Using a fixed number of parameters for 
all models in some datasets, GRU can perform LSTM units in terms of 
both convergence in CPU time and parameter updates and generalization 
(Li et al, 2020).

Figure 2. GRU Unit Courtesy Of François Deloche From Wikipedia.
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BERT

BERT (Two-Way Encoder Demonstrations from Transformers) is 
a recently proposed language representation model for achieving text 
insertions. Pre-trained, deep bi-directional representations on untagged 
text are provided for BERT, masked word prediction and subsequent 
sentence prediction tasks. For classification tasks, a special icon is placed 
at the beginning of the text, and the icon’s output vector is designed to 
correspond to the final text insertion. The pre-trained BERT model has 
proven very useful for transference learning in multi-class and binary 
text classification. The fine tuning of the model followed by an additional 
feed-forward layer and softmax activation function has been shown to be 
sufficient to provide state-of-the-art results in a downstream task (Yarullin 
and Serdyukov, 2019:2).

BERT, on the other hand, has a deep bidirectional contextualization 
that combines representations of both left context and right context models. 
Its highlight from other algorithms is that it is a multi-layer bidirectional 
Transformer encoder. Transformer architecture reduces sequential 
computing with multiple self-interest heads. To compute a representation 
of an input sequence, the self-attention mechanism correlates different 
positions of the sequence. Multi-headed attention allows the model to 
jointly participate in information from different representation subfields 
at different locations. The original Transformer has an encoder-decoder 
structure that maps an input sequence used by the decoder to a continuous 
array of representations to generate an output sequence one element at a 
time by the decoder. The encoder and decoder each consist of 6 identical 
layers and contain two sub-layers each of 8 parallel self-attention headers 
and a fully connected feed forward neural network. In contrast, the BERT 
model only retains the encoder part of the original model without any 
decoder (Myagmar et al., 2019:137).

Figure 3. BERT Encoder
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Figure 4. Orginal Transformer Architecture (Vaswani et al., 2017)

EXPERIMENTAL RESULTS

Within the scope of the study, the data obtained from Twitter can be 
predicted well and has been pretreated to make it into an analyzable form;

•	 Case converting

•	 Number filtering

•	 N Chars filtering
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•	 Stop word filtering

•	 Tag filtering

•  	 Removing punctuations

Figure 5. Preprocessing Dataset by Using KNIME

Also, word frequencies were calculated by dividing the sentences in 
the preprocessed data into their items. The most frequently used words in 
the data set are shown in the word cloud in figure 5.
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Figure 6. Word Cloud
Keras neural network library and Tensorflow open source deep learning 

libraries were called in the program created using Python language in order 
to analyze the emotional values of the tweets. Afterwards, the training 
of the machine was tested with the training and test data sets previously 
created within the scope of the study. The results obtained are given in 
Table 1.

					     (1)

						      (2)

				    (3)

				    (4)
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Tablo1. Performance Metrics
Performance Metrics GRU LSTM BERT
Accuracy 0,788 0,776 0,789
Precision 0,79 0,78 0,77
Recall 0,93 0,92 0,76
F1 Score 0,85 0,84 0,77
AUC 0,88 0,88 0.88

Figure 7. The number of tweets posted according to their mood

Figure 8. Comparison of Daily Gold Prices and Emotion Scores

As a result of the sentiment analysis, Figure 8 contains the emotion 
values of the comments made by users on the twitter about the daily gold 
prices and gold prices. Although there is not a significant relationship, it 
is seen that the average sentiment of the comments on that day changed 
in a positive or negative direction during the periods when gold prices 
suddenly rose and fell.
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CONCLUSIONS

Sharing the feelings and thoughts of individuals on social media 
provides a great source of data for researchers who observe society and 
individuals. The expressions in the obtained data set were subjected to 
various text pre-processing techniques, and the emotional value of each 
tweet was calculated. The relationship between emotions and gold prices 
was observed using the LSTM, GRU and BERT algorithms. It has been 
determined that the rise and fall in gold prices are related to the sentiment 
score. When negative comments are made, gold prices rise, when positive 
and positive comments are made, they fall or remain stable.
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1.	 INTRODUCTION

The quality of the air we breathe, the water we drink, and the 
cleanliness of our surfaces have a profound effect on our health and well-
being. Especially in busy public places such as offices, factories, shops, 
bars or restaurants, schools, museums, and public transportation, there is 
a risk of catching and spreading viruses and bacteria. This is explained in 
the EPA Report, “Strengthening Study for Increased Protection Against 
Airborne Chemical and Biological Emissions.

UV-C radiation is a disinfectant known to help reduce the risk of 
infection for air, surfaces, objects, and water. All bacteria and viruses tested 
to date (hundreds of years over the years, including various coronaviruses) 
respond to UV-C disinfection. The Flow (UV Dose) Required to Achieve 
Bacteria, Protozoa, Virus and Algae Incremental Recording Inactivation 
has been reviewed, updated and expanded by Adel Haji Malayeri, Madjid 
Mohseni, Bill Cairns and James R. Bolton. Previous contributions were 
made by Gabriel Chevrefils (2006) and Eric Caron (2006). Supervised by 
Benoit Barbeau, Harold Wright (1999) and Karl G. Linden.

 In laboratory tests, our UV-C light sources are known to inactivate 
99% of the SARS-CoV-2 virus on a surface with an exposure time of 
6 seconds. UV-C can be crucial in a strategy to protect people. Boston 
University’s laboratory studies through NEIDL confirm the importance of 
UV-C.

  Contamination was achieved by contracting the virus that caused 
the Covid-19 disease. SARS-CoV-2 (COVID-Signify UV-C light sources 
were exposed to a dose of 5 mJ/cm2 UV-C on a surface. The duration of 
6 seconds was chosen for this effect. SARS-CoV-2 virus UV-C In this 
study, it was determined that with a dose of 22 mJ/cm2. UV-C reduced the 
SARS-CoV-2 virus on this surface by 99.9999%. In this study, the virus 
transmission time was 25 seconds.

This makes it important for top air systems that disinfect the air with 
UV-C lamps in various applications, and open UV-C systems that disinfect 
rooms and floors during the night (or when not in use).

The coronavirus disease (COVID-19) pandemic continues to seek 
solutions around the world to control or reduce the spread of the severe 
acute respiratory syndrome coronavirus 2 (SARS-CoV-2) responsible for 
the disease.

Covid-19 is usually transmitted from person to person with large 
respiratory droplets directly or by touching infected surfaces and then 
physically touching the eyes, nose, or mouth. More importantly, there is 
increasing evidence of airborne virus transmission (van Doremalen, 2020).
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The use of UV-C radiation is an important method of reducing both 
contact spread and airborne transmission of infectious agents (such as 
bacteria and viruses). It is within the UV-C range (200 nm-280 nm) and has 
been used successfully and safely for a long time. However, UV-C should 
be applied informedly, with proper attention to dosage and safety. Improper 
application of UV-C can present human health and safety problems and 
cause inadequate deactivation of infectious agents.

With the development of technology, events that are limited in nature 
have begun to be imitated by people. For example, for the benefit of 
humanity, UV-C rays coming from the sun but not reaching the earth were 
imitated with LED lamps to produce solutions for viral diseases (Gencer et 
al, 2017; Yıldırım et al, 2017; Cengiz et al, 2017). Power transmission or 
electric vehicles for energy transfer have emerged as a result of imitation 
of nature. (Parlakyıldız, et al., 2018 and Parlakyıldız et al., 2020; Gencer et 
al., 2017; Efe, 2018; Efe and Cebeci, 2013).

2. DIFFERENT DISINFECTION METHODS

There are a wide variety of methods for disinfection, which we can 
describe as providing a more hygienic environment (water, air, or surface) 
by removing bacteria, germs, and viruses that are basically harmful to 
human health, or even permanent damage or death in some cases.

2.1 Disinfection with UVC lamp devices

The method, which we can also call killing bacteria and microbes with 
ultraviolet light in the wavelength range of 210-280 nanometers, is a reliable 
and effective method that has been used especially in the sterilization of 
operating rooms since the early 1900s. Although it is dangerous for humans 
when it comes into contact with the skin and eyes, it is preferred because of 
its successful results when necessary safety measures are taken. 

It has long been discovered that UVC, the most energetic type of 
ultraviolet light, deforms the DNA of bacterial cells and the RNA of virus 
cells, preventing their reproduction. UV-C has been used in the disinfection 
of operating rooms and surgical instruments since the end of the 1800’s.

2.2 Disinfection with Ozone

Ozone Gas, formed by oxygen atoms (O) weakly bonded to oxygen 
molecules (O2), also has deadly effects on bacteria and viruses. This method 
is used extensively in the disinfection of wastewater, more generally in 
water disinfection. It is preferred because it does not affect the taste of 
water and its disinfectant effect is very strong.

2.3 Ionization

We wanted to include in this article where we describe all disinfection 
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and sterilization methods, although it is a preferred method in large 
commercial enterprises. Ionization; is simply the process of removing 
electrons from atoms of a substance. In this way, even all the DNA of 
microorganisms is removed from their cells (even other electrons), and 
microorganisms are killed and neutralized. It is made with the ionizing 
property of Gamma rays with a wavelength (0.001 nanometers) even 
shorter than ultraviolet light in the light spectrum. Therefore, although the 
cost is a bit high, ionization with gamma rays is possible to obtain precise 
and effective disinfection.

2.4 Disinfection with HEPA Filters

In this method, HEPA filters filter all the particles larger than 0.3 
microns in size and thus the air is cleaned. Although the HEPA method 
is effective in cleaning the air, it cannot provide complete hygiene or 
complete disinfection. This is because very small, microscopic creatures 
(smaller than 0.3 microns in size) are not attached to the filter and continue 
to roam in the air.

In addition, it has been observed that bacteria and viruses close to the 
filter are cleaned with HEPA filters, and their effect decreases as they move 
away from the filter. Therefore, HEPA filters may be sufficient for cleaning, 
but they cannot provide disinfection. At least, they cannot provide effective 
disinfection.

2.4 Disinfection with Chemical Substances

It is a method of cleaning viruses and bacteria using various chemicals and 
as you can guess, it is used for disinfection of surfaces, not water and air. The 
chemicals used for disinfection are various; alcohol, chlorine, formaldehyde, 
glutaraldehyde, orthophthalaldehyde, hydrogen peroxide, peracetic acid.

Chemical disinfectants used in hospitals due to their strength are 
formaldehyde, glutaraldehyde, hydrogen peroxide, orthophthalaldehyde, 
and peracetic acid. All of these chemicals have different potency and their 
dangers on human health are also variable. Some of them have a very 
high lethal effect on bacteria and viruses, while others are milder. A major 
disadvantage of chemical disinfection; leaving residue in the disinfected 
area and the risk of these residues damaging by contact with human skin. 
On the other hand, it is one of the least costly and easiest methods to apply.

3. UV RAYS

Ultraviolet radiation has biological effects. These effects are defined 
according to the spectrums, namely, UV-A, UV-B, UV-C, which are the 
basic 3 groups.While UV-A is in the wavelength range of 315-400 nm, 
UV-B emits radiation in the wavelength range of 280-315 nm and UV-C in 
the wavelength range of 100-280 nm.
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The UV-C part of the ultraviolet spectrum carries the highest energy. 
When the ultraviolet light spectrum carries high energy, it easily damages 
microorganisms and viruses. So, UV-C is the most effective ultraviolet 
light. Spectral view for UV-C is shown in Figure1.

Figure 1. Spectral view for UV-C
In disinfection applications, UV-C has been used successfully in 

water disinfection for years. Moreover, UV-C disinfection is routinely 
included in air handling units to manage biofilm formation and disinfect 
the air (CIE, 2003). UV-C disinfection for ventilation systems is shown 
in Figure-2.

Figure 2. UV-C disinfection for ventilation systems 

UV-C is used in disinfection processes in many areas today. For 
example, operating theaters or rooms are exposed to UV-C for disinfection 
overnight.
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Also, UV-C is used to disinfect the air in closed areas. Water is 
sterilized by exposure to UV-C in water tanks.

Instead of putting a UV-C in a room to destroy viruses on the surface, 
in addition to this option, UV-C originated mobile robots are used today. 
There is increasing evidence that the use of UV-C in addition to standard 
manual cleaning in hospitals can be effective in practice. UV-C disinfection 
in rooms is shown in Figure 3.

Figure 3. UV-C disinfection in rooms 

In UV - C disinfection, light sources are located above the relevant 
areas. In terms of height, it is placed in an area higher than human height 
for rooms. In this way, the air in the relevant area is disinfected. In scientific 
research and studies conducted in the past years, UV-C has produced 
successful results to reduce the possibility of transmission of tuberculosis 
infectious disease to healthy individuals.

Mphaphlele’s 2015 study and Escombe et al’s 2009 study proves that 
the transmission of DHHS-2009 tuberculosis infectious disease with UV-C 
is reduced. In this context, the World Health Organization declared that 
UV-C is beneficial and should be used for both preventing tuberculosis 
infection and controlling the disease (WHO, 2019). UV-C disinfection in 
hospitals is shown in Figure 4. UV-C disinfection in storage areas can be 
seen in Figure 5.
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Figure 4. UV-C disinfection in hospitals 

Figure 5. UV-C disinfection in storage areas

4. RISKS WHEN USING UV-C

Many people are not exposed to UV-C under normal conditions or are 
not exposed to UV-C during their lifetime. UV-C rays coming from the 
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sun are absorbed by the atmosphere even at elevated altitudes, and these 
rays are prevented from reaching the earth. That is, the atmosphere does 
filtering (Piazena & Häder, 2009). Human exposure to UV-C is through 
artificially produced technological devices. UV-C effect is physical and has 
the ability to dry the skin of the human skin, ie the outer layer. Reaching 
the basal layer of the epidermis UV-C effect. In addition, it cannot affect 
the inner parts of the eye by remaining in the surface layer of the cornea 
of ​​a sensitive organ such as the eye. The exposure of the eye to UV-C 
causes a sand effect on the eye. It causes photokeratitis, which is a very 
painful condition. A similar practice is seen in the iron welding process. 
Photokeratitis effects last for about a day, after which the painful process 
ends.

If human skin is exposed to intense UV-C, skin rashes such as sunburn 
(ISO / CIE, 2019). Generally, skin burn pain is less than the pain effect of 
UV-C rays on the eyes.

There are scientific studies that show that exposure of the skin to 
UV-C adversely affects the body’s immune system (Gläser et al., 2009).

Ultraviolet radiation is thought to have a carcinogenic effect (ISO 
/ CIE, 2016). However, there is no definitive evidence that UV-C alone 
causes cancer in humans. Technical Report CIE187: 2010 (CIE, 2010). 
The eye and skin effect of UV-C can be seen in Figure 6.

Figure 6. The eye and skin effect of UV-C 
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5. UV-C APPLICATION CALCULATION EXAMPLE

Although there are no clear conclusions about the COVID-19 (SARS-
CoV-2) virus, which affects the world, it is known that UVC (Ultraviolet 
C) light at a dose of 10-20 mJ / cm2 is sufficient to destroy comparable 
viruses in the same SARS virus family. It is possible to deactivate 99.9 
percent of bacteria and viruses with this application. UV-C effect depends 
on 3 important parameters. These;

• Ultraviolet dose,

• Light intensity

• Application time

depends. The time required to disinfect a surface is directly related 
to the intensity of the ultraviolet light source per unit area to be used. It 
is necessary to know the ultraviolet dose and light intensity to determine 
the application time. In Equation 1, the amount of dose to be applied is 
calculated.

Dose (mJ/cm2) = Light intensity (mW/cm2) x Duration (s)        (1)

In Equation 2, the dose administration time is calculated.

Duration (s) = Dose (mJ /cm2) / Light intensity (mW / cm2)      (2)

As shown in the formula above, the time required to disinfect a surface 
can be found by dividing the dose by the light intensity.

Light intensity is defined as the power per unit area per surface at a 
given distance. This value is inversely proportional to the square of the 
distance from the source to the surface. In other words, the further the 
light source is from the surface, the less effect it will be. The light intensity 
can be calculated by dividing the power by the square of the distance. In 
Equation 3, the amount of light intensity to be applied is calculated.

Light intensity (mW/cm2) = Power (mW) / Distance2 (cm2)      (3)

It should be noted that the calculation made with the help of the 
formula above is an assumption. The actual value may vary depending 
on various factors such as viewing angle, radiation pattern, and reflection.

Due to these differences, the luminous power value is given in mW 
instead of light intensity in mW/cm2 in the data files of ultraviolet LEDs. 
Ultraviolet LEDs mostly have power in the range of 10-20 mW.

For example; When a UVC light source with a power of 3000 mW 
is kept at a distance of 300 cm from the surface, a light intensity of 
approximately 0.3333 mW / cm2 is reached on the surface. In order to 
reach the minimum dose requirement of 10 mJ / cm2, the application time 
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should be at least 300 seconds, ie 5 minutes. In this case, it can be said that 
the surface is disinfected when the UV-C light is kept at a distance of 300 
cm from the surface for 300 seconds (5 minutes).

In order to make correct inferences regarding the disinfection time, the 
light intensity on the surface must be measured with appropriate equipment. 
In this way, closer to reality dose rate or duration can be calculated.

6. CONCLUSION 

In scientific studies, it has been observed that UV-C produces successful 
results in disinfection processes. However, the point to be considered here 
is that the application should be made according to ultraviolet dose, light 
intensity, and application time. A numerical application exemplifying this 
situation was made in this study and a solution proposal was made.

It has been concluded that the most effective and cheapest method in 
disinfection processes is UV-C. UV-Cs are widely preferred today because 
of their successful results when safety measures are taken, provided that 
they do not contact the skin and eyes.

Disinfection with UVC Lamp Devices is no longer a choice and has 
become a necessity. It can be recommended to be used at night when people 
are absent, especially in areas where people are present, such as schools, 
kindergartens, hotels, hostels, sports halls, cafes, restaurants, offices. 
Because UV-C prevents bacteria, viruses, and microbes from reproducing 
by disrupting the structure of DNA and RNA and causes them to die when 
they try to reproduce, while it can also harm a living creature.

At the beginning of these dangers; is the occurrence of burns if the 
beam comes into direct contact with the skin. In case of prolonged exposure 
to strong UV light, it may cause cancer. UV light also poses a risk to the 
eyes. If UV-C is in direct contact with the eye for a long time, UV rays will 
cause damage to the cornea.
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1.	 INTRODUCTION

With the development of technology, limited events in nature have 
begun to be imitated by people. The main purpose here is for human comfort. 
Accordingly, efficient and economical solutions have been produced. For 
example, UV-C rays coming from the sun but not reaching the world for the 
benefit of humanity were imitated with LED lamps to produce solutions for 
viral diseases (Gencer et al., 2017; Yıldırım et al., 2017; Cengiz et al., 2017). 
Power transmission or electric (rail systems) vehicles for energy transfer 
have emerged as a result of imitation of nature (Parlakyıldız et al., 2018 and 
Parlakyıldız et al., 2020; Gencer et al., 2017; Efe, 2018; Efe & Cebeci, 2013).

Ultraviolet (UV) refers to the region in the electromagnetic spectrum 
with a wavelength between 10 and 400 nanometers. This region is located 
between visible light and x-ray rays. Ultraviolet rays with a wavelength 
shorter than visible light cannot be seen by the human eye. It was created 
by combining the words ultraviolet, ultra, and violet. The Turkish of 
the English word violet is purple, the color of the highest frequency of 
visible light. Ultra means extreme, beyond. Ultraviolet rays are classified 
into three different subtypes according to their wavelength; Ultraviolet A 
(UVA), Ultraviolet B (UVB), and Ultraviolet C (UVC).

UVA (315-400 nm): These are the UV rays with the longest wavelength 
and the least energy. This group constitutes approximately 95 percent of 
the ultraviolet rays originating from sunlight. Short-term exposure can 
cause tanning, long-term exposure can cause premature aging, wrinkles, 
and some skin cancers.

UVB (280-315 nm): These are UV rays with a shorter wavelength and 
medium energy-carrying. It constitutes 5 percent of the UV rays reaching 
the earth from the sun. Short-term exposure may cause problems such as 
tanning, sunburn, and blisters on the skin. Long-term exposure increases 
the risk of skin cancer and premature aging.

UVC (100-280 nm): These are the UV rays with the shortest 
wavelength and carrying the highest energy. Since it carries high energy, 
it is the most harmful UV rays. The rays of this wavelength emitted by the 
sun are absorbed by the ozone layer and the atmosphere before reaching 
the earth. Artificial UV rays are generally used in food, air, and water 
disinfection (purification from germs and bacteria). Black lights similar to 
fluorescent lamps, ultraviolet LEDs, and ultraviolet lasers are examples of 
artificial ultraviolet light sources.

2. ULTRAVIOLATED BEAM SPECTRUMS

The type of energy emitted by the sun, stars, and various lamps that give 
light actually depends on the surface temperature of the source that emits 
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that light. And when this light is refracted by a prism, an electromagnetic 
spectrum is formed. The light that can be seen with the human eye is a very 
very small part of this spectrum.

“Red” is the light with the lowest energy and “Blue” is the light with 
the highest energy in the spectrum, which is distributed in colors ranging 
from red to blue. Lights after blue are invisible to humans, and this part of 
the spectrum contains Ultraviolet, X-rays, and Gamma rays.

The largest source of ultraviolet light, which has a wavelength of 10 
to 400 nanometers, is actually the Sun. And different Ultraviolet rays are 
emitted from the sun in the form of UV-A, UV-B, and UV-C.

Ultraviolet A rays with the longest wavelength (320 to 400 nanometers) 
are also the least harmful. Actually, 85-90% of the light that the atmosphere 
does not absorb and reaches the earth is UV-A light. Sun tanning, sun spots, 
signs of aging on the skin, and wrinkles are also the works of Ultraviolet 
A light.

Ultraviolet B rays (between 290 and 320 nanometers) are slightly 
more harmful, but 90-95% of them are absorbed by the atmosphere before 
they reach the earth.

Ultraviolet C rays with a wavelength of 100-290 nanometers, the most 
dangerous of these, are completely absorbed by the atmosphere. Therefore, 
you cannot be protected from the Covid-19 virus by going out in the sun, 
because this type of UV light that kills the virus cannot reach the earth.

3. USE OF ULTRAVIOLE LIGHT

Although it contains radiation, UV light is also an extremely useful 
technology. Uses in daily life;

•	 To obtain a burnt skin in the solarium,

•	 distinguishing counterfeit money from real,

•	 To color the environment with neon lamps in nightclubs

•	 reading marks on customers' arm with invisible ink at club 
entrances

•	 To disinfect the belts where products are produced in the food 
industry

•	 Sterilizing surgical instruments after surgery,

•	 to treat cancer

•	 hardening dental fillings

•	 It is also used in low doses for the body to produce vitamin D
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4. UV DISINFECTION EFFECT

All living things, regardless of plant, animal, or human, have building 
blocks called DNA and RNA in the cell nucleus, and these building 
blocks reproduce by breaking down during cell division. It has long been 
discovered that UVC, the most energetic type of ultraviolet light, deforms 
the DNA of bacterial cells and the RNA of virus cells, preventing their 
reproduction. UVC has been used in the disinfection of operating theaters 
and surgical instruments since the end of the 1800s.

The disinfection effect of UVC light has been proven in the tests 
performed on the viruses Sars-CoV-1 and Mers-CoV, which are related to 
the Covid-19 virus. For this reason, Harvard Medical Research Professor 
Edward A. Nardell and Ron Hofmann of Toronto University Professors 
state that UV lamp devices can be used to protect against the Covid-19 
virus. Figure 1 shows the UV-C beam breaking down the mRNA or DNA 
strand.

Figure 1. UV-C beam splitting the mRNA or DNA strand

This deadly effect of UV light on bacteria and viruses can be used for 
disinfection in air, water, and surfaces.

•	 Disinfection with UVC light should be used in conjunction with 
other hygiene methods. UVC light provides a very high level of protection 
when used in addition to other disinfection methods in hospitals, food 
production factories, workshop or restaurant kitchens, stores, cafes, 
restaurants.
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•	 Since the light can reach even the most hidden surfaces with the 
right UVC lamp selection, areas that cannot be sterilized sufficiently by 
other methods can be completely sterilized with UV light.

•	 With the UVC lamp, disinfection can be applied to the air, surfaces 
in a room, or water. It is not applied directly or indirectly to human skin.

•	 UVA light is relatively dangerous as it ages the skin, while UVB 
light has been discovered to cause skin cancer. UVC light, on the other 
hand, is much more harmful than these two, and it should never come into 
contact with humans. However, it is this type of UV light that also kills 
bacteria and viruses. In fact, UVA and UVB light can also have a fatal 
effect on bacteria and viruses, but their effects are seen for a long time. 
UVC light creates this effect in much shorter times.

•	 Due to the potential dangers of UVC light, the application period 
should not be human or animal in the area to be applied and the area should 
be ventilated after the application.

If desired, disinfection with UVC light can be taken for individual 
use in homes by paying attention to the correct UVC lamp and device 
selection and of course taking the necessary precautions. Apart from this, 
such devices can be used in small, medium, and large enterprises for the 
health of both their employees and customers. Today, there are UV sticks 
that disinfect drinking water, fixed or mobile UVC lamp devices that 
disinfect rooms, closed UVC devices that do not harm people because they 
are closed boxes and disinfect by taking in the air. The representative view 
of the viruses on the mouth mask is shown in Figure 2.

Figure 2. Representative view of viruses on mouth mask



 .195Theory and Research in Engineering II

4. LATEST DEVELOPMENTS İN UV-C TECHNOLOGY

Disinfection with UVC light has continued to develop and progress 
since the beginning of the 1900s when it was used only for the sterilization 
of operating rooms and surgical instruments. Before the Covid-19 epidemic, 
UVC lamp devices were used for sterilization in the prevention of seasonal 
flu diseases and epidemics. Devices with UVC lamps, which are mainly 
used to disinfect water, air, and surfaces that people come into contact with, 
are used both industrially and individually. UV devices that sterilize the 
water are generally in the form of a stick and completely sterilize drinking 
water by soaking in water for a few minutes. UVC rods used in water are 
less hazardous to health as they are models with the longest wavelength.

UV lamp devices that disinfect surfaces consist of fixed models 
suspended on the ceiling and mobile models that can be carried. Since the 
UVC rays emitted by these devices are dangerous, no people or animals 
should be present during the application and the area should be ventilated 
after the application. 

Devices with UVC lamps that disinfect the air can be in open or closed 
forms. Those in closed box form are safer for human health. These devices 
vacuum the air inside. It disinfects the air in a closed box by exposing it to 
UVC light and returns the air to the same environment. Today, scientists 
continue to work on the types of light that do not harm human health rather 
than how and in what form. Distant UVC Rays are also a result of these 
studies.

4.1 Far UVC Ray

Distant UVC rays, which can eliminate the carcinogenic and 
cataractogenic effects of UVC light, can be defined as members of 
traditional UVC rays. While UVC rays are normally at wavelengths of 100 
to 290 nanometers, the longer part of this spectrum, ie UVC rays that are 
closer to the wavelength of 290 nanometers, is called Far UVC rays.

Distant UVC rays with a wavelength of 210 - 222 nanometers are 
highly absorbed by microscopic creatures but cannot be absorbed by 
human skin. The small size of microscopic creatures is the most important 
parameter here. David Welch and his team, one of the professors at the 
Center for Radiological Research of Colombia University, also revealed 
the lethal effect of Far UVC rays on bacteria and viruses with the study 
they published in 2018.  Figure 3 shows the success of the Remote UV-C 
beam in eliminating viruses.
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Figure 3. The success of the distant UV-C beam in destroying viruses

5. UVC USAGE ADVANTAGES

•	 Ease of Use

Antibacterial devices with UVC lamps are easy to use compared to 
methods such as vinegared water and cologne. Therefore, it is ideal for 
use in places where wet cleaning cannot be performed, such as computers, 
mobile phones, TV screens. While disinfecting by wiping with liquid 
cleaners, parts of the objects in a room that is not easily accessible may 
not be sufficiently disinfected. even in some cases, these places are not 
accessible at all. As UVC light can reach anywhere that cannot be reached 
by hand, it performs disinfection with a full performance where it is used. 
Regardless of the brand and model of UVC lamp disinfection devices, it 
can be used with an on-off button. It is also possible to make adjustments 
such as time and power with the help of control panels.

•	 Reliable Results

The lethal effect of UVC light with a wavelength of 200-280 
nanometers on bacteria and viruses has been proven more than 100 years 
ago and has even been used in the sterilization of operating rooms and 
surgical equipment in hospitals for a long time. It is one of the safest 
methods for protection from bacteria and viruses due to its 99% lethal 
effect on UVC lamp devices.

•	 UVC lamp disinfection is non-toxic.
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Perhaps the most important disadvantage of chemical cleaners is that 
they are toxic, in other words, toxic to somebodies. Antibacterial UV lamps 
do not contain any risk in this respect.

•	 Bacteria and Viruses Do Not Develop Immunity

Some bacteria and viruses are known to develop immunity to various 
chemical disinfectants and are no longer affected by these chemicals. 
However, there is no such risk for UV lamp disinfection devices. Because 
the lethal effect of antibacterial UV lamp devices on viruses and bacteria is 
not chemical, but physical. Therefore, viruses and bacteria cannot develop 
any immunity.

6. UV-C VOLUMETRIC AREA CALCULATIONS

A research group from Korea University was able to sterilize the 
coronavirus (COVID-19) by 99.9 percent in just 30 seconds with the help 
of UV (Ultraviolet) LEDs. In the study, UVC (Ultraviolet C) light, which 
is a subtype of UV, was used.

While the coronavirus continues to spread all over the world, LED 
manufacturers have also concentrated their work on UV LED technology. 
In this context, some manufacturers allocated resources to show how UV 
LEDs sterilize the virus.

UV LEDs stand out as an innovative approach to neutralize viruses in 
the air, sterilize products such as face masks, mobile phones, and minimize 
the spread of coronavirus.

In the study conducted at Korea University, it was aimed to measure 
the sterilization effect that occurs when infected surfaces are exposed to UV 
photons for 30 seconds. In the study, it was also seen that when exposed to 
UV light for a longer time and closer, the sterilization effect increased and 
made the surfaces more sterile.

In the experiment performed with UV LEDs, it was proven that 99.9 
percent of other harmful bacteria such as escherichia coli, staphylococcus 
aureus, pseudomonas aeruginosa, klebsiella pneumonlae and salmonella 
Typhimurium were successfully sterilized in addition to coronavirus.

It was seen that the distance of the exposed surface to the light 
source and the exposure time were very important for the sterilization to 
be successful. In the study, a sterilization rate of 1 percent at the end of 
10 seconds and 10 percent at the end of 20 seconds was achieved. After 
20 seconds, the effect increased exponentially, and after 30 seconds, 99.9 
percent sterilization rate was achieved.

NASA's space station in the USA uses UV LEDs to clean the 
environments where astronauts are located.
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Ultraviolet (UV) light effectively prevents and kills the reproduction 
of viruses and bacteria by breaking the molecular bonds in their DNA. 
Important parameters in UV sterilization are dose, density, and sterilization 
rate.

In ultraviolet sterilization, UV dose is the amount of UV energy taken 
per unit area. It is commonly used in units of mj / cm2. The UV dose 
is found by multiplying the UV intensity and time. UV intensity in the 
equation expresses the energy of ultraviolet energy per unit area and unit 
time. It is generally used in units of mW / cm2. In Equation 1, the amount 
of dose to be applied is calculated.

UV dose = UV intensity x time                                                                                                          (1)

Another important parameter in UV sterilization is the inactivation 
value. Inactivation is the name given to the process of killing or inactivating 
the microbial agent.

A logarithmic scale is usually used when calculating the change in 
the number of cells. The logarithmic inactivation value is calculated using 
the formula below. In the formula, the number of living microorganisms 
before sterilization is expressed as variable A and the number of organisms 
after sterilization is expressed as variable B. The amount of logarithmic 
reduction is seen in equation 2.

Logarithmic reduction = log10 (A) - log10 (B)                                                                                (2)

The logarithmic reduction is translated into the percentage reduction 
known as the sterilization rate by the formula below. The variable L is 
the logarithmic reduction value obtained from the formula above. The 
percentage reduction (decrease) is seen in equation 3.

Percent reduction = (1-10-L) x 100                                                                                                   (3)

A single log reduction is a 90 percent reduction of organisms. The 
two log reduction is 99 percent reduction of organisms, and the three 
log reduction is 99.9 percent. The UV exposure dose required for each 
reduction level is different from each other.

7. CONCLUSION 

In scientific studies, it is seen that UV-C is successful in disinfection 
processes. UV-C disinfection method is the most effective and cheapest 
method in disinfection processes.UV-Cs must not come into contact with 
skin and eyes. Since it has harmful effects on human health, it should be 
used at night and in places where people are not present. 

With the increase in technology, the use of UV-C will increase. 
Suitable UV-C lamps should be selected after engineering calculations in 
UV-C usage areas.
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1.	 INTRODUCTION 

The use of digital imaging and machine learning practices gradually 
increases and gains importance. Digital imaging can be defined as analyzing 
results and interpreting these analyzes by affecting the digital data. Image 
processing process includes determining the distinctive characteristics 
of the images, which are obtained from various media with different 
characteristics and under different conditions by making use of a camera 
or scanner, by cleaning, filtering, subjecting them to certain processes, 
specifying the needed areas, applying transformation processes. Machine 
learning can be explained as developing solutions and experiences in 
computerized systems by making use of digital data. The main function 
of machine learning is to create programmatic algorithms providing 
input data, update the algorithm outputs when new data received, and use 
statistical analyses in order to estimate the next situation. In the present 
study, the feature extraction, classification, and decision support methods 
in image processing and machine learning are discussed. 

2.	 FEATURE EXTRACTION, CLASSIFICATION, 
AND DECISION SUPPORT METHODS 

2.1. Convolutional Neural Network 
Machine learning is a science that allows a system to create a solution 

on a subject by making use of a programmatic approach and provides 
information to computerized systems. Artificial neural network is a method 
developed based on the bran’s methods for processing the information. It 
can solve problems with mathematics by making use of a neural network 
artificially constructed using previously developed methods. Deep 
learning is, however, the use of multilayered deep neuronal networks in 
order to create systems extracting data clusters trained using large data 
diversity. Deep learning is a machine learning approach and is an area of 
study that draws significant attention of computer scientists in recent years. 
CNN (Convolutional neural network), one of deep learning methods, uses 
object identification and detection as image classification. These methods 
offer high accuracy in classification [1]. Local binary patterns (LBP) are 
the identifiers translating the grey images into digital information and 
recommended for measuring the pattern from this transformation. LBP 
includes transformation procedures translating a reference point, which is 
selected as center, and the neighbor points into digital data in relationship 
with the reference values.
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2.2. Discrete Cosine Transform

It is a transformation of a numeric data and cosines in different 
frequencies and amplitudes that can be expressed as summative. It is very 
frequently used for reducing the data size, especially for large data. For 
reducing the size, the harmonic components having high frequency from 
the data obtained from discrete cosine transformation process [2].

2.3. Directed Gradient Histogram

Becoming very popular in recent years, directed gradient histogram is 
widely seen in literature [3]. It is an identifier defining the object with its 
angular aspects and used in detecting and identifying the object [2]. The use 
of directed gradient histogram (DGH), which can be defined as a specific 
image input’s pixels’ angular direction and amplitude characteristics, draws 
significant attention in various fields in recent years [4]. In this method, 
the gradients of image are calculated first. After the directed gradient 
calculation, every pixel angle of output image is recorded. The image is 
divided into cells, which are rectangular regions that are independent from 
each other. Then, the histograms of every region’s gradients are calculated. 
Cells are gathered together and blocks are created. The histograms obtained 
from the cells in each block are locally normalized. Then, by successively 
connecting these histograms, DGH features are obtained [5].

Figure 1. Sample of directed gradient conformation histogram, one of DGH 
methods [3]

2.4. Support Vector Machine 

Becoming popular in determining the pattern, support vector machine 
is a method classifying data into two classes and creating an n-dimensional 
plane [6]. SVM is a classification method that aims to find the best sub-
plane by separating a specific point cluster from a data belonging to two 
categories [7]. In fact, it can be described as a machine learning method 
based on vector space creating a decision scale from a random point in 
training data to the furthest two other classes. 

As another definition, by dividing data output set into two with decision 
line, let’s assume that the data in both classes show linear distribution. 
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Thus, it is aimed to separate them by using decision function obtained from 
training data.

Figure 2. Illustration of support vector with decision line 

In order for decision line borderline to be robust to new data, it is 
desired to be close to the border between two groups. The points near to 
border are known as support points [8].

2.5. Gabor Filters

In interpreting a visual data, human eye uses spectral and spatial 
data. Spectral data refer to the transition of tones in colors. Spatial data, 
however, refer to the spatial distribution of changes in transitions of these 
color tones [9].

Gabor filters, which identify the pattern data, are a color-pattern 
identification method defining the images. When Gabon filter is applied 
to an image, the point having the same frequency and angle value in the 
image will be the strongest point. Thus, the Gabor description of an image 
is obtained using Gabor filter method [10]. 

2.6. Canny Edge Detector 

It can be described as a feature extraction operator, which detects the 
edges in an object by making use of multiphase algorithm in detecting the 
edges. Among edge detection points, there are various algorithms such as 
Gradient edge detection algorithm and LoG (Laplacian of Gradient) edge 
detection algorithm.

For an image, edge detection is of a significant importance but, since 
every user detects the edge differently, Canny operator is used in edge 
detection. Since the Canny edge detector detects the edges in an image by 
considering the signal-noise ratio, it is superior to the other edge description 
detectors [11]. In Canny edge detection algorithm, image is subjected to 
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fuzzyfication, gradient calculation, suppression of non-maximum points, 
and thresholding processes, respectively.

2.7. Discrete Wavelet Transformation 

In continuous wavelet transformation, it is multiplied with main 
wavelet’s iterated and scaled versions and signal’s total. There are many 
calculations in continuous wavelet transformation. In order to reduce the 
calculations, the discrete wavelet transformation is preferred [12].

In discrete wavelet transformation, two function clusters (scaling 
function and wavelet function) are used. These correspond to low-pass and 
high-pass filters [13].  

Figure 3. A sample of 4th grade wavelet [14]
2.8. Knn Algorithm

It is the most common algorithm in the sample-based learning. The 
first sample is classified based on the degree of similarity with data in 
learning set. In KNN algorithm, the data in learning set are specified as 
n-dimensional.

All the training samples are kept in n-dimensional sample space in 
the way each sample represents a point in n-dimensional space. When 
there is a new sample, k units of sample closest to the relevant data in the 
training dataset are determined and the classification label of new sample is 
determined according to majority of the classification labels of k’s nearest 
neighbor [15].
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2.9. Decision Tree Algorithm 

It is a classification-based pattern determination method that is 
widely used in literature in recent years. The most important reason for 
the popularization of this method is that the rules sued in tree structure are 
clear and simplified.

Decision tree is a tree-shaped decision algorithm that is known as 
induction from the classified sample data. In many classification problems, 
in which high amount of data are used, decision trees offer useful solutions 
for the complex data or the data containing error. The decision tree 
algorithm is a decision algorithm, in which the fundamental decision-
making steps are followed and large amounts of data are divided into small 
groups. In every dividing process, the members of resultant group become 
more similar to each other [16]. 

Figure 4 illustrates a sample of decision tree structure. As seen in the 
figure, the tree consists of three main structures namely nodes, branches, 
and leaves. Each feature in this tree structure is represented by a node. The 
farthest parts of tree structure are leaves, whereas the bottom parts are root. 
The regions between the leaves and the bottom are named branches. 

The main objective in creating a decision tree is to ask and answer 
specific questions about the data, to move in parallel with these answers, 
and to achieve the conclusion as soon as possible. The answers to the 
questions are used in setting the decision rules of tree [17].

Figure 4. Structure of a decision tree consisting of 4 dimensions and 3 classes 
[17]
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2.10. Gauss Mixture Model 

It is the optimization of Gauss parameters of sources in the way 
maximizing the possibility density function of sources by assuming that 
there are multiple independent sources creating samples using Gauss 
distribution. As a result, it is assumed that the dataset is created from a 
single distribution. Thanks to the estimation of necessary distribution 
parameters, this method provides useful results even when the systems 
modeling fall short. In Gauss Mixture Model training, all the groups are 
considered unrelated to each other. For this reason, training is performed 
separately for each group. It is a mode, in which the training dataset is 
defined with the mixture of multiple independent Gauss distributions [18].

3.	 CONCLUSIONS

With image processing and machine learning, various methods were 
used in determining the object features, identification, result optimization, 
and maximizing the detection rate. In the present study, among the feature 
extraction, classification, and decision support methods, Convolutional 
neural network, Discrete cosine transformation, Gabor filter, Directed 
gradients histogram, Support vector machine, Canny edge detector, 
discrete wavelet transformation, Gauss mixture model, KNN algorithm, 
and Decision tree algorithm are discussed. In conclusion, it was determined 
that the methods may vary depending on the characteristics of image 
processing and machine learning study and each method has different 
application techniques.  
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1.	 INTRODUCTION

Heavy metals are among the common environmental pollutants and 
found in wastewater generated by various industrial activities. Chrome, 
which is among these heavy metals, is released especially in the effluent of 
electroplating and leather tanning (Babu et al., 2007). Chromium ion can 
be in +3 and +6 oxidation steps in wastewater. Since Cr3+ has low solubility, 
it can easily precipitate as hydroxides in the appropriate pH range, and is 
less harmful to the environment. On the other hand, Cr6+ is carcinogenic 
and mutagenic; it spreads rapidly to soil and aquatic environment and 
is a strong oxidizing agent (Mouedhen et al., 2009; ). High levels of 
Cr(VI) can damage breathing and damage the nose, lungs, stomach and 
intestine, it was included in the 1st group of carcinogenic substances by the 
International Agency for Research on Cancer (Öztürk, 2018). According 
to the water pollution control regulations in Turkey; the discharge limit 
for Cr(VI) in wastewater from electroplating facilities is 0.5 milligram per 
liters. Therefore, wastewater containing Cr(VI) cannot be discharged into 
the receiving environment without treatment. Several treatment methods 
have been developed to remove chromium from wastewater and water. 
Chemical coagulation, adsorption, and biological and electrochemical 
methods can be used to remove Cr (VI) (Jin et al., 2011). Chemical 
coagulation is a simple and widely used method under suitable chemicals 
and ambient conditions (Zhao et al., 2011), but this method has number of 
disadvantages such as requiring coagulant and producing high levels of 
sludge (Karhu et al., 2012). 

The electrochemical methods such as electrocoagulation and electro-
Fenton appear to be effective for the treatment of different effluents 
compared to conventional methods. The electrochemical methods 
use a clean reagent, the electron. It also has other advantages, such as 
versatility, ease of automation, being a safe method due to its operation 
under mild reaction conditions. Therefore, electrochemical technologies 
for Cr (VI) treatment have attracted great interest (Akhtar et al., 2020; 
Ahangarnokolaei, 2018; Sharma et al., 2020). 

The electrocoagulation method is based on the production of a 
coagulant in the reactor continuously. Furthermore, there is an opportunity 
of reduction and oxidation of substances at the cathode and anode, 
respectively. This method does not require supplementing chemicals 
externally, so the volume of produced sludge is reduced. Because of these 
advantages, electrocoagulation eliminates some of the disadvantages of 
traditional methods and provides a sustainable and economical treatment of 
wastewater (Heidman and Calmano, 2008; Mollah, 2011; Ahangarnokolaei, 
2018). The electrocoagulation provides compact treatment facility, efficient 
particulate removal, and high treatment rate (Tanyol et al., 2018).  The EC 
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process has advantages such as being able to remove very small colloidal 
particles, produce less sludge, remove non-biodegradable organic materials 
or make them ready for biological treatment, easy control of coagulant 
dosage, removal of heavy metal ions by adsorption on hydroxides or flocs. 
It does not require continuous pH control and requires relatively low 
investment costs (Akhtar et al., 2020).

In electrocoagulation, coagulant substances are produced in situ 
by oxidation reactions occurring at the sacrificial metal anode. Iron and 
aluminum plates are generally used as anode material (Shafaei et al., 2011; 
Babu et al., 2007).

M(s) → Mn+ + ne−      (anodic dissolution) 			   (1)

�2H2O + 2e− → 2OH− + H2   

(cathodic hydrogen evolution in basic media) 		  (2)

2H+ + 2e− →  H2    

(cathodic hydrogen evolution in asidic media)		  (3)

M+ + 2OH− ↔ M(OH)2       (precipitation in bulk solution)	 (4)

Hydrogen gas bubbles released at the cathode help the blocked particles 
to move towards the surface of the wastewater. Electrocoagulation (EC) is 
a process carried out by dissolving the anode as a result of electrolysis 
and forming metal hydroxide flocs in bulk solution. It is accepted that EC 
takes place in 4 consecutive stages (Akhtar et al., 2020). (1) Formation 
of coagulants (metal cations) via electrolytic oxidation of the anode; (2) 
Production of hydroxyl ions and hydrogen gas by reduction of water at the 
cathode, (3) Metal hydroxide formation through reactions between metal 
and hydroxide ions in bulk solution, (4) Destabilization of pollutants, 
breakdown of emulsions, aggregation of destabilized phases to form 
flocs and adsorption of pollutants by metal complexes. Destabilization 
of pollutants, suspended particles and the breakdown mechanisms of 
emulsions can be summarized with the following steps (Mollah et al., 
2001):

•	 With the dissolution of the anode, metal ions pass into the solution 
and interact with the charged species in the wastewater and compress the 
diffuse double layer around them.

•	 The ions released by electrochemical dissolution of the anode 
neutralize the opposite charged ions in the solution. Thus, Vander Vaals 
attraction force becomes more dominant by decreasing the repulsion force 
between ions having similar charge in wastewater. This provides a rapid 
coagulation of colloidal particles and pollutants.
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•	 The flocs formed as a result of coagulation form a sludge blanket 
that bridges and entraps uncomplexed colloidal particles.

Therefore, compared to conventional coagulation-flocculation 
applications, it has the potential to remove the smallest colloidal particles 
due to the presence of its electrical field.

There were many parameters that affect the efficiency of the 
electrocoagulation process. Electrode material, electrode configuration, 
surface area of anodes, applied potential, solution pH and conductivity are 
the main variables that need to be optimized.

The aim of this work is to investigate the performance of 
electrocoagulation system for removal of Cr(VI) from dilute solutions. 
Also, the effect of experimental parameters such as applied potential, pH, 
initial Cr(VI) concentration, and KCl concentration is studied in view of 
energy consumption and removal efficiency. 

2.	 MATERIALS AND METHOD 

2.1. Materials 

Cr(VI) solutions was prepared from K2Cr2O7. The pH of the solutions 
was adjusted with 0.1 M HCl and 0.1 M NaOH solutions. The KCl was 
used as supporting electrolyte for the adjusting of electrolyte conductivity. 
The concentration of Cr(VI) was determined spectrophotometrically using 
diphenyl carbazide. The analysis method is based on the formation of a 
pink colored complex of Cr(VI) and carbazide in a solution acidified with 
H2SO4.  Measurements were carried out at 540 nanometers, which is the 
wavelength at which chromium solutions show maximum absorbance. 

2.2. Experimental Procedure

The lab-scale batch experimental setup used for the EC studies is 
shown in Fig.1. The experimental setup consists of a reactor, DC power 
supply and magnetic stirrer. 500 mL of plexiglass reactor with the shape of 
the rectangular was used. All experimental studies were made with a model 
solution volume of 400 mL. Aluminum plates of 1 mm thickness were 
used as the anode, and stainless steel plates were used as the cathode.  The 
electrode dimensions were 10 cm x 9 cm x 0,2 cm. The distance between 
the electrodes was 1.2 cm. The electrodes were connected as monopolar 
to a digital DC power supply (0 –20 V, 0–5 A). Solution was agitated with 
magnetic stirrer. All experiments were conducted at room temperature.
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Figure 1. Experimental set-up. 1. electrocoagulation cell; 2. stainless steel 
cathodes; 3. aluminum anodes; 4. D.C. power supply; 5. magnetic stirrer

In this study, the model wastewater is prepared using potassium 
dichromate (K2Cr2O7) which gives the solution dichromate and potassium 
ions:

K2Cr2O7  → Cr2O7
2- + 2K+ 					     (5)

When the electric current is applied to the electrocoagulation reactor, 
the following reactions occur at the anode and cathode (Akbal and Camcı, 
2011):

Anode reaction

    Al (s)  → Al3+(aq) + 3e–		  			   (6)

Cathode reaction

    2H2O (l) + 2e–  →  2H2 (g) + 2OH– (aq) 			   (7)

On the other hand the reaction can occur in bulk solution at high pH 
values:

    2 Al + 6H2O (l) + 2OH–   →  Al(OH)4
– + 3H2 (g)		  (8)

This and similar monomeric species formed as a result of the reaction 
of Al released at the anode and OH ions released at the cathode eventually 
form amorphous aluminum hydroxide according to the following reaction, 
which adsorbs the pollutants from the solution and removes them from the 
solution (Akbal and Camcı, 2011):.
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Al3+(aq) → 2OH– + Al(OH)3				    (9)

In addition to these reactions, it is possible to reduce the chromium to 
the less harmful Cr3+ through the following reactions depending on the pH 
value ( (Mouedhen et al., 2009).

  Cr2O7
2- + 14 H+ + 6 e-  → 2Cr3+ + 7 H2O      (acidic media)	 (10)

    Cr2O7
2-  +  4 H2O + 3 e- → Cr3+ + 8 OH-        (basic media)	 (11)

The parameters studied were solution pH, initial Cr(VI) concentration, 
applied voltage and supporting electrolyte concentration. In order to 
determine the effect of a variable on removal efficiency, other parameters 
were kept constant except for the variable examined. The experimental 
conditions determined according to this are given in Table 1.

Table 2. Experimental conditions
Parameters Variable range Values of fixed variables
Applied potential (V) 2.5, 5, 7.5 C0=50 mg/L; pH=5; KCl=1 g/400 mL
pH 3, 5, 7 C0=50 mg/L; E=5 V; KCl=1 g/400 mL
Initial Cr(VI) conc. 
(mg/L) 50, 100, 150 E=5 V; pH=5; KCl=1 g/400 mL

Supporting electrolyte 
(g/400 mL) 0.5, 1, 1.5 C0=50 mg/L; E=5 V; pH=5

In this study, the effects of the variables on Cr(VI) removal and 
energy consumption were investigated in electrocoagulation process. In 
order to evaluate the results, the percentage of Cr(VI) removal and energy 
consumption were calculated based on experimental data.

 

The removal efficiency (RE: %) was calculated using the following 
equation:

RE (%)= 100.(C0-C)/C0					     (12)

where C0 and C were the initial and present concentrations of the 
Cr(VI) in solution (mg/L), respectively.

Also the electrical energy consumption (EEC: Wh/m3) was calculated 
using Eq. 5:

Energy Consumption (Wh/L)= U.I.t/V			   (13)

where E, is the applied potential (V); I, the current intensity (A), t, the 
time (h) and V, the volume of treated solution (m3).



Belgin Karabacakoğlu222 .

3.	 RESULTS AND DISCUSSION

3.1. Influence of applied potential 

Applied voltage has a significant effect on removal efficiency especially 
in view of energy consumption. Since the electric current directly affects 
the dissolution rate of the anode, it determines the amount of coagulant 
in the solution and the growth rate of the flocs. It also affects the rate of 
hydrogen generation at the cathode and the size of gas bubbles. 

Fig. 2. The effect of applied potential on the removal efficiency
(C0=50 mg/L; pH=5; KCl=1 g/L; Conductivity= 5.03 mS/cm)

In EC process, the amount of Al3+ ions released from the electrodes 
and hence the formation rate of hydrous oxides is directly proportional to 
current density. Current density is also proportional to applied potential 
according to Ohm’s law. The effect of potential on the Cr(VI) removal and 
energy consumption was shown in Fig. 2 and 3. As the current increases, 
the dissolution of the anode also increases (Fig.2). The removal of Cr(VI) 
increased regularly with time, but higher voltage induced greater energy 
consumptions (Fig.3). Therefore, further experiments were carried out at 5 
V economical point of view.
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Fig. 3. The effect of applied potential on the energy consumption
(C0=50 mg/L; pH=5; KCl=1 g/L; Conductivity= 5.03 mS/cm)

3.2. Influence of pH 

One of the key parameters affecting the efficiency of the 
electrocoagulation process is pH.  The increase in H+ concentration 
accelerates the corrosion of anode. Experiments were carried out with 
different initial pH (3, 5 and 7) under identical conditions. As shown in Fig. 
4, the maximum removal values were obtained at pH 7 and 5 in 50 minutes. 

Fig. 4. The effect of pH on the removal efficiency
(E= 5 V; C0=50 mg/L; KCl=1 g/L; Conductivity= 4,82 mS/cm)

The higher energy consumptions obtained for the pH 3 can be explained 
by increased conductivity of solution, and hence the higher current density 
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results in higher energy consumption (Fig. 5). Moreover, the increase in 
the solution pH results in the increase in the side reactions.

Fig.5. The effect of pH on the energy consump.
(E= 5 V; C0=50 mg/L; KCl=1 g/L; Conductivity= 4,82 mS/cm)

3.3. Influence of initial Cr(VI) concentration 

The results of Fig. 6 and Fig. 7 showed that the performance of the 
process decrease when the initial Cr(VI) concentration increases. The 
lower removal efficiency at higher concentrations can be explained by 
decreased electrode capacity.

Fig.6. The effect of Cr(VI) conc. on the removal efficiency
(E= 5 V; pH=5; KCl=1 g/L; Conductivity= 4,96 mS/cm)
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Fig.7. The effect of Cr(VI) conc. on the energy consump.
(E= 5 V; pH=5; KCl=1 g/L; Conductivity= 4,96 mS/cm)

3.4. Influence of KCl concentration 

KCl was added to Cr(VI) solution as supporting electrolyte. 
The performances of electrocoagulation system with various KCl 
concentrations were analysed in terms of removal efficiency and energy 
consumption (Fig. 8 and Fig. 9). The removal efficiency increased with the 
KCl concentration. However, maximum value of energy consumption was 
obtained in 1,5 g/400 mL KCl concentration as can be seen in the Fig. 9. 

Fig.8. The effect of KCl conc. on the removal efficiency
(E= 5 V; C0=50 mg/L; pH=5)
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Also, increasing of the KCl concentration increases side reactions 
such as chlorine evaluation at the cathode. The increase in the amount of 
supporting electrolyte from 1 g to 1,5 g did not have a significant effect 
on the removal efficiency as seen in Fig.8.  When 0.5, 1 and 1.5 g of KCl 
were added, the conductivity of the solution was measured as 3.84, 4,98 
and 6,84, respectively.

Fig.9. The effect of KCl conc. on the energy consump.
(E= 5 V; C0=50 mg/L; pH=5)

the addition of supporting electrolyte increases the conductivity by 
decreasing the solution resistance. The increase in the solution conductivity 
increases the current density. Increasing the current density also increases 
the removal efficiency. Chlorine ions also accelerate the dissolution of the 
anode (Bazrafshan et al., 2008).

In this study, the amount of sludge formed for each parameter were 
also determined. The highest amount of sludge occurred with the addition 
of 1.5 grams of potassium chloride. In addition, the increase in applied 
potential caused an increase in the amount of sludge.
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Table 1. The amounts of sludge produced in the electrocoagulation reactor.

Parameters Applied 
potential (V)

Cr(VI) 
concentration 
(mg/L)

pH KCl conc. (g/400 
mL)

Levels 2.5 5 7.5 50 100 150 3 5 7 0.5 1 1.5

Sludge 
amount (g) 0.56 1.2 1.76 1.19 1.94 1.95 1.64 1.19 1.25 0.79 1.19 2.29

4.	 CONCLUSION

In this study, the removal of Cr(VI) by electrocoagulation method 
was studied focusing on the influence of process parameters such as 
applied potential, the initial Cr(VI) concentration, solution conductivity 
and pH. The electrocoagulation unit consisted of an electrochemical 
reactor with two aluminum anodes and two stainless steel cathodes in 
parallel arrangement. Increase in potential enhanced the removal rate, but 
increased the energy comsumption values. Removal efficiency increased 
with increase in the value of conductivity and decrease in initial Cr(VI) 
concentration. The optimum conditions for 100% Cr(VI) removal with 
energy consumption of 10.17 kwh/m3 were found as 5 V applied potential, 
50 mg/L Cr(VI) concentration, 1 g/400 mL electrolyte (KCl) dose and pH 
value of 5. Finally, it can be concluded that electrocoagulation method is a 
reliable, safe, efficient, and cost effective method for removal of chromium 
from solutions.
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INTRODUCTION

A window function (or window for short) defined as a time domain 
mathematical function which is nonzero for a certain time interval and 
zero for outside of that interval is used in many electronics engineering 
applications such as spectrum analysis, nonrecursive filter design, speech 
processing, image processing, and array processing (Prabhu, 2013; 
Aljahdali, 2012; Sumamo, 2013; Avci, 2018; Avci and Gumussoy, 2020). 

Amplitude characteristic of a typical discrete window in the discrete 
time domain is generally similar to the one given in Figure-1 (here drawn 
for 31 length).

Figure-1: Amplitude characteristic of a discrete time window function for 31 
length

Performance analysis of a window function is usually carried out 
in the frequency domain. Figure-2 is the amplitude characteristic of 
a window function in the frequency domanin. Here, the big lobe in the 
middle is called mainlobe and the one on the sides is called the sidelobe. 
Half mainlobe width (wR) and ripple ratio (R) are two important window 
spectral parameters, and they are used in this study. Therefore, mainlobe 
width of window can be defined as 2wR. And, the ripple ratio ratio of a 
window is the difference between the highest sidelobe amplitude value and 
the mainlobe amplitude in dB, and it corresponds to the parameter denoted 
as S1 in Figure-2. The parameter ws indicates the sampling frequency in 
rad/s.
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Window functions in literature are classified as fixed or adjustable 
according to having the number of independent parameters (Saramaki, 
1993). 

A window function becomes fixed if it has only one independent 
parameter, namely window length. As for the adjustable windows, they 
have more than one independent parameters. Kaiser (Kaiser, 1974), dolph-
chebyshev (Dolph, 1946), ultraspherical (Bergen and Antoniou, 2005), 
cosh (Avci and Nacaroglu, 2009), and exponential-hamming (Avci, 2016) 
windows are some of known adjustable windows.

w s/2-w s/2 -WR WR0

SL

S1

0 dB

Figure-2: Normalized amplitude spectrum of a window function

In literature (especially Harris, 1978; Nuttall, 1981; Antoniou, 2005; 
Prabhu, 2013), it is observed that there are 20 fixed window functions 
(Coskun and Avci, 2018). These fixed window functions can be listed 
alphabetically as Bartlett, Bartlett-Hann, Blackman, Blackman-Harris, 
Bohman, Cos (x), Cos3 (x), Cos4 (x), Flat-Top, Hamming, Lanczos, 
Nuttall, Optimized Blackman, Parabolic, Parzen, Rectangular, Riemann, 
Triangular, Von-Hann, and Welch. The most known fixed window function 
is Hamming window.

 In this study, fixed window functions defined in literature are analysed 
and compared for contrast ratio analysis and nonrecursive digital filter 
design application.
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MATERIAL AND METHOD

a)	 Fixed window functions

In literature, it is observed that there are 20 fixed window functions 
having only one independent parameter, namely window length (N). 
A discrete window function is denoted as w(n). The time-domain 
mathematical definitons for 20 fixed window functions are given below 
in alphabetic order (Coskun and Avci, 2018). All window functions are 
defined for the discrete time range: │n│≤ (N-1)/2  
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b)	 Contrast Ratio Computation

One of the most important parameters used to measure the quality of 
an image obtained from an imaging system is the contrast ratio. Contrast 
ratio is defined as the difference between the whitest and blackest pixel 
values in terms of brightness, and a high contrast ratio is desired in images 
as it always offers better quality (Gonzales and Woods, 2007). There is 
a direct relationship between the contrast ratio of the images obtained in 
imaging systems and the characteristics of the window functions used to 
create these images.

The relationship between a window function and contrast ratio (CR) is 
defined by Eq. (21)	   

Here, CR is the contrast ratio, w is the window function coefficients 
vector, Q is the matrix with the elements q(n, m) defined by Eq. (22).

c)	 Digital filter design by windowing method

Digital filters are very important systems in electronics engineering. 
They are mainly used for noise reduction and signal enhancement 
applications. They can be classified as nonrecursive or recursive. 
Nonrecursive digital filters are attractive for applications because they are 
always stable and can be designed to have exact linear phase characteristic. 
Windowing method is the most straightforward way to design nonrecursive 
digital filters (Antoniou, 2005).

There are four genereal method to design nonrecursive digital filters. 
These are windowing, frequency sampling, numerical, and optimization 
methods. Windowing method is the most straightforward one to design the 
nonrecursive digital filters. This method uses window functions to obtain 
the practical finite impulse response, h(n), of the digital filter from the 
infinite impulse response, hid(n), of the ideal prototype digital filter. The 
method is briefly defined by the following equation (Antoniou, 2005)

In this study, as a prototype digital filter, lowpass filter type is chosen 
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because other types of filters such as highpass, bandpass, and bandstop 
can be obtained from the lowpass filter by the related transformation. For 
a lowpass filter, the ideal impulse response of the digital filter is defined by 
the equation below.

where ωc is cut-off frequency of the filter.

A lowpass filter can be expressed by the amplitude response shown in 
Figure 3 (Avci, 2008). 

Figure-3. Lowpass filter amplitude specifications
The parameters in Figure 3 are 

wp =  passband frequency

wst = stopband frequency

ws  = sampling frequency

Ap  = maximum allowable attenuation in passband

As  = minimum allowable attenuation in stopband

Also, the cut-off frequency (wc) and the transition width (Δw) are 
defined as

wc = (wst + wp)/2						      (25)

Δw = wst - wp						      (26)

Since the ripples in the filters designed by the windowing are almost the 
same in passband and stopband regions, only one parameter is considered 
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in the analysis. In this study, the parameter As is chosen as presenting the 
ripples.

SIMULATION RESULTS    

In this section, the simulation results of contrast ratio analysis and 
designing nonrecursive lowpass digital filters by using 20 fixed windows 
for different filter lengths are given. All simulation studies were performed 
on the Matlab 2017a software platform.

a)	 Results for Contrast Ratio

In this section, performance analysis of 20 fixed window functions 
defined in the literature is carried out in terms of contrast ratio. In addition, 
the analysis of fixed windows in terms of mainlobe width and ripple ratio, 
which are the basic two window spectral parameters, are also presented 
and the relationship of these parameters with the contrast ratio is examined 
in the study.

Contrast ratio results of fixed window functions are given in Table I 
for N = 21 and 51 lengths, and Table II for N = 81 and 111 lengths. The 
results showed that the Blackman-Harris window function provided the 
highest contrast ratio at all lengths, followed by the Nuttall and Flat-Top 
window functions. The results also showed that the Rectangular window 
function provided the lowest contrast ratio at all lengths, followed by the 
Parabolic and Welch window functions.

When Tables I and II are examined, it is seen that window functions 
with wide half mainlobe width (hence mainlobe width) and low ripple ratio 
have higher contrast ratio. Similarly, window functions with narrow half 
mainlobe width and high ripple ratio were observed to have low contrast 
ratio.
Table I. Contrast ratio results for different lengths of fixed windows for N = 21 

and 51

Window Function
N = 21 N = 51

wR (rad/s) R (dB) CR 
(dB) wR (rad/s) R (dB) CR 

(dB)

Bartlett 0.508 -25.93 24.10 0.204 -26.44 24.83

Bartlett-Hann 0.597 -35.97 34.74 0.238 -35.90 35.03

Blackman 0.888 -58.26 57.44 0.355 -58.13 57.03

Blackman-Harris 1.241 -91.10 90.83 0.496 -92.11 88.77
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Bohman 0.850 -45.97 46.39 0.340 -46.01 46.44

Cos(x) 0.424 -22.74 22.22 0.170 -22.97 22.57

Cos3(x) 0.749 -39.29 41.35 0.299 -39.30 41.35

Cos4(x) 0.908 -46.75 49.50 0.363 -46.74 49.49

Flat-Top 0.499 -79.73 78.89 0.199 -86.46 80.66

Hamming 0.620 -40.64 34.10 0.244 -42.33 34.37

Lanczos 0.472 -26.14 26.04 0.189 -26.36 26.41

Nuttall 1.253 -85.46 81.11 0.501 -92.29 83.42

Optimized 
Blackman 0.918 -62.86 61.89 0.367 -62.60 61.24

Parabolic 0.400 -21.05 20.30 0.160 -21.27 20.65

Parzen 0.973 -53.02 52.01 0.401 -53.04 52.12

Rectangular 0.243 -13.20 9.91 0.100 -13.26 9.88

Riemann 0.472 -26.14 25.07 0.189 -26.36 25.21

Triangular 0.462 -26.04 24.24 0.196 -26.44 24.84

Von-Hann 0.588 -31.48 32.61 0.235 -31.48 32.58

Welch 0.381 -21.08 20.33 0.157 -21.26 20.64

Table II. Contrast ratio results for different lengths of fixed windows for N = 81 
and 111

Window Function
N = 81 N = 111

wR 
(rad/s) R (dB) CR 

(dB) wR (rad/s) R (dB) CR 
(dB)

Bartlett 0.128 -26.50 24.91 0.093 -26.54 24.93

Bartlett-Hann 0.149 -35.91 35.04 0.108 -35.94 35.02

Blackman 0.222 -58.17 57.02 0.161 -58.11 56.99
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Blackman-Harris 0.309 -92.14 88.92 0.225 -92.05 89.00

Bohman 0.212 -46.02 46.43 0.154 -46.01 46.41

Cos(x) 0.106 -22.99 22.60 0.077 -23.08 22.61

Cos3(x) 0.187 -39.34 41.33 0.136 -39.43 41.30

Cos4(x) 0.227 -46.80 49.51 0.165 -46.74 49.47

Flat-Top 0.124 -89.35 81.69 0.090 -90.85 82.10

Hamming 0.151 -42.58 34.38 0.110 -42.66 34.38

Lanczos 0.118 -26.44 26.44 0.086 -26.48 26.50

Nuttall 0.313 -95.08 84.39 0.228 -96.39 84.77

Optimized 
Blackman 0.229 -62.61 61.20 0.166 -62.64 61.19

Parabolic 0.100 -21.34 20.67 0.073 -21.29 20.68

Parzen 0.252 -53.05 52.12 0.184 -53.05 52.12

Rectangular 0.063 -13.26 9.87 0.046 -13.28 9.85

Riemann 0.118 -26.44 25.23 0.086 -26.48 25.25

Triangular 0.124 -26.50 24.91 0.091 -26.51 24.94

Von-Hann 0.147 -31.48 32.59 0.106 -31.47 32.48

Welch 0.099 -21.29 20.67 0.072 -21.29 20.68

Since the best CR values are obtained from Blackman-Harris, Nuttall, 
and Flat-Top, respectively, a detailed comparison among these windows is 
performed for several characteristics in terms of window length. 

Figure 4 shows the half mainlobe width characteristics for these 
three windows for window lengths from N = 11 to N = 121. It is seen 
that while Blackman-Harris and Nuttall windows almost have the same 
characteristics, Flat-Top window has always lower mainlobe widths, i.e. 
the best values. As expected, while window length increases mainlobe 
width for all windows becomes narrower.   
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Figure-4. Half mainlobe width characteristics for three windows for N = 11 to 
121.

Figure 5 shows the half mainlobe width characteristics for these three 
windows for window lengths from N = 11 to N = 121. It is seen that while 
Blackman-Harris window has the lowest ripple ratio (i.e., the best one) for 
N small than 50, Nuttall window has the lowest ones for N larger than 50. 
Flat Top window has the worst ripple ratio characteristic amog these three 
windows.  expected, while window length increases mainlobe width for all 
windows becomes narrower.   

Figure 6 shows the contrast ratio characteristics for these three 
windows for window lengths from N = 11 to N = 121. It is seen that 
Blackman-Harris window has the highest values (i.e., the best ones) for 
all window length. Nuttall window performs better values than Flat-Top 
window but worse than Blackman-Harris window.
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Figure-5. Ripple ratio characteristics for three windows for N = 11 to 121.
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Figure-6. Contrast ratio characteristics for three windows for N = 11 to 121.



 .245Theory and Research in Engineering II

b)	 Results for Nonrecursive Digital Filter Design

In this section, the simulation results of designing lowpass digital 
filters by using 20 fixed windows for different filter lengths are given. 

As a specific design example, if a 51-length Hamming window shown 
in Figure 7 is used to design a digital filter having a cut-off frequency ωc 
= 0.4π rad/s, then the lowpass digital filter shown in Figure 8 is obtained. 
From Figure 8, the designed filter has a minimum stopband attenuation, As 
= 43 dB, and a transition width, Δw = 0.03 rad/s.  

Figure-7. Plot of Hamming window for N = 51

Similarly, digital filters are designed by using other fixed window 
functions for N = 11, 51, 101, and 151. Table III and Table IV show the 
results in terms of minimum stopband attenuation and transition width, 
respectively. 

From Table III, it is seen that the best As (the largest value) is obtained 
for Nuttall windows for N = 51, 101, and 151 whereas for N = 11 Optimized 
Blackman window provides the best As. Also, it is seen from Table III 
that some windows don’t have As for N = 11 because they don’t have the 
ripples in the stopband for this filter length. And, the worst As is presented 
by the rectangular window for all filter lengths.
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From Table IV, it is seen that the best Δw (the smallest value) is 
obtained for rectngular windows for all filter lengths. Also, it is seen from 
Table IV that some windows don’t have Δw for N = 11 because thay don’t 
have the ripples in the passband and stopband for this filter length. And, the 
worst Δw (the largest) is presented by the Flat-Top window for lengths N = 
51, 101, and 151 whereas for N = 11 Cosx window provides the worst Δw.

Figure-8. Spectrum of the lowpass digital filter designed by the Hamming 
window N = 51

Table III. Analysis of designed digital filters by using fixed window functions in 
terms of minimum stopband attenuation for a cut-off frequency ωc = 0.4π rad/s.    

Window Function
As (dB)

N = 11 N = 51 N = 101 N = 151

Bartlett - 26.38 26.35 26.33

Bartlett-Hann 36.97 39.79 39.71 39.67

Blackman - 75.30 75.29 75.29

Blackman-Harris - 109.24 109.28 109.29

Bohman - 51.95 51.95 51.95
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Cos(x) 35.39 33.85 33.80 33.80

Cos
3
(x) 55.35 52.97 52.97 52.97

Cos
4
(x) 55.07 61.36 61.36 61.36

Flat-Top - 114.59 114.45 114.55

Hamming 53.45 53.66 53.86 53.96

Lanczos 40.01 38.57 38.53 38.52

Nuttall - 114.87 114.79 114.66

Optimized Blackman 75.20 79.14 79.12 79.12

Parabolic 32.85 31.44 31.40 31.39

Parzen - 56.66 56.64 56.64

Rectangular 20.54 20.98 20.98 20.98

Riemann 40.01 38.57 38.53 38.52

Triangular 24.94 26.38 26.35 26.33

Von-Hann 43.41 43.95 43.94 43.95

Welch 30.98 31.36 31.37 31.38

Table IV. Analysis of designed digital filters by using fixed window functions in 
terms of transition width for a cut-off frequency ωc = 0.4π.    

Window Function
Δw (rad/s)

N = 11 N = 51 N = 101 N = 151

Bartlett - 0.502 0.253 0.166

Bartlett-Hann - 0.432 0.216 0.144

Blackman - 0.725 0.363 0.242

Blackman-Harris - 0.982 0.492 0.328

Bohman - 0.755 0.377 0.249

Cos(x) 1.463 0.267 0.134 0.089

Cos
3
(x) - 0.534 0.267 0.178

Cos
4
(x) - 0.664 0.332 0.221
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Flat-Top - 1.222 0.608 0.405

Hamming - 0.420 0.210 0.140

Lanczos - 0.312 0.156 0.104

Nuttall - 0.980 0.490 0.327

Optimized Blackman - 0.695 0.347 0.232

Parabolic 1.295 0.244 0.122 0.081

Parzen - 0.925 0.489 0.333

Rectangular 0.584 0.123 0.062 0.041

Riemann - 0.312 0.156 0.104

Triangular 1.457 0.448 0.237 0.166

Von-Hann - 0.402 0.201 0.134

Welch 1.102 0.239 0.121 0.081

CONCLUSION 

In this study, comparative analyzes of 20 fixed window functions 
were presented for contrast ratio and nonrecursive digital filter design 
applications. Simulation analyzes for different window lengths were 
performed for these studies on the Matlab 2017a software platform to 
observe the performances of the fixed windows against the window length.

As a first study, contrast ratio values of fixed window functions for 
lengths N = 21, 51, 81 and 111 were calculated. In addition, by providing 
analyzes of fixed window functions in terms of the fundamental two 
window spectral parameters, namely analob width and mainlobe width, 
the relationship of these parameters with the contrast ratio was examined 
in this study. The results of the simulation showed that for all length values, 
firstly Blackman Harris, then Nuttall and Flat-Top window functions 
provided the highest contrast ratio values. However, the lowest contrast 
ratio values were obtained primarily by the Rectangular, then Parabolic and 
Welch window functions. The simulation results also showed that window 
functions with wide mainlobe width and low ripple ratio present higher 
contrast ratio. Also, a detailed comparison for different characteristics 
among Blackman Harris, then Nuttall, and Flat-Top windows were also 
presented for N = 11 to 121. 

As a second study, nonrecursive lowpass digital filters were obtained 
for N = 11, 51, 101, and 151. The simulation results demonstrated that best 
digital filters in terms of As were obtained by using Nuttall, Flat Top, and 
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Blackman-Harris window functions, respectively. And, the worst filters in 
terms of As were obtained by using Rectangular, Bartlett, and Triangular 
windows. Designed filters were also compared in terms of transition 
width. The results showed that the best window functions in terms of Δw 
are Rectagular, Welch, and Parabolic window functions. And worst filters 
in terms of Δw were obtained by using Flat Top, Nuttall, and Blackman 
Harris window functions. 
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Introduction
The social legacy within the universe and their conservation for the 

following era is pivotal. Numerous verifiable structures proceed to offer 
administrations and verifiable values; and as such, it is vital to get it their 
auxiliary behavior and collapse component when creating an arrangement 
for their conservation. Modern advances that can be engaging to authentic 
structures are rising with current progressions in materials and development 
procedures [1, 2].

Horasan mortars have been employed with distinctive names in 
numerous chronicled buildings since antiquated societies. Nowadays, we 
realize that rebuilding of such chronicled buildings can be accomplished 
by utilizing materials comparing with the old times. Subsequently, the 
enhancement of antiquated mortars applied in reclamation of authentic 
buildings is critical. Mortars containing lime have been promoted broadly 
since the antiquated Romans and Hassock [3-5]. Horasan mortars have 
been made used of in Footrest buildings particularly in 15th centuries [6, 
7]. In common, mortars were handled in advancement of wells and showers 
in Roman, Seljuk surviving up to date [8, 9] .

Mortars and plasters of numerous Roman,  Seljuk and Footrest period 
buildings were created by utilizing lime as folio and pulverized bricks 
altogether. These mortars are called as “horasan” of Turkiye [10]. Horasan 
mortars have been broadly adopted as waterproof in reservoir conduits, 
bridges and showers due to their pressure driven properties [11, 12]. Among 
the chronicled mortars having come to outlive till nowadays, gypsum, 
lime and lime pozzolan have been benefitted as official materials. As total 
materials, stream sand, stones, brick pieces and powder have been utilized 
in conjunction with feed, horse hair and goat hair serving as strands. In our 
homeland, we experience Horasan mortar with shifting blend proportions 
in buildings from Byzantion, Seljuk and Hassock periods [13, 14].

Amid the Hassock times, lime was blended with water to create slaked 
lime and after that warmed and filtered to utilize in mortars [15]. The lime 
responds with brick tidy to deliver calcium silicate hydrates. The water-
absorption of permeable brick clean permits mortars to pick up attachment 
and quality in dampness, and adaptability amid the drying and settling 
process. Lime is classified into a few bunches agreeing to the generation 
prepare, such as quicklime, pressure driven lime, and hydrated lime. 
Generally, nonhydraulic lime was appropriated in old mortars, though 
water powered and hydrated mortars are mechanical mortars at the most 
recent century requiring particular warming, pulverization, and generation 
strategies [16-21].

In this work, bricks exploited in horasan mortars and plasters are 
inspected to characterize their features for potential usage at preservation 
work. The reason for this thinking about is to analyze the improvement 
of materials which were resorted in chronicled buildings to organize to 
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their properties and to consider the properties at unique materials. This 
reasoning was carried out to explore the properties of the horasan mortar 
gotten by appropriating lime and squander brick clean as the most fabric 
and grain water as blending water.

1. Materials 

1.1. Sand

Sand produced in Limak A.S. The grading of sand was shown in Table 1. 

Table 1. The Grading of Sand

Sieve (mm) 2.00 1.60 1.00 0.50 0.16 0.08

Percentage (%) 0 7 ± 5 33 ± 5 67 ± 5 87 ± 5 99 ± 1

1.2. Cement

Cement was CEM II 42.5 R. Chemical compositions of cement, 
mineral components and mechanical properties were given in Table 2, 3 
and 4, respectively. Its gravity was about 3.14 g/cm3.

Table 2. Chemical Properties of cement

Component CaO MgO SiO2 Al2O3 Fe2O3 K2O Na2O SO3
Loss on 
ignition

Cement, % 61.66 1.31 21.44 4.96 3.90 0.25 0.43 3.38 0.96

Table 3. Mineral components Table 4. Mechanical Properties

C3S 33.37 Compressive Strength
(MPa)

2 
days

28.0

C2S 36.37 7 41.3
C3A 6.55 28 60.5
C4AF 11.87

1.3. Brick powder (BD)

The specific gravity of brick dust was 2.76. The chemical properties 
of the waste brick dust were seen in Table 3. Picture of brick dust was seen 
Figure 1. 
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Table 5. Chemical properties of brick dust

SiO2 CaO Al2O3 Fe2O3 K2O MgO Na2O SO3 TiO2 LOI

Brick dust 52.0 4.3 40.0 0.7 0.49 0.11 0.04 0.31 0.67 1.38

Figure 1. Picture of brick dust
1.4. Hydrated Lime (L)
The specific gravity of lime was 2.34 g/cm3. The bulk density was 480 

kg/m3. Available Lime Index as Ca(OH)2 was 89%. 

2. Methods 
In this study, the effect of using different materials over the properties 

of horasan mortar was investigated. For this purpose, lime, brick dust, 
cement and water were used in horasan mortar. Mix amounts of the mortars 
are given in Table 6.  The fresh mortars were filled into the 40x40x160 mm 
molds. After 24 h, samples were cured in water until the 28 days. 

Table 6. Mix proportions of mortars

Sand, g
(S)

Cement, g
(C)

Brick dust, g
(BD)

Lime, g
(L)

Water, g
(W)

Control 1350 450 - - 225
BD 1350 405 45 - 225
L 1350 405 - 45 225
BD+L 1350 360 45 45 225

2.1. Flexural strength 
The test of the composite was tested according to Turkish standard 

(TS EN 196-1) [22]. Strength was calculated according to Eq. (1); 
Rf = (1.5 × Ff × ℓ )/ b3, (1)
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Rf is the flexural strength in MPa; 

Ff is load in N; 

b is the side of the prism in mm; 

ℓ is the distance in mm. 
2.2. Compressive strength 
The strength test was applied with TS EN 196-1 [22]. The one broken 

parts of the specimen retained after test were used. The tests were applied 
on cured specimens. Compressive strength was calculated according to Eq. 
(2); 

𝑅𝑐 = 𝐹𝑐 / 6400, (2)
In the equations above 

Rc is the compressive strength in MPa 

Fc is the load in N. 

6400 is area in mm
2.3. Ultrasonic pulse velocity

In order to assess the quality of the mortar an ultrasonic test was carried 
out in accordance with TS EN 12504-4 [23]. Ultrasonic pulse velocity test 
was calculated Eq. (3); 

v = (L / t) ×1000, (3)
In the equations above: v is the pulse velocity in m/s; 

L is the distance in mm; 

t is the time travelled in μs. 
3. Results 
The strength was the most mechanical properties in the quality of 

concrete compared with other properties. Figure 2 showed the strength of 
BD cement mortar at 28 days curing. After 28 days, strength of the samples 
with BD were in the range 20.00-29.00 MPa. The highest strength of 29 
MPa demonstrated by reference samples. After curing, it was observed 
that the increase of the percentage BD decreased the compressive strength 
compared to the control mortars, indicating that %10 is the optimum mix 
proportions for strength.
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Figure 2. Compressive strength
Mortar is a mixture of the sand and matrix, and it is the interface 

between these materials. For the strength could be supposed that it is more 
sensitivity of the transition zone between sand and matrix. The increase in 
strength of cement based composite containing pozzolan materials play an 
important role in improving the sand-paste bond and formation of C-S-H. 
Thus, mortar with BD in water mixing ensuring a better contribution to 
achieve adequate interfaced to the strength. 

The results show that mixing mortar with lime improves the 
compressive strength of mortar according to brick dust. It can be shown in 
Figure 3 that the addition of BD+L lowered the strength compared other 
materials. It can be seen that the mixes with L indicated similar values in 
contrast with that of the BD and BD+L. The results indicate that the effect 
of L on compressive strength of mortar was significant compared BD.

a. Reference b.  Brick dust  c. Lime  d. Brick dust + lime

Figure 3. Compressive strength
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3.2. Flexural strength
Flexural strength of cement based composite were presented in Figure 

4. Figure 4 showed the strength of BD cement mortar at 28 days of curing. 
After 28 days, strength of the samples with BD were in the range 4.36-
3.70 MPa. The highest strength of 4.36 MPa demonstrated by reference 
samples.

a.	 Reference b. Brick dust c. Lime d. Brick dust + 
lime

Figure 4. Flexural strength

The results show that mixing mortar with W improves the flexural 
strength of mortar. The highest flexural strength demonstrated by reference 
sample. According to Figure 4b, the average flexural strength of the 
BD and BD+L mixes was approximately 3.3% and 10% lower than the 
reference samples, respectively. It can be seen that the L mixes indicated 
similar values in contrast with that of the BD and BD+L mixes. According 
to Figure 4c, except for one outlier in which the 28 days flexural strength 
values were approximately the same, the BD+L samples had flexural 
strength values at least 10% lower than the other samples. The highest 
flexural strength of 4.04 MPa demonstrated by L sample.

3.3. Ultrasonic pulse velocity
The ultrasonic pulse velocity results were shown in Figure 5. Figure 

5 signifies ultrasonic pulse velocity of composite decreases while the 
replacement ratio of material increases. During the test, ultrasound transfer 
inside the material through pores which provides information about the 
porosity of materials in cement based composite applications. Considering 
graph, it can be concluded that incorporation of BD and L in cement based 
composite adversely affects the composite in relation to its ultrasonic pulse 
velocity.
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a. Reference b. Brick dust c. Lime d. Brick dust + 
lime

Figure 5. Ultrasonic pulse velocity

The quality classification of the concrete is done as follows; a value 
of above 4.5 km/s points excellent quality, a value varying between 3.5 
and 4.5 km/s indicates good concrete; a value between 3.0 and 3.5 km/s 
indicates medium quality of concrete [24]. As can be seen in Figure 5, the 
ultrasonic pulse velocity results at samples ranged from 3.0 km/s to 4.57 
km/s considered as “good concrete” quality of concrete. 

Conclusions
In this study, the effect of using different materials over the properties 

of horasan mortar was investigated. For this purpose, lime, waste brick 
dust, as binder cement and water, as mixing water were used in horasan 
mortar mixture. Following conclusions can be drawn from the experimental 
studies and analyses mentioned above.

∗	 The results show that mixing mortar with lime improves the 
compressive strength of mortar according to brick dust. 

∗	 According to Figure 4b, the average flexural strength of the BD and 
BD+L mixes was approximately 3.3% and 10% lower than the reference 
samples, respectively. It can be seen that the L mixes indicated similar 
values in contrast with that of the BD and BD+L mixes. 

∗	 The ultrasonic pulse velocity results at samples ranged from 3.0 
km/s to 4.57 km/s considered as “good concrete" quality of concrete. 
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INTRODUCTION

The quality of a body of water is influenced by high concentrations of 
nutrients (for example from phosphates and nitrogen), causing changes in 
the natural balance of water (Yang et al., 2018). The chemical processes and 
dynamics of ecosystems in the water are negatively influenced by excessive 
nutrients. The changes occurring in water quality characteristics owing to 
the chemical and biological processes are known as eutrophication and are 
frequently connected with human activities (Jiang et al., 2014; Nyairo et 
al., 2015; Quevedo-Castro et al., 2019).  

There are many studies on eutrophication process in lakes and 
reservoirs. This situation has provided opportunities in the development 
of numerous eutrophication models and mathematical calculation methods 
and categorization of waters according to their trophic status. Trophic 
categories primary productivity values are traditionally related to the bio-
mass values and nutritional values and / or nutrient concentration of primary 
producers (Chalar et al., 2011). Eutrophication is one of the most significant 
and permanent water quality problems in freshwater ecosystems (Le Moal 
et al., 2019; Zou et al., 2020). Eutrophication expresses an ecosystem 
reaction to the nutritional value, typically nitrogen (N) and phosphorus (P), 
resulting from the influence of natural factors and anthropogenic activity 
(Du et al., 2019; Muri et al., 2018).

 The reservoirs built for hydroelectric power are large-scaled artificial 
ecosystems. There are a lot of factors affecting the water quality of these 
basins (de Oliveira et al., 2020; Tundisi & Tundisi, 2012). It is known that the 
water quality of river basins deteriorates as the result of the anthropogenic 
activities in the areas surrounding the reservoirs (Wunderlin, 2018). This 
activities may also affect the current water quality and volume for electric 
power production and human resource in some cases (Glibert et al., 2018). 
Therefore, the water quality at long date and hydroclimatic observations 
are essential for monitoring and comprehending the systems of ecosystem 
(Cloern, 2019; Li et al., 2020; Shafiei & McLoughlin, 2017). Physical, 
chemical and biological components with regard to human effects and 
possible uses of human are analyzed in order to evaluate water quality. For 
this reason, poor water quality puts at risk the sustainability and survival 
of ecosystems and species (Chittoor Viswanathan et al., 2015; Quevedo-
Castro et al., 2019; Yu et al., 2016).

Determining the trophic state of a lake has importance in the scientific 
evaluation of each. This enables us to determine (a) biotic status of abiotic 
and water bodies, (b) the relationship between chemical and biologic 
parameters and (3) the status of the lake (Matthews et al., 2002).
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The trophic situation of inland waters are divided at three levels: 
oligotrophic, mezotrophic and eutrophic. Attempts have been made in 
order to evaluate the trophic status of the inland waters quantitatively by 
using both univariate and multivariate methods (Wang et al., 2018). Carlson 
defined a numerical Trophic State Index (TSI), which can be calculated 
using Secchi depth (SD), chlorophyll-a (Chl-a) or total phosphorus (TP) 
in 1977. 

The purpose of this study is to use the index in order to determine 
the relationship between nutrients and trophic status of dam water quality 
and its evaluation was made by using the multivariate statistical analysis 
(hierarchical analysis). 

MATERIALS AND METHODS

Study Area

Borçka dam is Turkey’s 59th and Artvin’s 3rd largest power plant. 
The plant is also Turkey’s 16th largest Hydroelectric Power Plant (URL-
1). The purpose of the construction of the Borcka dam is to protect energy 
production and flood. The studies with regard to the cage fish farming in 
the dam lake are continuing. It is observed that there has been an increasing 
trend in the matter of the production of fishing facilities in Borcka dam 
lake since their establishment (Sucu & Dinç, 2008).

The data of the study were obtained from Artvin (Turkey) Provincial 
Directorate of Environment and Urbanization. The samples were taken 
from the surface, middle and bottom of the Borçka dam lake in 2015. Total 
phosphorus (TP), total nitrogen (TN), chlorophyll-a (Chl-a) and secchi 
disk (SD) depths were measured for the purpose of assessing the water 
quality data. The sample points has been shown in the Figure 1.
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Figure 1.Monitoring Sites
Trophic State Index

Carlson (1977) suggested the measurement of the trophic status of a 
water body in accordance with the Trophic State Index (TSI) value and 
they can be divided into four basic groups: oligotrophic, mesotrophic, 
eutrophic and hypereutrophic. TSI has a lot of advantages such as ease 
of implementation and small data requirements. Carlson (1977) made a 
calculation by means of using SD, Chl a and TP concentrations (Carlson, 
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1977). Kratzer and Brezonik also included TN concentration in the Carlson 
type index (Kratzer & Brezonik, 1981). Every 10 units in this system 
represent a half decrease in Secchi depth, a third increase in chlorophyll 
concentration and a doubling of the total amount of phosphorus (Dodds 
et al., 1998). The parameter from which the unit is calculated is shown in 
parentheses since TSI can be calculated from these four parameters. The 
categorization of these indexes is shown in the Table 1. 

TSI(CHL, µg/L)=10×[6–(2.04–0.68lnCHL)/ln2]                                            

TSI(TP, µg/ L)=10×[6–ln(48/TP)/ln2]                                                                  

TSI (SD, m) = 10 × [6 – ln SD/ln 2]                                                                                  

TSI (TN, mg/L) = 10 × [6 – ln (1.47/TN) ln 2]    

           

Table 1. Trophic States Index Classifications

TSI
SD
 (m)

TP
 (µg P/L)

 Chl-a 
(µg/L)

TN
 (mg N/L)

Ultraoligotrophic 0-20 64-16 0.75-3 0.04-0.34 0.02-0.09
Oligotrophic 30-40 8-4 6-12 0.94-2.6 0.18-0.37
Mesotrophic 45-50 2.8-2 17-24 5-6.4 0.52-0.74
Eutrophic 53-60 1.6-1 30-48 10-20 0.92-1.47
Hypereutrophic 70-100 0.5-0.062 96-768 56-1183 2.94-23.6

RESULTS AND DISCUSSION

Summary of Water Quality 

The trophic status evaluation of the dam lake water quality was made 
in line with the “Surface Water Quality Regulation” published in the 
Official Gazette dated 30.11.2012 and numbered 28483. This regulation 
was revised twice in 2015 and 2016. The boundary values of “Lake, Pond 
and Dam Lakes Eutrophication Criteria” in the Regulation are given 
in Table 2. The boundary limits given for the lake, pond and dam lakes 
were taken as base according to these values (Table 2; Figure 2). The TP 
parameter is evaluated on the surface (34 µg / L), middle (43 µg / L), and 
at the bottom (23 µg / L) as mesotrophic in accordance with the boundary 
values set forth in the regulation (Table 3). TP parameter is determined as 
mesotrophic on the surface (55) and in the middle (58) and at the bottom 
(49) as eutrophic according to TSI index. It has been observed that it does 
not give exactly the same result with TSI index for TP parameter. The 
TN parameter is evaluated on the surface (716 µg/L) as mesotrophic and 
in the middle (1197 µg/L) and at the bottom (1185 µg/L) as eutrophic in 
accordance with the regulation. The TN parameter was determined on 
the surface (49.63) as mesotrophic and in the middle (57.04) and at the 
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bottom (56.9) as eutrophic according to the TSI index. The water quality is 
assessed as the same according to the result of TN parameter regulation and 
TSI index calculation. The Chla parameter is evaluated as oligotrophic on 
the surface, in the middle and at the bottom pursuant to the regulation and 
TSI index. The SD parameter is evaluated as mesotrophic on the surface, in 
the middle and at the bottom pursuant to the regulation and TSI index. The 
water quality of the lake is determined to be at the mesotrophic level when 
the average calculation is made in line with the TSI index (Table 4). It 
was expressed that there may be domestic industrial agricultural activities 
affecting the water quality in the study carried over in Çoruh basin (Bilgin, 
2015). It is determined that the water quality is (Bilgin, 2018) in the studies 
with relation to the Borçka dam lake water quality and the water quality 
was found to be at the mesotrophic level in the study of water quality by 
means of using multivariate statistical analysis (Bilgin, 2015). In the study 
showing the trophic status of Borcka dam, the data of 2016 and 2013 years 
were used and this article shows a similar result (Bilgin, 2020).
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Figure 2. TSI calculations values calculated at measuring points

Table 2. The limiting values of “Lake, Pond, and Dam Lakes eutrophication 
criteria” dam lake trophic states in Turkish regulation

Turkish Water Quality Limited Degree

Water Quality 
Degree

TP 
(µg/L)

TN 
(µg/L)

Chla (µg/L) SD (m)

Oligotrophic < 10 < 350 < 3,5 > 4

Mezotrophic
30 650 9 2
50* 1000* 15* 1,5*

Eutrophic 100 1500 25 1
Hipertrohic > 100 > 1500 > 25 < 1

* Limit values valid for ponds or dams

Table 3. Evaluation of Water Quality According to Limit Values in Legislation
TP(µg/L) TN(µg/L) Chla (µg/L) SD

Surface 34 M 716 M 1 O 2 M
Middle 43 M 1197 E 1 O
Depth 23 M 1185 E 1 O

Classificaitons; E:Eutrophic M:Mesotrophic, O:Oligotrophic
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Table 4. Evaluation of Water Quality According to TSI
TSI(TP)
(µg/L)

TSI(TN)
(µg/L)

TSI(Chla) (µg/L) TSI (SD) TSI 
average

55.0 E 49.63 M 30.6 O 50.01 M 46.3 M
58.4 E 57.04 E 30.6 O
49.4 M 56.90 E 30.6 O

Classificaitons; E:Eutrophic M:Mesotrophic, O:Oligotrophic

The cluster analysis ensures for grouping by looking at the similarities 
of the samples (Shrestha & Kazama, 2007).Wards method was used in order 
to classify the samples in the hierarchical accumulation clustering analysis 
(Li et al., 2011; Willet, 1987). Two groups, Cluster -1 (Deep) and Cluster 
2 (Surface, Middle), were obtained in accordance with the sampling depth 
in consequences of the study. This situation demonstrates that the water 
quality at the bottom differs from the surface and the middle. Two groups 
such as Cluster -1 (TSI(Chla) and Cluster-2 (TSI(TP), (TSI(TN)) were 
achieved when it is analyzed pursuant to the TSI (Figure 3). 

Figure 3. Cluster analysis

Determinant of the limiting nutrient

The phosphorus and nitrogen are primary limiting nutrients for aquatic 
algae production. TN: TP is generally suggested as an index in order to 
identify N and P limiting nutrients in lakes. (Canfield, 1983; Downing & 
McCauley, 1992). The threshold value of TN / TP varies in the literature 
(Huber et al., 1982). The lakes can be categorized according to the TN: 
TP rate (Table 5). The nitrogen may limit algal growth in the places where 
TN:TP is low and therefore TN will ensure a better estimate for chlorophyll. 
On the other hand, the phosphorus is more likely to limit growth in the 
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places where TN:TP is high and TP will be better predictive (Phillips 
et al., 2008). Nitrogen and phosphorus are primary limiting nutrients 
for algal production in aquatic systems. However, Dodds & Whiles 
reported that phosphorus is a more restrictive element than nitrogen in 
freshwater systems (Dodds & Whiles, 2010). Sakamoto (1966) and Smith 
(1982) reported that nitrogen is the limiting nutrient when TN / TP <10, 
phosphorus is a limiting nutrient when TN / TP> 17 and the freshwater 
environments were considered a balanced system when it was between 
(10 <TN / TP ≤ 17). The surface is identified as P-limited, the middle and 
the bottom are identified as co-limited in this study. The fact that it is P 
limited or co-limited produces the result that the dam lake demonstrates 
non-algal turbidity.  P is most inclined to be limited in lakes turning from 
oligotrophic into mesotrophic since precipitation are often still oxy and P 
is relatively permanent owing to the tendency of the insoluble complexes 
and particles formed with metals to absorb into the substance (Welch & 
Lindell, 1992). Although there is a little P in rainwater (dust-related on a 
large scale), It is shown that P has a relatively important contribution in 
phosphorus-poor basins (Jacoby, 2014). 

Two-dimensional graphical approaches frequently used in the 
explication of the limiting factors that influence the chlorophyll and nutrient 
concentration, were used. (Carlson & Havens, 2005) It is determined as TSI 
(Chla) < TSI (SD) ve TSI(TP)>TSI(SD)>TSI(Chla) when it is evaluated 
pursuant to the TSI index.   This situation demonstrates that there is non-
algal turbidity. In this circumstances, there is predominantly turbidity 
generated by sediment or other organic substances rather than chlorophyll. 
At the same time, it may also occur in the event that the large particles 
(spirulina) are dominant and if transparency is less affected by particles 
or zooplankton grazing removes smaller particles and leaves only large 
forms.

Table 5. Determinant of the limiting nutrient

Sample 
Point TN/TP Evaluation TSI Evaluation

Surface
11.76

P-limited a)	 TSI (Chla) < TSI (SD)
             30.6<50.01
b)TSI(TP)>TSI(SD)>TSI(Chla)
            55>50.01>30.6
   

Middle
27.84

Co-limited

Deep
51.52

Co-limited

CONCLUSIONS	

TSI and hierarchical analysis were used for the purpose of determining 
the water quality of Borcka dam lake in this study. The Borçka dam lake 
is evaluated as mesotrophic in accordance with the TP and SD parameters, 
eutrophic-mesotrophic pursuant to the TN parameters and oligotrohic 
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according to the Chla parameters in the evaluation conducted in accordance 
with the legislation. TSI index is determined that it has mesotrophic feature 
when evaluated according to the average. The quality of bottom water was 
determined that it was different with respect to the surface and the middle 
water quality when evaluated pursuant to hierarchical analysis. One of 
the significant factors in specifying the water quality is the definition of 
the limiting factor. The limiting factor is designated as P-limited on the 
surface and as co-limited in the middle ant at the bottom according to the 
TN/TP rate in this study. At the same time, the fact that the TSI (Chla) 
value is less than the TSI (SD) value demonstrates that the non-algal 
turbidity is more dominant in this place. This study shows the usage of 
index and statistic in the evaluation of the water quality of dam lake. The 
evaluation of the quality of water only in accordance with the legislation 
causes incomplete comments. For this reason, the deterioration of water 
quality can be evaluated more accurately by means of determining nutrient 
limiting factors.
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INTRODUCTION

Information technologies, which have become one of the fundamental 
elements of the information society, bring some problems depending on 
the usage differences. Differences arising from the use of information 
systems lead to inequalities between people. The inequality issue referred 
to as the digital gap, digital divide, or digital poverty deepens with the 
developments in technology and becomes a problem that threatens the 
information society. Therefore, it is significant to measure the level of 
inequality caused by the digital divide. Different indexes, parameters, 
and indicators are employed in many studies on the subject. Data is 
obtained from the questionnaires and analyzed by the traditional statistical 
methods. Researches usually focus on demographic variables and income 
levels in a personal, regional, and global context. However, there are no 
adequately organizational (company-oriented) and sectoral analyzes. The 
lack of a standard measurement tool creates methodologic confusion in 
determining the level of the digital divide and inadequacies in comparing 
results effectively. Gini coefficients, one of the most suitable instruments 
to evaluate income inequalities, were rarely used in determining the digital 
divide levels. Considering that the digital divide is inequality in distribution, 
the most appropriate approach would be to use Gini coefficients to measure 
the digital divide level. In this study, we analyzed the digital divide levels 
between sectors in some European countries and Turkey by using the 
Gini coefficients. We obtained the data required for calculating the Gini 
coefficients from the Turkish Statistical Institute (TUIK) and the European 
Statistical Office (Eurostat) research reports. The results demonstrated 
that, between sectors, the highest digital divide level is in online sales, and 
the lowest is in computer ownership.

Digital technology-based communication systems, which started to 
become widespread after computers were made suitable for personal use, 
have brought out some differences in social and economic life. After the 
computers that created the beginning of digital technologies, the second 
curtain in information systems was opened with the Internet. Internet is 
a sharing-based system designed for the mutual transfer of information 
and documents. It formed a worldwide network and enabled users to 
communicate with each other. It provided a significant contribution to the 
dissemination of information and eliminated the restriction of information 
to only one computer. Although limited operations such as plain-text, 
e-mail, and file sending could be performed in the first years, the Internet 
expanded the communication channels between the related parties. With 
the HTML coding technique developed by Tim Barners Lee, the internet 
users who are introduced to the web concept increased their interactions 
through web technologies (Melnikas, 2011; Spector, 2001). Image, audio, 
and video information were transferred over the web, and the interaction 
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environment was supported by languages such as ASP and PHP, which are 
interpreted by browsers. Thanks to these languages that can be embedded 
into HTML codes, clients can make queries from databases and instantly 
access the data they want.

Technological developments bring about changes in business 
life. The most radical developments that force business processes 
and organizations to structural changes are seen with information and 
communication technologies (ICT) (Drucker, 2010). In the early years of 
the use of computers, information systems, which led to discussions by 
some scientists led by Solow that they had no contribution to productivity 
(Solow, 1987), are among the indispensable resources of businesses today. 
The process of transition to informatics, which started with the idea of 
not staying behind from competitors, offers companies many advantages 
such as cost, efficiency, control, flexibility, and speed. The use of ICT 
increases operational efficiency, organizational flexibility, profitability, 
competitiveness, and encourages companies to innovate (Akin, 2005; 
Bayo-Moriones and Lera-Lopez, 2007; Love et al., 2005). In this way, 
companies gain a dynamic structure where continuous innovation is carried 
out. ICT that makes the activities of companies more efficient, increases 
market efficiency. Especially in the years when the internet was opened 
to social use, it was predicted that information-based problems would 
disappear with the increase in instant access to information and the speed 
of information dissemination, thus increasing firm and market activities 
and creating a perfect market environment (Bakos, 1998; Ellison and 
Ellison, 2005; Brousseau and Curien, 2007).

There is also a dark side to this comfortable world, which is depicted to 
be formed by information systems. Authors like Whinston et al. (1997), Lee 
(1998), Huston and Spencer (2002), Ellison and Ellison (2005) emphasized 
that information systems did not create the perfect environment as claimed 
in the 1990s, on the contrary, knowledge-based problems increased 
during the transition to information technologies. The main problems that 
researchers draw attention to are incomplete information and the resulting 
uncertainty. Hoffman et al. (1999), on the other hand, drew attention to the 
concerns of confidentiality and the capture of private information and stated 
that these problems negatively affect the use of information systems. The 
passing of private information to third parties is due to security weakness. 
According to Egger (2003), recording personal data in databases is the 
main reason for security weakness.

One of the problems faced with the spread of information technologies 
is the digital divide. This concept, which is expressed as the difference 
between those who have information systems and those who do not, is a 
situation of inequality and is seen as a sociological problem that negatively 
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affects the social structure (Attewell, 2001). In general, it is seen that 
researches on the subject are conducted at personal, regional, and global 
levels, and there are not many studies on companies and sectors. The 
digital divide, which causes inequalities between companies, stands before 
us as a concept that negatively affects the activities of the companies and 
the market and economic structure accordingly. Therefore, determining the 
digital divide level between firms is important in terms of measures to be 
taken and policies to be implemented.

When the studies on measuring the digital divide are examined, it is 
seen that two approaches usually stand out. Indexes that contain information 
technologies variables such as computer ownership, internet access rate, 
number of hosts, bandwidth are used for comparisons and rankings between 
countries. These indexes employed by international organizations such as 
OECD, World Bank, and United Nations contradict each other in terms 
of results. In another approach, the relationship of information systems 
usage levels is investigated via demographic variables, and the analyzes 
such as variance, factor, correlation are used. Digital divide studies using 
Gini coefficients that have become a standard for calculating inequalities 
are rarely encountered. In these studies, personal and regional analyzes are 
performed with data grouped according to demographic variables such as 
age, gender, and income.

In this study, we carried out a sectoral digital divide analysis of some 
European countries and Turkey using data related to the computer, Internet, 
website ownership, and online shopping. We used the Gini method in 
sectoral analyzes based on the 2013 Eurostat and TUIK data. Data were 
grouped by NACE Rev.2 system. Considering the results, we demonstrated 
that Turkey is not in a bad position as it is reported in international indexes 
and, on the contrary, that Turkey has a lower digital divide level in some 
information systems usages compared to the other countries.

SECTORAL DISTRIBUTIONS AND INFORMATION TRENDS 
IN TURKEY AND EUROPE

Sectors consisting of companies operating in a specific production 
and service area are tools used in grouping enterprises. The characteristic 
structures of the sectors are determined by the companies they own. Proper 
classification of companies according to their fields of activity is essential for 
sectoral analyzes. Many sectoral classifications have been made according 
to the activity field, and the most common classification between these is 
the grouping of companies as agriculture, industry, and service sectors. 
Over the last decade, NACE sectoral classification that Turkey also uses 
is a system developed since 1970 by Eurostat. In the classification system, 
in which last changes were made in 2008 and named as NACE Rev.2, it is 
aimed to give an international dimension to the determination of economic 
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activity areas and to provide comparisons between countries (Eurostat, 
2008). TUIK, which carries out sectoral analyzes in Turkey, has begun to 
employ the NACE system since 2010 (TUIK, 2015). In this context, the 
sectoral classification given in Table 1 is used for studies on information 
systems usage in enterprises.

Table 1: Sectoral classification

NACE Code Industrial Sector (Economic Activity)

C Manufacturing

D Electricity, gas, steam and air conditioning supply

E Water supply; sewerage; waste managment and remediation activities

F Construction

G Wholesale and retail trade; repair of motor vehicles and motorcycles

H Transporting and storage

I Accommodation and food service activities

J Information and Communication

L Real estate activities

M Professional, scientific and technical activities

N Administrative and support service activities

Source: Eurostat and TUIK

The sectors presented in Table 1 are used jointly by both TUIK and 
Eurostat. Although there are many sub-sectors, these eleven sectors are 
typically common in the reports. Since the number of enterprises in sectors 
D and E is low, these sectors are considered together. According to these 
sectoral groups, the number of enterprises in some European countries and 
Turkey is listed in Table 2. Since the latest data on the number of enterprises 
of TUIK and Eurostat belong to 2013, all tables have been arranged with 
the data of 2013. Therefore, the analysis carried out only covers 2013.

Table 2: Number of enterprises in Turkey and some European countries in 2013

Sector Denmark Sweden Finland Bulgaria Romania Turkey
C 15060 56063 26595 30907 67844 340413

D-E 4390 3855 2826 2926 4854 4705
F 30705 102671 48442 19710 64077 157679
G 42720 140227 58214 141423 274269 1074575
H 11243 31579 22995 19671 59646 421770
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I 13670 33865 12905 26532 34907 232738
J 15406 59956 13614 10416 33722 31785
L 27522 56303 25986 21816 15988 24490
M 32336 180814 49595 39544 86172 154456
N 16445 39841 18253 9576 36613 29026

Sum 209497 705174 279425 322521 678092 2471637
Source: Eurostat and TUIK

The percentages of information systems usage, which is common in 
Eurostat and TUIK data, between enterprises are given by sectors in Table 
3. When these values are examined, it is noteworthy that computer and 
internet usage is higher than web page ownership and online sales. The 
lowest values are seen in online sales. According to the data in Table 3, 
it can be said that Denmark is in the best position in information systems 
usage between countries. It is seen that the highest rate of information 
systems usage in Sweden, Finland, and Bulgaria is in sector I; in Denmark, 
it is in D-E, and in Turkey, it is concentrated in the sector J.

Table 3: The ratio of information systems usage (%)

Country Information 
Systems

All 
Sectors

Sectors
C D-E F G H I J L M N

Denmark

CO 99 99 100 100 99 98 100 100 100 99 99
IA 99 99 100 100 99 98 99 100 100 99 99

WO 92 94 99 95 89 79 97 96 92 97 96
OS 27 21 16 12 44 20 52 27 19 12 24

Sweden

CO 98 99 100 97 99 99 100 99 97 100 96
IA 98 98 100 96 98 97 100 99 97 100 96

WO 89 93 99 79 93 73 98 98 97 95 87
OS 24 28 27 7 35 26 66 23 18 14 21

Finland

CO 100 100 100 100 100 100 100 100 100 100 100
IA 100 100 100 100 100 100 100 100 100 100 100

WO 94 98 92 88 96 82 100 98 93 99 90
OS 16 21 11 4 22 12 71 21 15 4 19

Bulgaria

CO 92 91 99 93 92 89 100 99 96 96 89
IA 89 89 99 89 89 88 100 99 96 96 86

WO 47 49 33 46 41 36 88 85 51 57 38
OS 5 5 0 2 6 2 20 15 6 3 6
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Romania

CO 85 85 96 70 92 88 89 94 99 97 84
IA 83 84 94 69 91 86 84 94 97 97 78

WO 42 34 43 37 54 32 51 80 43 30 41
OS 9 6 1 1 15 28 12 16 2 3 9

Turkey

CO 92 90 96 91 96 91 85 98 94 93 90
IA 91 88 94 90 96 90 83 97 92 91 88

WO 54 56 62 49 56 44 54 79 49 57 45
OS 10 10 5 4 13 6 19 20 4 8 7

CO: Computer Ownership, IA: Internet Access, WO: Website Ownership, OS: Online Sales
Source: Eurostat and TUIK

THE DIGITAL DIVIDE

The digital divide is defined as the differences in the use of ICT. This 
concept used to describe the differences between individuals, firms, and 
countries, covers the inequalities in access and effective use of ICT. The 
digital divide, which was first heard with the ownership of a fixed telephone 
line and evaluated in this way (Brousseau and Curien, 2007), deepened 
with the developing technology, and today, it is evaluated with parameters 
such as computer ownership, internet access, mobile device ownership, and 
online transactions. The digital divide that is considered as an unbalanced 
distribution of resources is seen as an inequality (Baker, 2001). Dewan 
and Riggins (2005) define the digital divide as the distinction between 
ownership and non-ownership for individuals. OECD (Organisation for 
Economic Co-operation and Development) describes this concept as the 
differences in owning and using ICT (OECD, 2001). This definition, 
which forms the basis of the approach to the digital divide concept in the 
literature, states that the digital divide is related to the effective use of ICT 
as well as ICT ownership.

Digital Divide Types

As can be understood from the OECD definition, there are two types of 
the digital divide: horizontal and vertical. The digital divide between ICT 
users and non-ICT users is defined as a vertical divide, while the digital 
divide related to effective use between ICT users is called a horizontal 
divide (Sedimo, Bwalya, & Plessis, 2011). The vertical divide, which is 
the first problem encountered with the possession of ICT, is called the 
first-level digital divide (Attewell, 2001). While analyzing the first-level 
divide that explains the differences between those who have access to ICT 
and those who do not have access, parameters such as hardware, software, 
Internet connection, and Internet connection types should be evaluated 
(Van Dijk and Hacker, 2003). The horizontal divide is used to express the 
differences related to the effective use of ICT by those who have access to 
ICT. Hence, it is referred to as the second-level digital divide (Attewell, 
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2001). The high complexity of ICT makes them difficult to use, and the 
different technological competencies of individuals prevent them from 
taking advantage of the technology at the same level. According to Wei 
and Hindman (2011), since the differences regarding effective use are more 
pronounced between social strata, they affect the social structure more. 
Therefore, academic studies and public policies on the second-level digital 
divide are required. 

Measuring the Digital Divide

Rapid developments in technology give ICT a dynamic structure. 
This dynamic structure generates difficulties in determining ICT usage 
levels and revealing the differences in ICT usage. There is no consensus 
in the literature regarding the measurement of the digital divide due to 
reasons such as parameter diversity, different approaches of disciplines, 
diversity in ICT, wide usage areas, and rapid technological developments 
(Sciadas, 2005). Since an effective methodology has not yet been 
developed, researchers are forced to create frameworks of their methods. 
Therefore, different methods, indexes, and parameters are used in 
different studies.

There are two approaches in studies on measuring the digital divide. 
In the first approach, indexes calculated from informatics scores with some 
selected ICT indicators are used. These indexes are usually intended to 
reveal the digital divide between countries. Some of them are the Digital 
Opportunity Index (DOI), Digital Access Index (DAI), ICT Development 
Index (IDI), Networked Readiness Index (NRI), and Digital Evolution Index 
(DEI). In particular, these studies are promoted by global organizations 
such as OECD, World Bank, and United Nations. The indicators included 
in these indexes used to measure informatics inequalities vary according 
to the indexes, but generally, basic indicators such as computer ownership, 
internet access, mobile device usage are involved in all indexes (Fidan, 
2016). It is aimed to determine the personal usage levels of information 
systems in the calculated informatics scores, and country rankings are 
performed. The status of some European countries and Turkey in the 
ranking of IDI and NRI scores that cover world countries are given in 
Table 4.
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Table 4: Score values and world rankings of some countries

Country
IDI (2013) NRI (2013)

Score Rank Score Rank
Denmark 8.86 1 5.58 8
Sweden 8.67 3 5.91 3
Finland 8.31 8 5.98 1
Bulgaria 6.31 49 3.87 71
Romania 5.83 58 3.86 75
Turkey 5.29 68 4.22 45

Source: WEF and ITU reports

When Table 4 is examined, the inconsistency in IDI and NRI rankings 
draws attention. Denmark ranks first according to IDI, and third according 
to the NRI. It is also a similar case for Turkey. While IDI shows Turkey in 
the 68th row, lower than Romania and Bulgaria, NRI shows in the 45th row, 
above these countries. This discrepancy between indexes poses a question 
mark on what the scores actually measure.

Another approach to measuring the digital divide is to examine 
ICT such as computer, Internet, and mobile phone separately instead of 
compound structure. T-score, variance, factor, and correlation analyzes are 
used in these studies, which aim to determine the relationship between ICT 
ownership levels and demographic variables such as age, gender, ethnic 
origin, income level, and education level. Thus, the factors affecting the 
digital divide are tried to be determined.

MEASURING INEQUALITES

According to the economic understanding built on the principle that 
resources are limited, imbalances in the distribution of resources cause 
inequalities in the economic system. Karoly (1992) defines inequality 
as the situation in which one of the distributions differs from the other. 
Several approaches such as the Variance coefficient, Theil index, Atkinson 
index, Lorenz curve, Gini coefficients, and Robin Hood index can be used 
to determine the inequality levels. Between these approaches, it is stated 
that the best method to measure inequalities is Gini (MacLachlan and 
Sawada, 1997). The Gini coefficient is a value obtained from the Lorenz 
curve, which is a graphical representation of income inequality.    

Gini Coefficients

The Gini method, which is developed by Corrado Gini, is one of the 
methods used to express inequalities numerically (Ceriani and Verme, 
2012). It is based on the Lorenz curve developed by American economist 
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Max Otto Lorenz in 1905. The Lorenz curve is a graphical representation 
of how much shares did people take from the total income generated 
(Kakwani, 1977). In other words, it is a graphical representation of the 
distribution of income or wealth within a population. Along with its 
derivative statistics, it is widely used for measuring inequality across 
a population. The population is divided into segments based on the 
income levels determined, and the incomes of each group are calculated 
cumulatively (Chakraborty and Bosman, 2005). Figure 1 depicts a Lorenz 
curve showing the income distribution inequalities within the population. 
The inequality is determined by the area A between the diagonal called the 
absolute equality line and the Lorenz curve. A large area of “ ” indicates 
that the inequality in the distribution is high, and a small one indicates that 
inequality is low. If the total income is collected in a single segment or an 
individual, the Lorenz curve will consist of diagonals, and thus a situation 
of complete inequality will occur (Maclachlan and Sawada, 1997).

Figure 1: Lorenz curve

The Gini approach, which is one of the indexes used to express 
inequalities numerically, is a method based on the sum of the differences 
(Goodman and Kruskal, 1959). It is used to determine the numerical 
levels of the distribution difference in fields such as sociology, economics, 
geography, biology, health, industrial settlement, and education. The Gini 
coefficient, which is referred to as the Gini concentration ratio or the Gini 
index, is the most appropriate method to measure inequalities (Chakraborty 
and Bosman, 2005). When considering Figure 1, the ratio of the area  
between the Lorenz curve and the absolute equality line to the right triangle  
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(A + B) under the absolute equality line is called the Gini coefficient and 
obtained by Equation (1). 

	                                                                     (1)

                                                         (2)

                                                         (3)

The Gini coefficient can be calculated by Equation (2) without using 
the areas on the Lorenz curve. In the equation, � denotes each of the �  
groups, Y𝑖 represents the cumulative percentage of income (Shankar and 
Shah, 2003). The equation, in which the Gini value is calculated without 
giving the population information, can be used under the assumption that 
the population is in an equal distribution. In this case, Equation (3) should 
be used to calculate the Gini coefficients. In the equation, � is the number 
of regions, X𝑖 denotes the cumulative population ratio in the 𝑖th region, and 
Y𝑖  denotes the cumulative income ratio in the 𝑖th region. It is emphasized 
that before the calculation to be made using the related equation, the 
income groups have to be sorted in ascending order (Maclachlan and 
Sawada, 1997). The resulting 𝑮 value, as a result of the ratio, is between 0 
and 1. If the area � becomes larger (the divergence situation of the Lorenz 
curve from the absolute equality line), the 𝑮 value approaches 1, and the 
inequality increases. If the area � becomes smaller (the convergence 
situation of the Lorenz curve to the absolute equality line), the value of 𝑮 
approaches 0 and the inequality decreases.

Gini Approach in Measuring the Digital Divide

Different approaches, parameters, and methods can be used to measure 
the digital divide. Although there is an inequality, it is seen that the Gini 
coefficients, which have become a standard tool for measuring inequalities, 
are rarely used in measuring the level of the digital divide. Riccardini and 
Fazio (2002), one of the first researchers to use Gini coefficients in their 
studies, calculated the Gini coefficients of the digital divide levels between 
countries, firms, and individuals and revealed the variables that these 
coefficients are related. Chakraborty and Bosman (2005), on the other hand, 
determined the digital divide levels between US states according to gender, 
ethnicity, and income groups by using Gini coefficients. Jin and Cheong 
(2008), who calculated the Gini values of internet access and internet 
usage according to age, gender, and education level, found that there was 
no significant relationship between the digital divide in internet access and 
internet usage. Howard et al. (2010), who conducted cross-country analysis 
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using the Gini values of the digital divide, compared Canada and the USA 
according to education and income groups and concluded that there are higher 
digital divide levels in the USA. Fidan and Sen (2015) calculated the digital 
divide levels between genders and those living in urban and rural areas in 
Turkey by using Gini coefficients and indicated that there is a serious digital 
divide between genders in rural regions of Turkey. They investigated the 
sectoral inequalities in the digital divide context and determined the sectoral 
usage differences of companies’ information systems (Fidan and Sen, 2017). 
In another study, Fidan (2018) showed the digital divide levels regionally.

FINDINGS 

The calculation method of the Gini coefficients employed in our study 
is shown in Table 5. The grouping required for calculating the Gini values 
was carried out based on the NACE Rev.2 system in accordance with the 
Eurostat and TUIK reports. By using the percentages presented in Table 
3, computer, Internet, website ownerships, and the number of enterprises 
(e.g., dot-com companies),  was calculated according to the sectors, and 
the number of these firms was used in the study.

Table 5: Calculation of Gini coefficients

Sectors Number of 
enterprises

Number of 
enterprises 

using 
computer

Ratio of 
computer 

usage

Ratio of 
enterprise

Cumulative 
ratio of 

computer 
usage

Cumulative 
ratio of 

enterprise
|�𝑖𝑌𝑖+1 - �𝑖+1𝑌𝑖 |

D-E 4390 4390 0.0210 0.0211 0.0210 0.0211 0.0000

H 11243 11018 0.0537 0.0529 0.0746 0.0740 0.0001

I 13670 13670 0.0653 0.0657 0.1399 0.1397 0.0000

C 15060 14909 0.0719 0.0716 0.2118 0.2113 0.0001

J 15406 15406 0.0735 0.0740 0.2853 0.2853 0.0001

N 16445 16280 0.0785 0.0782 0.3638 0.3635 0.0003

L 27522 27522 0.1314 0.1322 0.4952 0.4956 0.0004

F 30705 30705 0.1466 0.1475 0.6417 0.6431 0.0006

M 32336 32012 0.1544 0.1538 0.7961 0.7969 0.0008

G 42720 42292 0.2039 0.2031 1.0000 1.0000 0.0000

Sum 209497 208204 0.0024

Table 5, which shows the Gini value calculation, is based on the number of 
Danish computer usage in 2013. While preparing this table, after determining 
the number of companies and the number of companies employing computers, 
their ratio in the total was calculated. After the sectors are ranked in ascending 
order according to the number of computers, the cumulative values were 
determined, and the levels of difference were specified by using Equation (3) 
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in order to be weighted depending on the number of companies. The value of 
the Gini coefficient, which is the sum of these differences, was calculated as 
0.0024. The fact that the Gini value is close to 0 indicates the digital divide 
related to computer ownership in the Danish sectoral structure is quite low. By 
applying the method in Table 5, Gini values of information systems in other 
countries are calculated and presented in Table 6.

If the values listed in Table 6 are examined, it is seen that the Gini 
coefficients in computer and internet usage are at low levels in all countries. 
Especially in Finland, there is full equality between the sectors in computer 
and internet use. Similar to the low levels of the digital divide in computer 
and internet use that Finland, Sweden, and Denmark have, there is also a 
similar situation for website ownership. The lowest digital divide level in 
website ownership is in Denmark with 0.0177 and the highest in Romania 
with 0.1192. It is observed that the highest Gini values between information 
systems are in online sales. Besides, it is seen that Denmark, Sweden, and 
Finland have higher Gini values in online sales transactions compared 
to other countries, in Finland the highest digital divide by 0.3325 and in 
Turkey with the lowest level of 0.1460.

Table 6: Gini values of the countries

Country Computer Internet Website ownership Online 
sales Avarage

Denmark 0.0024 0.0023 0.0177 0.2656 0.0720

Sweden 0.0061 0.0073 0.0292 0.2485 0.0727

Finland 0.0000 0.0000 0.0231 0.3325 0.0889

Bulgaria 0.0116 0.0190 0.1174 0.1717 0.0799

Romania 0.0269 0.0315 0.1192 0.2598 0.1093

Turkey 0.0178 0.0227 0.0365 0.1460 0.0557

When the differences in information systems usage are averaged, it 
can be said that there is a more balanced distribution in Turkey compared 
to other countries. According to the average values of Gini coefficients, the 
lowest digital divide is in Turkey, and the highest is in Romania. The most 
remarkable finding is that Finland, which is at the top in many studies, 
ranks after Romania, where the digital divide is the highest. These results 
contradict both IDI and NRI results. Although the information systems 
usage levels are high in Denmark, Sweden, and Finland, which are at the 
top in IDI and NRI scores, the calculated Gini values are higher than in 
other countries. These values, which show that the sectoral distributions 
are more unbalanced in information systems usage, reveal that high usage 
levels do not mean that the digital divide will be low.
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CONCLUSION

The digital divide, which is seen as one of the biggest problems facing 
countries in the information society process, causes the differences between 
individuals, companies, regions, and countries to deepen. For this reason, 
measuring the level of the digital divide is crucial in terms of economic and 
social policies to be implemented. In general, analyzes on firms/enterprises 
and sectors are rarely encountered when considering studies to measure 
the levels of the digital divide between individuals, regions, and countries. 
In these studies, informatics scores are calculated, or the factors affecting 
the digital divide are determined. Studies using Gini coefficients, one of 
the methods used to measure inequalities, are not common in the digital 
divide literature. This study reveals that the Gini approach can be used for 
determining the digital divide levels between countries.

In our study, we showed the digital divide levels between sectors in 
European countries and Turkey. According to the average of Gini values 
calculated for computer, internet, website ownership, and online sales, we 
determined that the lowest digital divide is in Turkey, and the highest is in 
Romania. While we obtained similar findings to previous studies in terms 
of the computer, internet, and website ownership, we derived different 
results about online sales. Besides, we demonstrated that Finland, which 
is shown as one of the countries with the lowest digital divide level, has 
the highest digital divide in online sales. In this context, we can say that 
the methods and techniques used in studies making comparisons between 
countries do not yield healthy results and are lacking in determining the 
digital divide levels. Using the Gini method instead of indexes such as 
IDI and NRI, which are used in international comparisons, will provide 
healthier results and create a common ground for efficient comparisons.

In all cases where there is inequality, we can numerically determine 
the levels of differences in each data set that can be grouped, thanks to the 
Gini approach. With the data set in our study, we can analyze a particular 
sector by grouping them according to countries or information systems. 
The study can also be carried out to cover all European and world countries 
by increasing the number of countries included in the analysis. Moreover, 
the methodology presented in our study can be used in digital divide studies 
in a personal, regional, or national context.
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1.	 INTRODUCTION

Several electromagnetic (EM) applications like designing and 
modelling of the antennas, waveguides, communication systems, fiber optic 
technologies, radar and satellite systems are not analytically computable due 
to irregular shapes of the devices. Therefore, some numerical techniques 
are needed to make these calculations.

There are many computational electromagnetics  methods used 
to solve the problems. The most common of these methods are Finite 
Element Method (FEM), Finite Difference Time Domain (FDTD) and 
Method of Moment (MoM). While the first two of these methods are 
used as differential equation solvers, the other is used as integral equation 
solver. Implementations of the numerical methods are complex and time 
consuming since millions of equations must be solved simultaneously when 
making computations. Hence, accelerating the solver part of these methods 
is very important and necessary. Field Programmable Gate Arrays (FPGA) 
can overcome this problem thanks to their many features, especially their 
parallel processing capabilities.

In this study, FEM, FDTD, MoM and FPGA are introduced and some 
prominent works related with the FPGA implementations in computational 
methods are mentioned.

1.1. Electromagnetic Computation Methods

EM computations have an important place in the design of various 
electrical engineering applications. These computations are made by using 
some numerical techniques. One of these approximations is FEM which is 
widely used in modelling the EM problems having complex geometries. 
It has attracted great attention from researchers with the advancement in 
technological developments [1]. However, it has many linear equations 
in large sparse systems. Hence, the great part of the solution run-time is 
consumed when solving these equations.

Another powerful computational technique is FDTD. This technique 
provides a direct time-domain solution of Maxwell’s Equations whose 
differential form is given in Fig. 1. The reason this method has become 
a powerful method for solving a wide variety of electromagnetic areas is 
that it can solve Maxwell’s equations with almost any type of medium [2]. 
Just like in FEM method, the 3D simulation in FDTD method involves 
millions of computational cell volumes. It is computationally intensive and 
simulations must run for a long time on multiprocessor supercomputers. A 
flowchart for the complete process of the FDTD method is given in Fig. 2 
as an example [3].
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Figure 1. Differential form of the Maxwell’s Equations and definitions of the 
symbols

Figure 2. The process of FDTD method [3]
MoM is another basic method used to model the EM problems, which 

was first proposed by Harrington [4] and is still used in many applications. 
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MoM is a numerical method based on integral equations in the frequency 
domain. The main formulation of the method is the integral equations 
obtained using Green’s functions. In this method, the examined structure 
should be divided into segments. It then needs to be written and resolved as 
a matrix system. The size of the matrix system depends on the number of 
segments. As the number of segments increases, the numerical difficulties 
arise when taking inverse of the impedance matrix. Thus, the calculation 
volume and its duration increase exponentially in this method.

In summary, implementations of the FEM, FDTD, MoM and other 
numerical methods are complex and time consuming since millions of 
equations must be solved simultaneously when making computations. 
Thus, the solver part of these methods must be very fast.

Software-based solvers are fed into microprocessors and computed 
serially. Every software instruction must be decoded before starting to 
execution. The microprocessor must read and decode each instruction 
sequentially and then execute it. This situation creates an extra overhead 
for each operation [5]. They don’t scale well when the number of equations 
increase and they are often too slow to be practical for many real-time 
applications [6].

The usage of Application Specific Integrated Circuit (ASIC) may be 
another option. However, it has a long development period, costly, and 
also inflexible. What’s more, once the ASIC chip is fabricated, it cannot 
be modified. If any part of the logic needs to be changed, the chip must be 
redesigned and refabricated.

FPGAs may be a suitable alternative which can overcome the 
mentioned problems thanks to their low costs, reconfiguration capabilities, 
parallel processing features, and speeds enough to work in complex 
systems. In the next section, the introduction, features and advantages of 
the FPGA will be mentioned.

1.2. What is FPGA?

FPGA is a general-purpose logic device containing a large number 
of chips, successfully performs the arithmetic operations and multiplexers 
can be embedded in. FPGAs are programmable in the field to create 
logical functions what designers need. They can be defined as integrated 
circuits whose hardware structures can be changed after production 
according to the desired function. In other words, FPGAs are the circuits 
whose transistors are produced independently and freely. Transistors are 
connected to each other according to the user specified function. Then, 
the desired application is performed [7]. They can also be reprogrammed 
run-time, namely reprogramming FPGA partly is possible in case that the 
system is running on the other part of the chip. These characteristics offer 
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higher elasticity for the FPGAs and appropriateness for several practices. 
From the outside view, FPGA is a single chip, while the inside structure 
consists of the adjustable logic blocks, input-output (IO) units around these 
blocks and programmable connections that connect all these units. The 
FPGA structure is illustrated in Fig. 3 [8,9].

Figure 3. The inside structure of an FPGA

In summary, FPGAs provide the benefits of both ASICs and software-
based solvers. Similar to the ASICs, FPGAs could potentially manage a 
myriad of logic gates, which are optimally designed for a specific function 
and in a single integrated circuit. Even though FPGA-based designs do 
not challenge the performance of ASICs, there are few applications that 
deserve the high cost of very expensive ASICs. Also like software, FPGAs 
are reprogrammable by designers at any time. Hence, there are flexible and 
convenient. Although the FPGA-based developments are costly compared 
to the software, they can show extremely high performance surpassing 
any programmable solutions [10]. Therefore, the usage of the FPGAs 
accelerates the solving of numerical methods and has an important role in 
EM computations. In the next section, some prominent works related with 
the FPGA implementations in numerical methods will be mentioned.
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2.	 RELATED WORKS

2.1. FPGA Implementations of the FEM

Accelerating the FEM using FPGA for EM computations is one of the 
most significant works. There are many studies prepared for this purpose. 
For example, in the study of [11], the researchers introduced a hardware 
solver going through the most time-inefficient phase in FEM. The device 
and software of choice were Altera Cyclone II FPGA and Quartus II 9.0 in 
the study. Pipelining process was fulfilled and the clock speed was recorded 
nearly at 114.61 MHz. The hardware solver was used to solve the EM 
boundary value problems. Based on the measurements, the speed was raised 
by 4 times more than the software performance on a standard computer.

A deeply pipelined FPGA design for efficient sparse matrix-vector 
multiplication (SpMV), which is a kernel for several iterative numerical 
techniques to discover sparse linear systems, was developed in [12]. The 
authors of the paper developed their own pipelinable striping scheme in 
order to improve the total usability of their own hardware design.

In another study of Zhuo and Prasanna, LU factorization method 
implemented a direct solver. For the calculations on a Xilinx Virtex- II 
Pro XC2VP100, a circular linear array of processing elements in double 
precision became useful. The minimum latency period could be yielded 
using any design of LU decomposition in that study. The proposed design 
provided around 4 GFLOPS which was greater compared to the retainable 
operation of a LU decomposition algorithm exclusively optimized for a 2.2 
GHz AMD Opteron processor [13].

Greisen et al. examined many solvent methods and presented 
a discussion on hardware trade-offs, with demonstration of FPGA 
architectures of Cholesky direct solver and BiCGSTAB iterative solver. 
In the study, it was concluded that 32K x 32K matrices were solved at 
less than 50 fps through the FPGA applications having higher performance 
than software applications by one or multiple orders of magnitude [14]. 

In another study related with the FPGA implementation of the FEM, 
Johnson et al. designed sparse direct LU decomposition and implemented 
a prototype on FPGA. They monitored the performance with reference 
to a platform based on universal processor. The results showed that the 
sparse LU decomposition hardware design application by using FPGA was 
capable of an order of magnitude speedup relative in comparison with the 
Pentium 4 based system. These results highlight the usage of FPGAs for 
high performance sparse direct LU decomposition [15].
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2.2. FPGA Implementations of the FDTD 

A number of works purposed to speed up the FDTD method for the 
EM computations. The first use of the FPGA device on this method was 
proposed in [16]. One-dimensional FDTD cell was implemented on FPGA 
and the activities were successfully simulated in that work. A pipelined 
bit-serial arithmetic architecture helped to transfer the algorithm to 
FPGA-based hardware. The results of the paper showed that the proposed 
hardware design made the one-dimensional algorithm quicker than the 
software design. 

 Kosmas et al. introduced and tested a pseudo-2D FDTD hardware 
architecture [17]. The study demonstrated that the results of software 
and hardware implementations. According to the obtained results, the 
qualified algorithms and the capable resources facilitated the hardware 
implementation to raise the computational speed up to the peak. The 
hardware speed was corresponding to that of 24 times the fastest software 
implementation running on 3.0 GHz PC. 

Durbano and Ortiz accelerated the FDTD using a customized 
accelerator board compatible with the specified configurations (DDR 
SDRAM ≤ 16 GB, DDR SRAM=36 MB) as well as Xilinx Virtex-II 8000 
FPGA and an external PCI controller. Although the accelerator cards 
used in that study required multiple-PC solutions, such weakness did not 
obstruct a 23-fold acceleration and an almost 6-fold hike at its zenith of 
problem size [18].

An FPGA-based architecture using OpenCL was shown in [19]. This 
architecture was proposed to apply the iteration level parallelism in order 
to decrease the external memory access. In that study, the processing 
speed reached up to relatively 4 or more times higher level to the GPU 
implementation and 13 times higher level to the CPU.

In the study [20], a method using the FPGA which employs a 32-
bit operation machine was investigated to short the required time for the 
FDTD process. For this aim, an analysis about the processing time for 
an FPGA implementation was made. The authors of the paper focused 
on decreasing the number of data taken from the DDR memory. It was 
shown that the used techniques reduced the computation time by 22 times 
compared to the time required by a computer using commercial software.

2.3. FPGA Implementations of the MoM Studies

There are several studies presenting the FPGA-based accelerator for 
MoM solutions. Using an FPGA-based hardware implementation, the 
study of [21] offered parallellization of the iterative matrix solution for 
multiple RHS vectors in a low-rank compression-based fast solver scheme. 
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This technique enhanced the capacity of multiple conductors to extract the 
electrostatic parasitic capacitance in a Ball Grid Array (BGA) package. 
In another study, the same researchers proposed similar hardware design 
toward a double-leveled parallelization scheme. The authors used a 2.4 GHz 
Intel Core i5 processor and observed that speedup was linearly scalable 
with FPGA resources and the software implementation had 10x higher 
velocity than equivalent one. Virtex-6 XC6VLX240T FPGA on Xilinx’s 
ML605 board was used in that study. The authors also emphasized that the 
proposed method could be applied to other forms of EM extractions.

Another study investigated the CPU/FPGA application of the matrix 
assembly phase of the (MoM), based on the frequency-domain integral 
equation-based formulation including piecewise linear function and the 
image methods to appraise the radiation pattern of the antenna system [22]. 
The code executed on the device ran only one single work-item OpenCL 
kernel in order to take advantage of the proposed architecture. It was 
reported that the speedup ratios were computed as relatively approximately 
2.08× with reference to the single-core CPU approach and as nearly 1.11× 
to two-core CPU implementation.

3.	 CONCLUSIONS

There are several numerical methods used to solve computational 
EM problems. In this study, FEM, FDTD and MoM, which are the most 
known and preferred methods, have been briefly introduced. It has been 
mentioned that implementations of these methods are complex and time 
consuming since millions of equations must be solved simultaneously in 
calculation process. It has been emphasized that speed up the solvent part 
of the methods is very important and necessary. The merits and drawbacks 
of the sofware-based, ASIC-based and FPGA-based solver systems have 
been discussed. The properties and structures of the FPGAs have been 
shown in detail. Several works related with the FPGA implementations 
have been reviewed. The results of these works indicate that FPGA 
hardware implementation can achieve significant acceleration for solving 
numerical method algorithms. Finally, it can be concluded that the usage of 
FPGAs has an important role in computational electromagnetics.



Ali Recai Celik308 .

REFERENCES

[1] Strang, G. & Fix, G. (1973). An Analysis of the Finite Element Method: 
Englewood Cliffs. Prentice Hall, New Jersey, USA.

[2] Kosmas, P., Wang, Y. & Rappaport, C. (2002). “Three-Dimensional FDTD 
Model for GPR Detection of Objects Buried in Realistic Dispersive Soil,” 
SPIE Aerosense Conference, Orlando, pp.330–338.

[3] Memon, N., Naich, M.R., Pathan, A.Z., Mirjat, B.A. & Faiz, M. (2019). 
“Computational Investigations on CZTS Thin-Film Layers Adopting 
Grating Structures,”  SSRG International Journal of Electronics and 
Communication Engineering, 6(8), pp. 38–43.

[4] Harrington, R.F. (1968). “Field Computation by Moment Methods,” Wiley 
IEEE Press. ISBN: 978-0-780-31014-8

[5] Compton, K. & Hauck, S. (2002). “Reconfigurable Computing: A Survey of 
Systems and Software,” ACM Computing Surveys, 34(2), pp.171–210.

[6] Tarek Ibn Ziad, M., et al. (2015). “Finite Element Emulation-Based Solver 
For Electromagnetic Computations,” IEEE International Symposium on 
Circuits and Systems (ISCAS), Lisbon, pp. 1434–1437.

[7] Celik, A.R. & Alkan, A. (2015). “Implementation of Basic Image Processing 
Applications by FPGA Hardware,” International Journal of Scientific and 
Technological Research, 1(1), pp. 133–143.

[8] Villasenor, J. & Mangione-Smith, W.H. (1997). “Configurable computing,” 
Sci. Amer., 276(6), pp. 66–71.

[9] Shawahna, A., Sait, S.M. & El-Maleh, A. (2019) “FPGA-Based Accelerators 
of Deep Learning Networks for Learning and Classification: A Review,” 
IEEE Access, vol.7, pp. 7823–7859.

[10] Hauck, S. (1998). “The Roles of FPGAs in Reprogrammable Systems,” 
Proceedings of the IEEE, 86(4), pp.615–639.

[11] Zhang, J., Zhang, M., He, H. & Song, Q. (2015). “Accelerating the finite 
element method using FPGA for electromagnetic field computation,” 
2015 IEEE International Conference on Cyber Technology in Automation, 
Control, and Intelligent Systems (CYBER), Shenyang, pp. 1763–1768.

[12] El-Kurdi, Y., Giannacopoulos, D. & Gross, W. J. (2007). “Hardware 
Acceleration for Finite-Element Electromagnetics: Efficient Sparse 
Matrix Floating-Point Computations With FPGAs,” IEEE Transactions 
on Magnetics, 43(4), PP.1525–1528.

[13] Zhuo, L. &  Prasanna, V.K. (2006). “High-Performance and Parameterized 
Matrix Factorization on FPGAs,” International Conference on Field 
Programmable Logic and Applications, Madrid.



 .309Theory and Research in Engineering II

[14] Greisen, P., Runo, M., Guillet, P., Heinzle, S., Smolic, A., Kaeslin, H. & 
Gross, M. (2013). “Evaluation and FPGA Implementation of Sparse 
Linear Solvers for Video Processing Applications,” IEEE Transactions on 
Circuits and Systems for Video Technology, 23(8), pp. 1402–1407.

[15] Johnson, J., Chagnon, T., Vachranukunkiet, P., Nagvajara, P. & Nwankpa, C. 
(2008). “Sparse LU Decomposition Using FPGA,” Int. Workshop State-
of-the-Art Scientific Parallel Comput. (PARA).

[16] Schneider, R.N., Turner, L.E. & Okoniewski, M.M. (2002). “Application 
of FPGA Technology to Accelerate the Finite-Difference Time-Domain 
(FDTD) Method,” ACM/SIGDA Tenth International Symposium On 
Field-Programmable Gate Arrays (FPGA) Association for Computing 
Machinery, New York, USA, pp. 97–105.

[17] Kosmas, P., Wang, Y. & Rappaport, C. (2002). “Three-Dimensional FDTD 
Model for GPR Detection of Objects Buried in Realistic Dispersive Soil,” 
SPIE Aerosense Conference, Orlando, pp.330–338.

[18] Durbano J.P. & Ortiz, F.E. (2004). “FPGA-based Acceleration of the 3D 
Finite-difference Time-domain Method,” 12th Annual IEEE Symposium 
on Field-Programmable Custom Computing Machines, pp.156–163.

[19] Waidyasooriya, H.M., Endo, T., Hariyama, M. & Ohtera, Y. (2017). “OpenCL-
Based FPGA Accelerator for 3D FDTD with Periodic and Absorbing 
Boundary Conditions,”  International Journal of Reconfigurable 
Computing, vol. 2017. 

[20] Suzuki, H., Takagi, Y., Yamaguchi, R. & Uebayashi, S. (2005). “FPGA 
Implementation of FDTD Algorithm,” Asia-Pacific Microwave Conference 
Proceedings, Suzhou, pp. 1–4.

[21] Devi, A., Gandhi, M., Varghese, K. & Gope, D. (2016). “Accelerating 
Method Of Moments Based Package‐Board 3D Parasitic Extraction Using 
FPGA,” Microw. Opt. Technol. Lett., vol. 58, pp. 776–783. 

[22] Topa, T. (2020). “Porting Wire-Grid MoM Framework to Reconfigurable 
Computing Technology,” IEEE Antennas and Wireless Propagation 
Letters, 19(9), pp. 1630–1633.



Ali Recai Celik310 .



Chapter 47
AN ONTOLOGY FOR MODELING 

THE DENTAL PATIENT

Özgün YILMAZ1

1   Assoc. Prof. Dr., Ege University, Department of Computer Engineering, İzmir, Turkey, ozgun.
yilmaz@ege.edu.tr



Özgün Yılmaz312 .



 .313Theory and Research in Engineering II

1.	 Introduction

As a biological, a psychological and a social being, a human is a 
complex organism. The human mouth just like the other body parts interacts 
with the rest of the body. While considering a dental treatment for a patient, 
a patient’s biological, psychological, and social status should be taken into 
consideration as a whole. A dentist should be knowledgeable and familiar 
with these characteristics of the patient. It is essential that this knowledge 
should be stored systematically for preventing endangering the patient’s 
life due to medical errors and for deciding as well as carrying out the most 
appropriate dental treatment for the patient. Unfortunately, there is not any 
formal dental patient model for electronically storing and modeling patient 
characteristics and behavior currently.

This paper describes the proposed formal dental patient model 
ontology, Dental Patient Model Ontology (DPMO), which is available 
online from https://github.com/ozgunyilmaz/DPMO. DPMO is the first 
formal dental patient model which will make it possible to capture different 
patient characteristics before any dental procedure. DPMO is encoded 
in Web Ontology Language (OWL) and is used in a prototype dental 
information system. 

DPMO is used by the prototype system for the knowledge presentation 
about the dental patient and the related data integration. Although medical 
knowledge can be represented with a single ontology, this is impractical 
in a complex domain like medicine which contains vast amount of 
information about each medical specialty and patients. Decomposing large 
ontologies into smaller modules provides flexibility and makes medical 
knowledge and data easier to manage and update. As a result, the ontology 
modules can be integrated to compose the whole domain (Pathak, Johnson, 
& Chute, 2009).

By using DPMO and rule-based reasoning, treatment options which 
are most suitable to the patient characteristics can be presented to the 
dentist since DPMO makes it possible to achieve a more complex and 
complete dental patient representation.

In this paper, only DPMO which models the dental patient is described. 
The subsequent sections of this paper are structured as follows: In Section 
2, semantic web and ontology concepts are introduced. In Section 3, factors 
which are important in modeling dental patient are discussed as well as 
DPMO and how it is used. Section 4 shows how logic-based reasoning 
can be used to exploit DPMO. In Section 5, related research is surveyed. 
Finally, in Section 6, the conclusion is discussed.



Özgün Yılmaz314 .

2.	 Ontology and Semantic Web

OWL is a semantic web language designed to represent the rich and 
complex knowledge describing a domain. The knowledge is represented 
by using concepts and relations between these concepts. The knowledge 
expressed in OWL is machine readable and can be exploited by the 
computer software to verify the consistency of that knowledge or to make 
the implicit knowledge explicit by using logical inference (Berners-Lee, 
Hendler, & Lassila, 2001). 

Advantages of ontologies are as follows:

•	 Knowledge sharing: Ontologies support knowledge sharing by 
defining a common set of concepts. Computational entities such as agents 
and services can interact with each other by using ontologies.

•	 Logical inference: Logical inference can be performed over 
ontology by using a rule language.

•	 Knowledge reuse: Ontologies support knowledge reuse. An 
ontology can import and use other ontologies which are developed by 
other people from different resources.

OWL is modeled through an object-oriented approach and a domain 
is described by using classes, properties, and axioms. OWL classes are 
used to represent a concept. There are two types of properties: the object 
property, which is a complex relation between OWL classes, and the data 
type property, which is a relation between an OWL class and a primitive 
data type (string, integer, etc.). There are also individuals, which are 
instances of OWL classes.

3.	 DPMO

DPMO is developed using Protégé (available from http://protege.
stanford.edu) ontology editor and is encoded in OWL. A general view 
of DPMO is shown in Figure 1. The figure shows OWL classes, object 
properties, and datatype properties. The range of datatype properties is not 
shown in the figure because they are of primitive types, such as string, 
integer, etc. Also, values of datatype properties are restricted by using 
owl:FunctionalProperty and owl:one of built-in OWL properties. Thus the 
users must choose maximum one value from an enclosed set of values. In 
DPMO, the age constraints, dental history, expectations, financial status, 
social status, mental traits and the preliminary examination can be modeled 
and stored. For flexibility, these concepts are defined using OWL classes.

These concepts can be explained as follows:

•	 Preliminary examination: Understanding the patient and his or 
her needs are essential for selecting the most appropriate dental treatment. 
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In addition to the detailed knowledge of the patient’s dental condition, it 
is important to get a thorough insight into his or her emotional makeup. 
During the preliminary examination which can be conducted at the initial 
appointment, the patient’s psychological profile is examined. A smart 
clinician can get this kind of valuable information during the contacts 
with the patient by observing the patient’s behavior. In the preliminary 
examination, the patient’s characteristics are modeled by using OWL 
datatype property. The modeled characteristics under preliminary 
examination are explained as follows (Grasso & Miller, 1991):

o	 Neuromuscular coordination: This characteristic is important 
especially in prosthodontics (prosthetic dentistry). It can be judged from 
patient’s gait or other movements. If a patient’s neuromuscular coordination 
is weak, then the patient may have difficulty using his/her prosthesis.

o	 Vigorous or phlegmatic: If the patient is phlegmatic, chewing 
efficiency may be low. This should be considered during treatment 
planning.

o	 Tidy or untidy: Untidiness may indicate a low quality of oral 
hygiene. A patient with poor oral hygiene should be educated by the dentist 
about the importance of good oral hygiene for the overall well-being of a 
person as well as how to take care of one’s teeth.
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Figure 1. A general view of DPMO

o	 Nervous or confident: This characteristic can be important in 
treatment planning. A moist, limp hand may indicate nervousness. On the 
other hand, a firm handshake with a dry hand might suggest confidence.

o	 Clenching and grimacing: These habits may affect the success of a 
treatment and indicate that the patient has a lower than average discomfort 
threshold.

•	 Mental trait: This concept is modeled to see if a patient can 
perceive reality and/ or can follow through with the treatment. The modeled 
characteristics under mental trait are explained as follows (Stewart, Rud, & 
Kuebker, 1983):

o	 Able to understand treatment: Is the patient able to comprehend 
his/her dental condition and the treatment plan which needs be carried out? 
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If the patient is unable to or does not want to understand the treatment 
plan or if he/she insists on an impossible treatment option, then there is a 
possibility of a conflict with the dentist.

o	 Decisive or indecisive: Some indecisive patients may change 
their minds after the treatment starts. Therefore, these patients should be 
given extra time for thinking before starting a treatment. Also, there is a 
possibility of a conflict with the patient.

o	 Mental condition: If the patient is mentally handicapped or 
mentally ill, this condition also should be taken into consideration.

•	 Expectations: In this concept, the patient’s expectations from the 
dental therapy are modeled. Expectations may include property values 
such as the aesthetic expectation, chewing efficiency, general expectations, 
longevity of the dental work, phonetic requirement, retention and stability 
as well as willingness for extraction of hopeless teeth and willingness to 
use removable partial dentures.

•	 Age constraints: In this concept, the age-related patient 
characteristics are modeled as follows:

o	 Completed skeletal development: If the patient has not completed 
his/her skeletal development, then a temporary treatment can be carried 
out.

o	 Underage minor: If the patient is an underage minor, then a parent 
or the legal guardian should be present during examination and treatment 
process.

•	 Financial status: Patient’s financial status is modeled. Treatment 
options with respect to the patient’s financial status can be recommended 
by using this value.

•	 Social status: The patient’s social status is modeled. This includes 
if a patient’s social, professional or psychological status is appropriate for 
appearing with missing teeth in public as the treatment progresses.

•	 Mobilization: In this topic, the patient’s ease of arrival to the 
dental clinic is modeled. According to this factor, it may be needed to keep 
number of appointments to a minimum or possibly it may be necessary for 
the dentist to go to the patient instead.

•	 Dental story: In this topic, the patient’s past dental treatments are 
modeled. If the patient has unjust complaints about his/her past treatments 
or he/she has had incomplete treatments, then there is a possibility of a 
conflict with the current dentist also (Grasso & Miller, 1991; Stewart et al., 
1983).
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As mentioned earlier, DPMO is used in a dental information 
system. In Figure 2, the dental patient modeling window is shown. This 
window is created dynamically by parsing DPMO. Every object property 
(HasExpectations, HasPreliminaryExaminations, etc.) which is related to 
the dental patient model is shown in a panel in this window. The dentist can 
modify property values by clicking buttons. Existing individuals can be 
added by clicking the button with the text “*”, new values can be added by 
clicking the button with the text “+”, and added values can be removed by 
clicking the button with the text “-” button. For example, when the dentist 
clicks to add new expectations, the window shown in Figure 3 is shown. 

4.	 Ontology Reasoning

In this section, how DPMO can be utilized by applying ontology 
reasoning is described. As a result of processing the patient information 
with the logical reasoning, new facts can be discovered. This derived 
information can be used to provide recommendations to dentists. For 
example, if a patient wants a dental treatment with high chewing efficiency, 
then treatments with low chewing efficiency are discarded or emphasized 
to the dentist. In Table 1, some rules used by the developed system and 
their explanations are given. In these rules, treatment recommendations 
according to the patient model are given.

Figure 2. Dental patient modeling window
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Figure 3. Dental patient’s expectations modeling window
Table 1. Voice commands in given order

Rule Description

(?p HasConsecutiveMissingTeeth 2) ^
(?p HasPatientModel ?pm) ^
(?pm HasExpectation ?exp) ^
(?exp chewingEfficiency “High”) =>
(?p HasTreatmentOption DentalBridge)

If the patient has 2 consecutive 
missing teeth wants high 
chewing efficiency, then dental 
bridge should be applied as a 
treatment.

(?p HasConsecutiveMissingTeeth 4) ^
(?p HasPatientModel ?pm) ^
(?pm HasFinancialStatus ?fs) ^
(?fs financialStatusValue “BelowAverage”) =>
(?p HasTreatmentOption RemovablePartialDenture)

If the patient has 4 consecutive 
missing teeth and the patient’s 
financial status is below 
average, then removable partial 
denture can be applied.

(?p HasPatientModel ?pm) ^
(?pm HasAgeConstraint ?ac) ^
(?ac underAgeMinor “True”) =>
(?p HasTreatmentWarning “Custodian’s approval 
needed”)

If the patient is under the 
age minor, then an elder 
custodian’s approval is 
required.
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(?p HasPatientModel ?pm) ^
(?pm HasDentalStory ?ds) ^
(?ds HasIncompleteDentalTreatment “True”) ^
(?ds 
HasUnjustComplaintsAboutPreviousTreatments
“True”) =>
(?p HasTreatmentWarning “Possibility of Conflict”)

If the patient has previous 
incomplete dental treatments 
and has unjust complaints 
about his/her previous 
treatments, then there is a risk 
of conflict.

5.	 Related Work

The systems which have previously used similar ontologies in 
dentistry have been researched and have been documented in this section. 
As of now, to the best of our knowledge, there is no dental patient model 
ontology, other than the one presented in this paper.

Kiani, Francis, Zand-Moghaddam, and Verma (2010) propose a 
negotiation system which uses semantic web concepts, ontology, and 
semantic reasoning to facilitate the negotiation process. The system 
provides a common layer for negotiation by mapping local concepts of 
each individual to global concepts. The target domain of the system is 
the negotiation of dentists for the treatment of wisdom teeth (Kiani et al., 
2010).

S. Park and Kim (2006) propose a system comprising of a tooth 
positional ontology and SWRL rules to assist dentists in the decision-
making process on ways of replacing a missing tooth. This assistance is 
provided by reasoning of the use of SWRL rules over the ontology (S. Park 
& Kim, 2006).

S. G. Park, Lee, Kim, and Kim (2012) propose a shared decision-
making system where the doctor and the patient agree on a health care or a 
treatment decision with its focus on dental restorative treatment planning. 
The dental patient’s preferences about the treatment are taken into 
consideration during the decision-making process. Treatment options are 
generated by employing an ontology which captures the clinical knowledge 
required for treatments (S. G. Park et al., 2012). In this system, the patient 
preferences are modeled, but biological, psychological, and social factors 
of the patient are not taken into consideration.

Duncan, Schleyer, and Ruttenberg (2013) refers to The Oral Health 
and Disease Ontology (OHD) which contains, among others, terms for the 
diagnosis and the treatment of dental maladies. The authors demonstrate 
how an intra-coronal tooth restoration is represented in the OHD and 
discuss some of the ways in which the OHD enables information sharing 
amongst researchers (Duncan et al., 2013).
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All of the previously reviewed work, which somehow use ontologies, 
don’t mention about modeling the dental patient with regards to biological, 
psychological and social characteristics. Only in the work conducted by S. 
G. Park et al. (2012), the patient preferences are taken into consideration.

In DPMO, the age constraints, dental history, expectations (preferences), 
financial status, social status, mental traits, and the preliminary examination 
are modeled and stored. For flexibility, these concepts are defined using 
OWL classes and they can be extended by defining related properties.

6.	 Conclusion

A human being is a complex organism. While considering a dental 
treatment for a patient, there are many factors such as patient’s biological, 
psychological, and social status which should all be considered by the 
dentist before making a decision about the treatment. Unfortunately, there 
is not any formal dental patient model, modeling patient characteristics and 
behavior currently.

This paper describes the proposed formal dental patient model 
ontology, DPMO. DPMO is the first formal dental patient model which 
will make it possible to capture different patient characteristics before any 
dental procedure; therefore, supporting dentists’ decision processes by 
making appropriate recommendations to them. As a result of this, not only 
the patient satisfaction can be improved significantly but the most suitable 
treatment for the patient can be decided upon also. 

DPMO is integrated into a prototype dental information system. This 
system is used as a test bed and if new requirements emerge during the pilot 
use, then the system will be further improved by making modifications to 
the system. 
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