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INTRODUCTION

Fermented dairy products have been traditionally manufactured and 
consumed since ancient times. Yogurt is known as one of the oldest fer-
mented dairy products and The word “yogurt” is believed to have originat-
ed from the Turkish word “yogurmak,” and it means to thicken, coagulate, 
or curdle (Fisberg and Machado, 2015). First yogurt production is thought 
to come from Middle East Region. Yogurt production was initially relied 
on traditional practices, experiences and empirical processes. Although 
traditional yogurt production is based on using previous product in the 
yogurt fermentation, defined starter cultures have been used for years in 
commercial productions (Yıldız, F, 2016). In the last century, there has 
been great interest for consumption and industrial production around the 
world due to valuable nutritional and health properties. It is a good source 
for many nutritionally important substances such as proteins, various min-
erals (calcium, phosphorus, magnesium, and zinc.) and vitamins (ribofla-
vin, thiamin, vitamin B12, folate, niacin). Additionally, it can be preferred 
by lactose intolerant people because lactose in milk is converted into lactic 
acid.  In particular, research results associated the health benefits affected 
its popularity. Also, product innovations and availability of different kinds 
of yogurt enhanced the yogurt consumption (Das et al.,2019).

In the market, three main types of yogurt styles can be found as set 
yogurts, stirred yogurts and drinking yogurts. Set yogurts are generally 
fermented ‘in pack’, and have a firm gel structure and ‘natural’ flavor. 
Stirred yogurts are sheared after fermentation and they have semi-solid 
consistency. Stabilizers, fruit pieces and flavours are included in most of 
the stirred yogurt production. Moreover, drinking yoghurt is manufac-
tured by diluting fermented yogurt with water and/or fruit concentrate. 
They are more similar to acidified milk drinks (Das et al.,2019).

Common yogurt production is based on fermenting cow’s milk using 
mainly two lactic acid bacteria (LAB) species with 1:1 ratio of Lactobacil-
lus delbrueckii ssp. bulgaricus and Streptococcus salivarus ssp. thermo-
philus (Yıldız, F, 2016) and its manufacturing steps are presented in Figure 
1. First, milk is filtrated to remove debris. Then presence of antibiotics is 
checked because antibiotic residue can inhibit yogurt starter bacteria. In 
the next step, fat t and solid content of milk is standardized to make good 
quality yogurt. Then, milk is homogenized and during homogenization fat 
globules size is reduced to 1-2 µm. This process prevents the separation of 
fat and incorporation is enhanced. After, homogenization, heat treatment 
is performed (90-95°C for 5-10 min or 80-85°C for 30 min). During ther-
mal treatment, pathogenic microorganisms are destroyed and enzymes are 
inactivated. Also, it causes changes in protein structures which is impor-
tant in gel structure. Then, the milk is cooled to suitable temperature (43 
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°C) for starter cultures and yogurt starters were added. After incubation at 
42-43 °C for 3-4 h (until suitable acid development pH 4.5), it is cooled and 
stored at refrigerator conditions. During refrigeration, viscosity increases, 
much firmer gels are obtained and casein micelles are stabilized.

Currently, there has been also existed increasing interest for yogurt 
non-starter adjunct cultures. In particular, probiotics cultures have been 
widely used. Although most of the commercial probiotics have been in-
cluded in Bifidobacteria and Lactobacillus genera, potential of new species 
and strains have been taken attention due to the technological and specific 
health benefit advantages. Moreover, various cultures have been developed 
for different purposes such as texture improvement, aroma and flavor sup-
porting and biopreservation. In this chapter, recent literature sources were 
examined and evaluated to discuss current researches and trends. 

Figure 1: Flowchart of yogurt production

YOGURT ADJUNCT CULTURES

Selection of suitable yogurt cultures plays important role in overall 
quality properties of the final product. Main yogurt manufacturing is based 
on starter culture activities (L. bulgaricus and S. thermophilus). These bac-



4 . Çisem BULUT ALBAYRAK, Cem Aykut METİN

teria are inoculated 1:1 ratio in the same time because they have symbiotic 
relationship. First, S. thermophilus growth is observed and pH and redox 
potential is decreased. This change presents preferable conditions for L. 
bulgaricus. Another symbiotic relationship can be observed for proteolytic 
activity. S. thermophilus is weakly proteolytic and it can not hydrolyze the 
milk protein but L. bulgaricus has protease enzymes and convert casein to 
smaller amino acids. They increase acidity by secreting lactic acid in milk 
and they also coagulate proteins while producing specific yogurt flavor sub-
stances. These LAB combinations are used in the form of starter cultures 
and provide controlled fermentation, prevention of contamination and the 
growth of undesirable microorganisms and maintain standard quality and 
production. Starter cultures are preparations of one or more strains of one 
or more microbiological species mostly they are responsible for initiation of 
fermentation and provide desirable and predictable taste and structure for 
the fermented products. In different commercial forms, they can be inocu-
lated directly or subcultured prior to production (Erkuş 2007).

Secondary cultures, or adjunct cultures can be defined as any cultures 
that are intentionally added during manufacturing of fermented foods and 
they are not responsible for primary acid production and initiating fer-
mentation. Adjunct culture term has been widely used in cheese produc-
tions (Irlinger et al.,2017). Non-starter cultures and also known as adjunct 
cultures can also be included in yogurt production for different purposes. 
Probiotic cultures have been widely used in yogurt production to improve 
health properties. In addition, different specific cultures can be developed 
for flavor and texture improvement, enhancing the shelf life and safety.

Probiotic Adjunct Cultures for Yogurt Production

Probiotics are defined as live microorganisms that when administered 
adequate amounts, confer a health benefit on the host (Nyanzi et al., 2021). 
They can show beneficial health effects through several mechanisms such 
as prevention of gastrointestinal diseases, and enhancing intestinal micro-
biota, immune modulation properties, cholesterol reducing, blood pressure 
lowering, anticancer, pathogen inhibition and antioxidant activities (Roo-
bab et al., 2020). To exert beneficial health effects, they must keep viability 
during storage and gastrointestinal passage and enough viable cells (106 

CFU/g) must be provided (Das et al.,2019). Another important criteria for 
the selection of probiotic candidates are antimicrobial activity and safety 
considerations associated with their antibiotic susceptibility and virulence 
potential (Motahari et al., 2017). Therefore, tolerance the acid and bile salt 
environment, bile salt hydrolysis, viability during digestion, auto aggrag-
etation and coaggregation abilities, adhesion properties on intestinal cells, 
antimicrobial properties, antibiotic sensitivity tests are common methods 
used to select and develop probiotic strains (Gao et al., 2021).
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Yogurt has been one of the most preferred vehicles for carrying of 
probiotic microorganisms for years. Beside its own nutritious and health 
promoting properties, it can be suitable for matrix to delivery probiotics 
(Gao et al., 2021). Selected strains should have good adaptation in yogurt 
environment and positive effects on yogurt quality can be also another 
desirable property. Although the most common probiotic microbial spe-
cies belong to Lactobacillus and Bifidobacteria genera, various species 
and strains are available in the current days (Table 1). Initially, limited 
number of probiotic strains was used in yogurt productions and most of 
them were isolated from human. During years, new strains have been ob-
tained from fermented food environments and their probiotic potentials 
were investigated. Common health benefits of probiotics are presented in 
Table 2. Recently, new health benefits have been investigated for specific 
species and strains isolated from various environments (Gao et al., 2021). 
Probiotic fermented dairy products, which are a healthy functional food 
present high number of beneficial bacteria that ferment food-borne indi-
gestible carbohydrates in the human intestine.

Lactic Acid Bacteria (LAB)

 LAB contribute in various food fermentations and can be found in 
different environments in high number (Cheese, yogurt, table olive, sour-
dough, etc). They are group of heterologous bacteria that ferment carbo-
hydrates and produce lactic acid. Main food associated LAB genera are 
Lactobacillus, Streptococcus, Lactococcus, Pediocoocus and Leucon-
ostoc. They are non-sporulating, facultative anaerobic, Gram positive, 
oxidase and catalase negative bacteria. In probiotic bacteria lactobacil-
lus genus is one of the most crowded group. Recently advanced DNA se-
quencing studies revealed new categories for this genus (Nyanzi et al., 
2021). These are:  L. delbrueckii group; Paralactobacillus; as well as 23 
novel genera: Acetilactobacillus, Agrilactobacillus, Amylolactobacillus, 
Apilactobacillus, Bombilactobacillus, Companilactobacillus, Dellaglioa, 
Fructilactobacillus, Furfurilactobacillus, Holzapfelia, Lacticaseibacillus, 
Lactiplantibacillus, Lapidilactobacillus, Latilactobacillus, Lentilactoba-
cillus, Levilactobacillus, Ligilactobacillus, Limosilactobacillus, Liquori-
lactobacillus, Loigolactobacillus, Paucilactobacillus, Schleiferilactoba-
cillus, and Secundilactobacillus.

Although probiotic researches were more focused to lactobacillus ge-
nus, limited species of other genera have also probiotic potential and used 
probiotic yogurt formulations (Linares et al.,2016; Akpinar et al.,2020).

Bifidobacteria

Bifidobacteria are one of the common group of probiotic organisms 
and they can be found naturally in the colon environment (Shori,2021). 
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In the past, they were classified under the genus Lactobacillus, however 
after further phylogenetic studies, they are classified under phylum Actin-
obacteria (Shori,2021). B. bifidum, B. infants, and B. lactis are the widely 
applied probiotic species. They are anaerobic, Gram positive, non-spore 
forming, non-pathogenic bacteria. They have been used in industrial pro-
duction of various probiotic formulations, foods and yogurts.

Others

Yeast species such as S. boulardi have also probiotic potential and 
can be used in various formulations (Kalkan et al., 2018). Moreover, some 
sporulating probiotic bacteria such as Bacillus coagulans and Bacillus 
classuii have attracted the attention due to their stability during storage 
and they presented good adaptation food processing and storage condi-
tions (Cao et al.,2022). Moreover, Propionibacterium freudenreichii was 
also used as adjunct cultures in yogurt production to improve the health 
status by conjugated linoleic acid and propionic acid (Zahed et al.,2021).

Table 1: Common probiotic microorganisms (adopted by Nyanzi et al., 2021)
Lactobacillus species 
(previous genus)

Current taxonomic 
nomenclature

Bifidobacterium 

species

Other species

Lactobacillus acidophilus Not changed B. adolescentis Bacillus cereus
Lactobacillus 
amylovorous

Not changed B. animalis Clostridium butyricum

Lactobacillus brevis Levilactobacillus 
brevis

B. breve Enterococcus faecalis

Lactobacillus casei Lacticaseibacillus 
casei

B. bifidum Enterococcus faecium

Lactobacillus crispatus Not changed B. infantis Escherichia coli
Lactobacillus delbrueckii 
ssp. bulgaricus

Not changed B. lactis Lactococcus lactis ssp. cremoris

Lactobacillus fermentum Limosilactobacillus 
fermentum

B. longum Lactococcus lactis ssp. lactis

Lactobacillus gasseri Not changed Leuconostoc 
mesenteroides ssp. dextranicum

Lactobacillus helveticus Not changed Pediococcus acidilactici
Lactobacillus johnsonii Not changed Propionibacterium 

freudenreichii
Lactobacillus lactis Lactobacillus 

delbrueckii 
ssp. lactis

Saccharomyces boulardii

Lactobacillus reuteri Limosilactobacillus 
reuteri

Lactobacillus rhamnosus Lacticaseibacillus 
rhamnosus
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Table 2: Common health benefits of specific probiotics strains ( adopted from 
Nyanzi et al., 2021 )

Health benefits Probiotic strains Outcomes
Treatment of lactose 

tolerance and enhanced 
digestion

Improved intestinal 
microflora 

Control of Helicobacter 
pylori infection obial 

balance

Lactobacillus johnsonii La1,

Lactobacillus salivarius,

 Lactobacillus 
acidophilus LB

Inhibition of the pathogens and 
decreased urease  activity 

Enhancement of intestinal 
function

Cholesterol lowering

Synthesis of vitamins 

Treatment and prevention 
of diarrhea caused by 

pathogenic bacteria and 
viruses

L. rhamnosus GG,

 Lactobacillus casei,

Bifidobacterium lactis BB12,

   Bifidobacterium bifidum, 
Streptococcus thermophilus

Controlling of acute diarrhea due to 
the bacterial infections

Stimulation of the mucosal 
immune system

L. casei Shirota 

L. rhamnosus HN001

L. acidophilus HN017

 B. lactis HN019

Enhancement of immune parameters

Colon cancer prevention L. rhamnosus GG 

L. rhamnosus LC-705 

L. casei Shirota

 L. acidophilus LA-2 

Bifidobacterium sp.

 Propionibacterium sp.

Preventing or delaying onset of  
cancer   in the gastrointestinal system

Bacterial and yeast 
vaginitis

L. acidophilus

L. rhamnosus GG

Vaginitis  is treated by through 
regulation of microflora by 

supporting  health ones
Prevention of 

genitourinary infections
L. rhamnosus GR-1 

Lactobacillus reuteri RC-14

Reducıng the risk of infections by 
regulation of microflora 

Allergic symptoms L.rhamnosus GG

 Bifidobacterium 
animalis BB12

Prevention the onset of allergic 
diseases

Inflammatory bowel 
syndrome

L. rhamnosus GG Therapy in inflammatory 
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Although yogurt as itself has many health benefits and contain high 
number of viable fermenting bacteria, developing probiotic yogurt products 
has also growing scientific and public interest during years (Table 3). In yo-
gurt production, in addition to starter cultures, probiotic microorganisms 
with specific health claims have wide range of application for years (Gao 
et al., 2021). Initially, one of the important problem was to maintain the re-
quired viability during storage. To overcome viability loss during storage 
and gastrointestinal passage, several techniques such as removal of oxygen, 
microencapsulation have been proposed (Gao et al., 2021). Moreover, se-
lection of more resistant strains and application of spore former probiotic 
strains were also suggested (Cao et al.,2022). Different probiotic combina-
tions and effects on rheological and organoleptic properties were examined 
(Soni et al., 2020). Moreover, developing new probiotics strains with new 
specific health benefits has also taken attention in recent years. New finding 
in clinical evidences supports that some microorganism can produce neuro-
transmitters and it can effect mental health by different ways. For example, 
some LAB strains can produce GABA and they can have antidepressant ef-
fect. Those specific traits can be evaluated in psychobiotics a special class of 
probiotics. Therefore, specific probiotics can be designed and used in probi-
otic yogurts. In one of the study, probiotic yogurt was produced by using L. 
aciodophilus LA5 and B. lactis BB12 (1 × 107 CFU) and its consumption  on 
mental health and HPA axis was evaluated. Their presence showed positive 
effect on mental status in this work (Mohammadi et al., 2016).

In one of the another recent study, probiotic bacteria (B. animalis BB-
12 and L. acidophilus LA-5) and some additional ingredients were added 
into yogurt and their effects on some characteristics of cow and goat des-
sert yogurts were investigated (Papaioannou et al., 2022). Dessert yogurt 
samples were analyzed in terms of physiochemical parameters, rheological 
properties, and sensory qualities. For cow dessert yogurts, Probiotic free 
dessert yogurts were more acceptable than probiotic ones in contrary for 
goat dessert yogurt probiotic ones were more preferred.

Although, LAB and Bifidobacteria have been widely used in probi-
otic yogurt formulations, other species such as Bacillus coagulans were 
also used recently (Cao et al., 2022). Inclusion of B. coagulans GBI-30 in 
yogurt formulation was examined by microbiological, chemical analysis 
for 14 days of at 4 °C. A high bacterial stability was maintained during the 
storage. Also similar sensory scores were obtained to the control group. 
Improved milk acidification and proteolysis were provided by B. coagu-
lans supplementation. Furthermore, 12 discriminatory volatiles were ana-
lyzed. During shelf life, post-acidification can lead the loss of viability 
of probiotic cells and it seems an important problem. At this point, spore 
forming probiotic strains can be promising solution strategy.
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Table 3: Main findings for probiotic adjunct cultures in yogurt production.
Probiotic bacteria Sources and main 

characteristics of 
probiotic bacteria 

Main result References

Enterococcus faecium 
and Enterococcus 
durans strains

Isolated from cheese. 
They tolerated low 
pH and bile salt. The 
candidates have high 
antimicrobial property 
and they are sensitive to 
vancomycin. 

Significant changes 
in the acidity, textural 
and microbiological 
properties of adjunct 
culture containing yogurt, 
however the sensory 
properties were not 
significantly different.  
It provided additional 
functional properties 
required bacterial count.

(Akpinar et 
al.,2020)

Lactobacillus casei 
Zhang

Isolated from naturally 
fermented koumis. It has 
high tolerance to acid 
environment and bile salt. 
High in vitro cell capacity.

High viability was 
observed >108 CFU/g  

Probiotic yogurt had a 
higher elasticity index 
and lower solid–liquid 
balance. Cohesiveness 
and viscosity index 
were higher than the 
control. More EPS was 
determined.

(Bai et al., 2020)

Lactobacillus 
helveticus R0052

Lb. helveticus R0052 was 
provided in freeze dried 
form. It has potential 
health benefits.

They performed two  
different process for 
greek-style yogurt 
production and tested 
yogurt manufacturing 
provided higher probiotic 
count than probiotic 
yogurt.

(Moineau-Jean et 
al., 2019)

Lactobacillus 
helveticus H9

Isolated from Tibetan 
kurut with high 
angiotensin-converting 
enzyme-inhibitory (ACEI) 
and antihypertensive 
activities.

Improved milk 
acidification and 
proteolysis is observed.

15 key volatile compounds 
were detected.

Increased ACEI activity is 
observed.

(Zhou et al.,2019)

Lactobacillus casei 
ATCC393

Isolation source is dairy 
products.

 

Probiotic cell 
immobilization provided 
higher viability during 
storage and improved 
protection during 
gastrointestinal passage. 
Sea buckthorn berries 
were successfully carrier 
for cell immobilization.

(Terpou et 
al.,2019)
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Streptococcus 
thermophilus APC151

Isolation source is the 
digestive tract of fish. It 
can produce high level 
GABA.

Both yogurts indicated 
comparable pH profiles, 
viscosity, water holding 
capacity, and chemical 
composition. GABA was 
not determined in the 
control.

(Linares et al., 
2016)

Lactobacillus 
paracasei, 
Lactobacillus casei 
and Lactobacillus 
plantarum

Isolated from Kimchi

Bile salt and acid 
tolerance.

They have beta 
galactosidase activity.

The probiotic counts were 
1.0×109 CFU/mL during 
storage.

(Cho et al., 2013)

Lactobacillus 
paracasei ssp. 
paracasei  and 
Lactobacillus 
acidophilus 

Isolated from newborn 
infant faeces.

They have ability to grow 
metabolize and goat 
milk to show resistance 
to ,gastrointestinal 
conditions, cholesterol 
removal , diacetyl 
production

The mixed culture 
provided growth 
enhancement, improved 
acidification and increased 
acetaldehyde. Potential 
probiotic bacteria amount 
was 10 times the minimal 
limit.

(Xanthopoulos et 
al.,2012)

Lactobacillus casei 
Zhang

Obtained from Koumis 
and it  has high tolerance 
to digestion solutions and 
the results were similar to  
other commercial strains.

High acid production  and 
proteolytic activity was 
reported.

High viable count (1.0*  
109 CFU/mL) was 
observed during storage.

(Guo et al., 2009)

Aroma Cultures for Yogurt Production

Flavor is obtained by presence of variety of volatile compounds. Yo-
gurt flavor can be result various parameters such as type of milk, process-
ing conditions, type of starter bacteria and presence of other additives. 
Starter culture type affects acidification rate, kind and amount of aroma 
volatiles and nonvolatile metabolites of yogurt. During fermentation, sev-
eral biochemical reactions achieve by enzymatic degradation and oxida-
tion of fats, proteins, and carbohydrates in milk environment. All these 
reactions result in production of key volatile flavors in yogurt. In yogurt 
fermentation, LAB can produce over 400 volatiles compounds. In par-
ticular, volatile organic compounds have great impact on yogurt flavor, 
and many factors can affect the generation of this volatiles.Yogurt flavor 
compounds can be categorized into several classes (Farag et al., 2021) as 
followings:

•	 Non-volatile carboxylic acids ( Examples; lactic, pyruvic acids) 

•	 Volatile carboxylic acids (Examples; butyric and acetic acids)

•	 Carbonyl compounds (Examples; acetaldehyde)
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•	 Diketones (Examples; diacetyl [2,3-butanedione] and 2,3-pentan-
edione)

•	 Other organic compounds (Examples; amino acids and byprod-
ucts formed by thermal degradation)  

Mostly, carbonyl compounds such as acetaldehyde, acetone, 2-bu-
tanone, diacetyl, and ethyl acetate provide main contributions to typical 
yogurt flavor (Figure 2).

Figure 2:  Main chemical reactions of milk components for key volatile flavor 
production in yogurt (Adapted by  Farag et al., 2021)

 
The main flavor components of yogurt can also be grouped as volatile 

or non-volatile compounds. They can be already found in milk and also 
produced during fermentation process. Diverse volatile compounds were 
detected in yogurts and among them, acetaldehyde and diacetyl are known 
as characteristic compounds, and they are also considered indicators of yo-
gurt quality (Tian et al., 2019). For yogurt aroma profiling several methods 
can be conducted. Headspace solid-phase microextraction (SPME) cou-
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pled to gas chromatography and mass spectrometry (GC-MS) was widely 
used in yogurt volatile compounds. SPME has a fast sample preparation 
procedure and combines several steps into simplified form. Again, gas 
chromatography flame ionization detector was also proposed (GC-FID)  
for the analysis aromatic compounds (Farag et al., 2021).

Although common yogurt starter LAB cultures produce most of the 
important flavor compounds, specific carefully selected LAB strains can 
be developed and proposed as aroma adjunct cultures (Tian et al., 2019; 
Dan et al., 2020). Specific LAB strains that improve yogurt flavor can be 
used as aroma adjunct cultures. For example, some LAB strains can pro-
mote citrate metabolisms and produce acetoin, diacetyl, and 2, 3‐butane-
diol (Tian et al.,2019). 

In recent years, Tian et al. (2019) published a study on determining 
and selecting aroma producer lactic acid bacteria to improve aroma and 
flavor   properties of yogurt. In this work, aroma producer strains were 
obtained from Tibetan kefir grains. Two L. plantarum strains were isolat-
ed and selected on their acetaldehyde and diacetyl production properties. 
Those bacteria were used as adjunct culture and positive effects on the ar-
omatic profile of yogurt were observed. The isolated strains did not affect 
the acid development in the yogurt. The isolated strains increased the vol-
atile metabolites such as acetaldehyde, diacetyl, and acetoin. Those aroma 
producer LAB strains provided higher acetaldehyde, diacetyl, and acetoin 
amounts than control production. At the end of the study, these two strains 
of L. plantarum were found to be suitable aroma cultures as adjuncts in 
yogurt production due to their contribution for the flavor characteristics 
of the end product. Carbonyl substances such as acetaldehyde, acetoin, 
and diacetyl were predominant in the aromatic profile. Acetaldehyde pre-
sents a green apple or nutty flavor. Acetaldehyde concentration of yogurt 
produced by adjunct cultures (Lactobacillus plantarum 1-33, 4.66 mg/L ) 
was two times higher than control yogurt (2.40 mg/L). Moreover, diacetyl 
and acetoin also contribute butter and cream aroma of yogurt. These com-
pounds can be generated by carbohydrate fermentation or citrate metab-
olism. Diacetyl concentration of yogurt produced by flavor cultures (L. 
plantarum 1‐33, 9.03 mg/L, L. plantarum 1‐34, 12.21 mg/L) were higher 
than control (3.36 mg/L). In addition, acetoin is another flavor compound 
it reduces the harshness of diacetyl and support a mild creamy flavor. 
Among acid compounds, acetic acid also plays important role in yogurt 
flavor. If the acetic acid concentration is too high a vinegar flavor can be-
come a problem. Moreover, acetic acid concentration of yogurt produced 
by adjuncts, culture were lower than control yogurt. Another finding is 
the presence of lower dimethyl sulfate (1‐34 (0.67 mg/L) concentration in 
yogurt produced by adjunct cultures than in control yogurt. The addition 
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of flavor adjunct culture can also improve the flavor properties of yogurt 
by inhibiting the generation of undesirable flavor compounds. 

In the another study, the effect of probiotic cultures on aroma prop-
erty was investigated (Papaioannou et al., 2021). Bifidobacterium BB-12-
free cow's milk dessert yogurts contained acetaldehyde, 2,3-butanedione, 
2,3-pentandione, 3-OH-2-butanone, 2-propanone, hexanoic acid and li-
monene as the main volatiles, while probiotic containing cow's milk yo-
gurts contained acetaldehyde, pentanal, hexanal, the same ketones, acetic 
acid and limonene. 

Texture Adjunct Cultures for Yogurt Production

Structural, rheological, and sensational properties are important for 
good quality yogurt. Numerous styles have been practiced to enhance the 
texture  quality such as adding the solids in milk and adding stabilizers 
similar to pectin starch and gelatin. Still, these approaches have not met 
consumers' needs for products containing as many food additives as possi-
ble. As an alternative to these methods, exopolysaccharide (EPS) produced 
by LAB is an another natural alternative source. In the past years, EPS pro-
duced by LAB has been used as viscosifiers, texturizers, and emulsifying 
ingredients and is of special interest in the fermented milk industry. Poly-
saccharides, which are a polymeric molecule, consist of monosaccharides 
linked together in a long chain structure via glycosidic bonds. It is widely 
found in plants, animals and microorganisms. EPSs are a polysaccharide 
derivative produced by microorganisms that connect to the cell wall or 
are secreted into the surrounding. EPS, known as an aid in the communi-
cation process between cells, Also, plays an important role in protecting 
microorganisms against harsh conditions such as low water activity, low 
or high pH, osmotic stress, presence of antimicrobial or toxic compounds 
and phages (Tiwari et al.,2021).

In general, EPS is used as a stabilizer, emulsifier, viscosity increaser, 
gelling agent and water-binding agent to contribute to the consistency of 
many food products such as jam, jelly, yogurt, bread, and beverages.  In 
similar way, EPS has also potential in yogurt and dairy products to devel-
op its functional, technological and rheological properties. EPS can also 
improve the sensory properties (mouthful, shininess, clean-cut, ropiness, 
and creaminess) of yogurt (Tiwari et al., 2021). Moreover, syneresis, which 
is seen as a major problem in yogurt, can be reduced by EPS producing 
LAB strains (Han et al. 2016). In yogurt fermentation, the pH drops due 
the conversion of the lactose to lactic acid and casein micelles become 
unstable. During acid development (below pH 5.3), they irreversibly co-
agulate to form a gel. EPS have role in managing the shear of whey to 
stabilize the gel structure for thickness of the dairy product. EPS provides 
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contribution for improving rheological and textural properties in the end 
product. Several commercially available EPS producing LAB strains or 
the combinations for yogurt production are listed in Table 4. In addition 
to these technological benefits, EPS has also beneficial health properties 
such as antioxidant, antitumor and immunomodulatory effects, cholesterol 
reduction, and prebiotic role in the intestinal area (Zhu et al., 2018).

Table 4: Commercial EPS producing starter cultures for yogurt production 
(Tiwari et al., 2021)

Starter Code Bacteria species Company
HARMONY 1.0 S. thermophilus, L. delbrueckii 

ssp. bulgaricus, L. fermentum
Chr. Hansen, Denmark

TWIST 1.0 S. thermophilus, L. jonhsonii, L. 
delbrueckii ssp. bulgaricus

Chr. Hansen, Denmark

YF-L902 S. thermophilus, L. delbrueckii 
ssp. bulgaricus

Chr. Hansen, Denmark

YF-L901 ND Chr. Hansen, Denmark
YO-FLEX PREMIUM 1 ND Chr. Hansen, Denmark
YO-MIX 601, YO MIX 621 S. thermophilus, L. delbrueckii 

ssp. bulgaricus
Visby (Danisco cultor, 
Turkey)

ASCC-1275 S.thermophilus Australian Starter 
Cultures Research 
Centre (Werribee, 
Australia)

CHCC-2389, CHCC-4239 S. thermophilus, Chr. Hansen Culture
CHCC-3984, CHCC-769 L. delbrueckii ssp. bulgaricus Collection (CHCC)
NCDC-402, NCDC-399-K2 
and NCDC-401 IG16 strain

L. lactis ssp. lactis, S. 
thermophilus

Natioanal collection 
of dairy cultures 
(NDRI, India)

Recently, Wang et al. (2022) investigated the fermentation properties 
of a new strain of Leuconostoc mesenteroides (XR1) and investigated the 
effect of EPS on the microstructure, texture, and rheological features of 
yogurt. This new strain was obtained from wild kefir grain environment. 
It has high EPS production property and favorable fermentation character-
istics.  Added EPS enhanced the water holding capacity (WHC) and mod-
ified microstructure. Moreover, the steric barrier created between EPS and 
protein molecules increased viscoelastic properties and fermented milk 
containing EPS had more complex viscosity. As a result, it has been prov-
en that XR1 EPS as more natural organic additive can reduce the using of 
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chemical additives in dairy products.

Amatayakul et al. (2006) compared the whey separation patterns in 
set yogurts and they examined the effect of solid content and adding of 
EPS producing cultures on whey separations. In this study, four strains 
were tested as; non-EPS-producing Streptococcus thermophilus ASCC 
1342, Lactobacillus delbrueckii ssp. bulgaricus ASCC 1466, capsular 
EPS-producing S. thermophilus ASCC 285, and ropy EPS-producing S. 
thermophilus ASCC 1275. Whey separation levels were determined. Yo-
gurt made with EPS producing strain exhibited a greater reduction in 
whey separation in both solid components than yogurt made with non-
EPS starter by the siphon method. There was no difference in the whey 
separation measured by the drainage method between yogurts with the 
same solid amount (9% and 14%). Higher whey separation at 9% solids, 
as determined by centrifugation, was observed in yogurts made with EPS 
starter cultures compared to non-EPS producing strains.

In another study, Han et al. (2016) tested the EPS and viscosity of milk 
fermented by 19 S. thermophilus isolates. Isolates were obtained from Chi-
nese dairy products they had high exopolysaccharide production. The EPS 
content of fermented milk using S. thermophilus zlw TM11 strains was 
380 mg/L. This fermented milk had viscosity of 7716 mpa/s. S.  thermo-
philus zlw TM11 strains was selected because of this high exopolysaccha-
ride content and high viscosity properties. Later, this strain was used in 
combination with L. bulgaricus and this combination was designated SH-
1. The quality of yogurt fermented with SH-1 and two commercial starter 
cultures was compared. The exopolysaccharide content of SH-1 ferment-
ed yogurt was shown to be similar to that of YF-L711 fermented yogurt 
and significantly higher than YO-MIX 465. Moreover, yogurt fermented 
with SH-1 had the lowest syneresis (8.5%) and better texture and feel than 
yogurts fermented with YO-MIX 465 and YF-L711. It revealed that the 
proposed EPS producer starter SH-1 could be used in the industrial pro-
ductions and reduces the amount of stabilizer addition.

In recent years, Morais et al (2021) analyzed the potential of Limosi-
lactobacillus mucosa CNPC007 as an autochthonous culture in the pro-
duction of goat’s milk Greek yogurt. In this study, techno-functional, 
physicochemical and sensory properties of control yogurt containing only 
starter culture and probiotic yogurt were evaluated. According to the re-
sults, yogurt added to the probiotic strain had a lower proteolysis index. 
Yogurt with added probiotic strain has almost 1.5 times higher viscosity 
than control yogurt. This result was achieved due to the higher production 
of exopolysaccharides.
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Biopresevative Adjunct Cultures in Yogurt Production

In yogurt production, particularly fungal spoilage can cause some prob-
lems. Spoilage microorganism with their metabolites and enzymes cause 
undesirable changes and deterioration in dairy products. Although some 
chemical preservatives can be used in different countries in yogurt produc-
tion, they are not permitted by regulations in Turkey. Defined cultures or 
their metabolites, or the combination of both, can be designed as biopreserv-
ative for extending shelf-life of yogurt and preventing microbial spoilage.

In recent years, there is an increasing consumer and commercial trends 
for reducing chemical preservatives. The evolution of European legislation 
has directed industries to reduce the chemical preservatives in fermented 
milk products. At this point, the use of microbial cultures that control spoil-
age microorganisms has valuable potential (Delavenne et al., 2013).

Common biopreservative microorganisms include LAB. Also, various 
metabolites, bacteriocins and natural enzymes systems can be used as bio-
preservaties. Biopreservative cultures can be used in different food indus-
tries such as baking, fruit and vegetables and dairy (Buehler et al., 2018). Al-
though there have been many studies for biopreservative cultures in different 
food production areas, limited research has existed in yogurt production.

In recent years, Fayyaz et al. (2020) evaluated the protective properties 
of Lactobacillus binary/ ternary culture combinations in yogurt produc-
tion. They used 3 lactic acid bacteria (L. reuteri, L. helveticus, L. acido-
philus) in combinations against 5 spoilage yeast (Debaryomyces hansenii, 
Rhodotorula mucilaginosa, Kluyveromyces marxianus ,Kluyveromyces 
lactis, Yarrowia lipolytica). They characterized yogurt samples during 
fermentation and storage by determining acidity, WHC (water holding ca-
pacity), apparent viscosity, texture profile analysis, enumeration of LAB 
and sensory analysis. Significant reduction in pH during cold storage was 
found. Including of protective cultures resulted increase in WHC during 
fermentation and storage. Increase in WHC due to the decrease in pH 
seems in parallel to LAB growth and it leads enhancing in yogurt curd 
stability. Also, increase in hardness and adhesiveness was observed. In 
the result of antifungal analysis, Lactobacillus reuteri was the most active 
LAB against yeast species and it was followed by Lactobacillus acidophi-
lus. Moreover, Kluyveromyces marxianus was the most resistant yeast and 
it was followed by Rhodotorula mucilaginosa. Finally, they suggest that 
inoculation of LAB strains at 5% (v/v) can enhance both biochemical and 
sensorial properties and provide efficient preservation. Those cultures can 
be used to replace the chemical preservatives or reduce their amounts and 
can be used as biocontrol agents in other commercial applications. 

Buehler et al. (2018) evaluated the potential of two commercially 
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available protective cultures against fungi spoilage in Greek yogurt pro-
duction. They produced yogurt with and without biopreservative cultures 
by inoculating a cocktail of 5 yeast and one mold with two inoculum levels 
(101 and 103CFU/g). After storing at 7 °C and fungal numbers were deter-
mined. At day 23 of storage, fungal concentrations reached the spoilage 
stage (≥105 CFU/g) in all productions at both cell concentrations. Surface 
mold over 76 days was not observed in any of the formulations with pre-
servative cultures. At the end of the study, all of the control yogurts with-
out biopreservative cultures showed surface mold up to day 23.

CONCLUSONS

Overall marketability of yogurt can be improved by different tech-
nologies and by developing new adjunct cultures. Among those studies, 
probiotic yogurts have been more focused and studied in comprehensive-
ly. Yogurt is one of the most preferred environments to deliver probiotics 
to consumers. For the development of probiotic yogurt, it is necessary to 
select strains with strong probiotic features with acceptable safety, tech-
nological, sensory and functional properties. The sensory properties of 
probiotic yogurt may negatively affect consumer acceptability; therefore, 
carefully selected probiotic strains should keep or improve organoleptic 
features. Within in the advance in developing new strains with different 
health claims, wide range of probiotic yogurt products in the market can 
be expected in the future works.

Another research area for adjunct culture development is on flavor 
cultures. One of the most important features in consumer perception is 
the aroma of yogurt. However, the aroma preferences differ according to 
geography around the world. The reactions that occur during the making 
of yogurt affect the taste of yogurt, such as enzymatic degradation, oxida-
tion and fermentation. Adjunct cultures that improve flavor properties of 
yogurt can attract the marketability of different kinds of yogurts.

Also, specific cultures that improve texture profiles of yogurt can be 
designed. In particular EPS producing strains have important potential and 
can be used in different combinations. Moreover, biopreservative cultures 
can provide the extension the shelf life by inhibiting the undesirable mold 
and yeast growth. The results of these researches can provide valuable 
contributions to meet consumer demands for clean-label products.

Adjunct cultures designed for specific aims should meet consumer 
preferences for yogurt quality. Understanding consumer preferences is one 
the important feature for product development and it presents significant 
variations around the world in different geography and publics.  Those 
cultures should not generate undesirable chemical and physical properties 
and should be compatible with yogurt starter cultures.
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1. INTRODUCTION

Power measurement modules are used in the various industrial sys-
tems such as electrical vehicles, electronic components, circuits etc. They 
are employed to measure output powers that translate electrical quanti-
ties into digital signals. Thanks to technological advances, these kinds of 
data acquisition systems become cheaper, light weighted and easier pro-
grammable. With the more powerful microprocessors as well as signal 
processing techniques, the simultaneous power measurement can be done 
accurately.

Generally, three-phase power measurement systems have high price 
with restricted operation range. They require three phase voltage and cur-
rents, and calculate the active, reactive powers and power factor. However, 
they need a powerful microcontroller with adequate memory to calculate 
the frequency and phase angles. Moreover, digital filters and detecting al-
gorithms may cause performance losses. To deal with these challenges, 
more powerful microcontroller can be employed. But this time, there will 
be a price increase and complexity in algorithm.

Technological developments have increased the performance of data 
acquisition systems, allowing measurements made with special equipment, 
and the application of cheaper methods with the same accuracy. Devices 
that are constantly being developed with increases in analog-to-digital con-
version performance allow more powerful signal processing techniques to 
be applied in industrial applications. Especially microcontroller devices 
are used in industrial applications with other electronic components to 
measure data such as voltage, current, power and to control the system. In 
electrical networks, dsPICs (Digital Signal Peripheral Interface Controller) 
are widely utilized to design electronic meters to measure current, voltage, 
power, power factor, electrical energy, etc. These meters display the active 
power, reactive power, power factor on LCD or LED display. Some of 
them have capable of sending energy consumption information to remote 
places via the internet or global system for mobile communications. 

Santos and Ramos used a dsPIC microcontroller as processor and a 
DDS (Direct Digital Synthesizer) to simulate the proposed measurement 
circuit. Their test circuit is composed by reference impedance and un-
known impedance components. dsPIC is communicated with a PC by RS-
232 to USB converter to store data. Then the results are analyzed. LCD  is 
used to display the measurement results (Santos & Ramos, 2011).

Arote et al. presented an electronic three-phase four-wire energy me-
ter. All data are received in the digital domain to evaluate the results. The 
proposed meter shows the voltage, current, active and reactive Power, and 
power factor on the display (Arote et al., 2016).
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Villani et al. studied low-cost power meter for three-phase systems. 
The proposed power meter can be measure current and voltage signals, 
simultaneously. It provided precise measurements which are power factor, 
apparent, active and reactive powers (Villani et al., 2016).

Altomonte et al. developed a cloud-connected smart energy meter for 
single and polyphase measurement. The evaluation process is executed by 
STPM3x chips consisting of an analog and a digital section (Altomonte et 
al., 2021). The study was implemented in three stages. 

Grigoras and Neagu designed a smart meter data-based three-stage 
algorithm to calculate the power/energy losses in three-phase networks 
(Grigoras & Neagu, 2019).

Mukaila et al. designed a single-phase power factor meter. They used 
the zero crossing detection method to calculation of power factor. Arduino 
and LCD are used to evaluate the data taken from the system and to show 
the information on the screen.  Input voltage and current signals are sent to 
op-amp by means of transformers to determine the power factor. A poten-
tiometer is used to adjust the LCD contrast (Mukaila et al., 2020).

P. D. More et al. presented a study about the microcontroller-based 
smart calibration meter, which includes AC voltmeter and ammeter, watt-
meter, and energy meter calibration. This study consists of three parts: 
control, metering and display. The atmega328p microcontroller was used 
to control and program the system (More, et al., 2018).

Guia et al. developed Root Mean Square (RMS) measurement system 
based on fast discrete Wavelet by using dsPIC33FJ32GP202 microcontrol-
ler.  The method can be used as real-time in sinusoidal and non–sinusoidal 
electrical power systems. MATLAB and Proteus ISIS were used for simu-
lations (Guia et al., 2020).

The instrument developed in this work strives to obtain more precise 
power measurement module that controlled by a dsPIC. The utilized mi-
crocontroller controls the entire hardware by taking all of the signals and 
by progressing as analog digital converters and by calculating the neces-
sary outputs. The most important signal processing in this hardware is the 
digital filters and phase locked loop algorithms. These features allow the 
estimation of the powers and power factor regardless of being effected by 
sensor noises. 

As aforementioned before, this type of hardware design requires ad-
vance programming skills. However, Matlab/Simulink program is em-
ployed here to develop the required algorithms. Afterwards, by means of 
MPLAB Device Blocks for Simulink, the created algorithm is compiled 
and deployed to the dsPIC (Ilten, 2022). The most valuable advantage of 
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this method lies on graphical programming of dsPIC (Ilten et al., 2022).

This chapter is organized as follows: three phase measurements are 
given in the second section. In the third section, microcontroller-based 
experimental realization of the designed method is explained and simulat-
ed. The fourth section provides a brief discussion with results. Finally, the 
conclusion is the last section.

2. THREE-PHASE MEASUREMENT

Three-phase voltages and currents are measured by 10-bit analog to 
digital converter (ADC) unit of dsPIC via 6 channels sequentially. The 
ranges of ADC inputs are between 0-3.3 Vdc. Therefore, all values to be 
read are scaled to the 0-3.3 Vdc range. Scaling operations are performed on 
the electrical circuit. Obtained digital values are used to calculate the root 
mean square (RMS) voltages (V) and currents (A). Also, frequency (Hz), 
power factor, active (W) and reactive power (VAr) are calculated via this 
data. These calculations are explained in the following sub-sections. dsPIC 
pins (dsPIC33FJ32MC204) are presented in Figure 2.1 (Microchip, 2012).

Figure 2.1: dsPIC pins
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2.1 Voltage measurement

Each phase voltage is measured via ADC and calculated as RMS val-
ue in dsPIC algorithm. RMS voltage calculation block diagram for single 
phase is presented in Figure 2.2.

Figure 2.2: RMS voltage calculation

In Figure 2.2, measured digital value (ADC output) is converted to 

voltage with multiplied by 10

3.3
2 . Then, by subtracting 1 at this value, the 

offset in the measuring circuit is removed. Sliding window method is used 
in the RMS calculation part. Sliding window method is given in Figure 
2.3.

Figure 2.3: Sliding window method of RMS calculation
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When calculating RMS in the sliding window method, the current 
sample and the previous Len–1 sample are included in the calculation. Len is 
the length of the sliding window. When calculating the initial Len–1 values, 
the algorithm fills the sliding window with zeros because the window does 
not yet have enough data (MathWorks, 2021). Finally, the calculated RMS 

value was multiplied by 220 2  because the amplitude of power supply is 
set to 1 V.

2.2 Current measurement

Each phase current is measured via ADC and calculated as RMS val-
ue in dsPIC algorithm. RMS current calculation block diagram for single 
phase is presented in Figure 2.4.

 
Figure 2.4: RMS current calculation

In Figure 2.4, measured digital value (ADC output) is converted to 

current with multiplied by 10

3.3
2 . Then, by subtracting 1 at this value, the 

offset in the measuring circuit is removed. Sliding window method is used 
in the RMS calculation part same as voltage calculation. Lastly, the calcu-

lated RMS value was multiplied by 50 (
1
50  is the gain value for currents 

in electric circuit) and was brought to true current scale.

2.3 Frequency measurement

Frequency is measured on single phase. Phase-locked loop method 
is used for frequency and phase angel calculation as shown in Figure 2.5.

Figure 2.5: Frequency and phase angel calculation
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PLL block generates a sinus signal that approximates to u(t) as below 
(MathWorks, 2021):

( ) ( ) ( )( )0sin 2y t A t f t dtφ π= + ∫

Here y(t) and A are the estimate of u(t) and estimate of amplitude of 
u(t), respectively. ϕ0 is the initial phase angle of u(t). The estimated phase 
angle ϕ can be defined as follows (MathWorks, 2021):

( ) ( )0 2t f t dtφ φ π= + ∫

 In the above equation, f is the frequency. Figure 2.6 shows the overall 
structure of the PLL (MathWorks, 2021).

Figure 2.6: PLL structure

In Figure 2.6, the phase detector generates an error signal according 
to eϕ (phase difference). The phase detector also generates an estimate out-
put of the amplitude A. Loop filter block provides an estimation of ω by 
filtering out the high-frequency components of eϕ. The voltage-controlled 
oscillator produces the angular speed to calculate ϕ (estimated phase an-

gle). This block also produces 
1 y
A  (normalized-synthesized sinusoid). 

Simulink block diagram of PLL is given in Figure 2.7.
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Figure 2.7: PLL Simulink block diagram

2.4 Power factor measurement

Power factor is cosine of phase angle difference of voltage and current 
signals. Phase angles are calculated via PLL blocks for single phase. Phase 
angle difference and power factor are calculated as illustrated in Figure 
2.8. 

Figure 2.8: Phase angle difference and power factor calculation

2.5 Active and reactive power measurement

Active and reactive powers are calculated for single phase as follows:

* *cos
* *sin

P U I
Q U I

ϕ
ϕ

=
=

Where P is the active power as Watt (W), Q is the reactive power 
as Volt-Ampere reactive (VAr), φ is the phase angle difference as radian. 
Three phase active and reactive powers for balanced system are calculat-
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ed by multiplying the power equations of the single phase by 3 as shown 
below:

3

3

3* * *cos
3* * *sin

P U I
Q U I

φ

φ

ϕ

ϕ

=

=

Where P3ϕ is the three phase active power and Q3ϕ is the three phase 
reactive power. Balanced three phase active and reactive powers are calcu-
lated in Simulink as shown in Figure 2.9.

Figure 2.9: Active and reactive power calculation

3. SIMULATIONS

Three-phase voltages and currents, frequency, power factor, active 
and reactive powers are calculated via dsPIC and monitored on 20x4 LCD. 
dsPIC algorithm is designed on Simulink as shown in Figure 3.1.

Figure 3.1: Simulink scheme of the measurement system
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Firstly, the three-phase current and voltage values read with the ADC 
block in Figure 2.9 are calibrated. Then, current and phase angle are calcu-
lated over a phase. Then power factor, active power and reactive power are 
calculated. Finally, all the calculated values are printed on the LCD. The 
simulation of the designed system has been made in Proteus program. The 
prepared circuit diagram is given in Figure 3.2.

Figure 3.2: Proteus simulation scheme for the measurement system

In Figure 3.2, transducer connections are made to the microcontroller 
ADC input for three-phase current and voltage measurement. LCD con-
nection is provided via D port. The simulation test result is presented in 
Figure 3.3.

Figure 3.3: Simulation test for the measurement system
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Figure 3.3 gives the display of values on the LCD. Phase voltages are 
displayed in the first line, phase currents in the second line, frequency and 
power factor in the third line, active and reactive power in the last line. 
Scope view of transducer outputs for three-phase voltages and currents are 
illustrated in Figure 3.4 and Figure 3.5.

Figure 3.4: The outputs of voltage transducers (Ua, Ub, Uc)

Figure 3.5: The outputs of current transducers (Ia, Ib, Ic)
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CONCLUSION

This paper presents a digital platform that has low-cost and simple 
programming methods to calculate active power, reactive power, frequen-
cy, and power factor by using MATLAB/Simulink tools. The obtained re-
sults are shown on the screen of LCD. The control software is developed in 
the MATLAB/Simulink environment, which provides simple and intuitive 
programming tools. Thus, implementation of the software application be-
comes very simple and easy for power measurement. The algorithm used 
for the calculation is compiled and loaded to the dsPIC by MPLAB de-
vice blocks. This method is very easy compared to PIC programming code 
written and provides great convenience to programmers.  The developed 
digital instrument is capable of measuring power in the amplitude range 
from 0 Watt to15 kWatt at frequencies ranging from 18 Hz up to 81 Hz. 
USB and RS-232 connections provide ease of communication with the PC 
for the users. The results verified that a low-cost device and simple pro-
gramming algorithm provide a digital meter capable of producing accurate 
results on measurement of power, frequency and power factor and etc.
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1. Introduction

RF energy harvester for low power systems gives a tremendous sup-
port for growth acceleration of Internet of Things (IoT) applications. RF 
harvester designs had improved battery life performance of many systems 
such as biomedical sensors, logistic support systems, smart home, and ma-
chine to machine communications systems. The main concern in design 
process of high performance RF harvester systems is that the design can 
achieve a high level of power conversion efficiency to have a specified 
output voltage (VOUT) level from RF rectifier with respect to the aimed 
applications operational requirement. However such task is not trivial due 
to the pareto like relations of design performance criteria’s and trade-offs 
between circuit complexity, power conversion efficiency performance, 
output voltage, cost, and size of the overall system [1]. 

In our daily life, there are wireless sensor networks in many areas 
such as factories smart buildings even human body or biomedical devic-
es. RF signals are broadcast from millions and even billions of different 
devices, including mobile base stations, TV broadcasts, handheld radios 
and mobile phones, and this number is increasing by daily basis due to the 
increasing number of users and their increased demands [2], [3]. It can be 
said that one of the most interesting findings presented by [4] is that the 
number of broadband mobile devices has reached more than one billion. In 
a typical urban area location, a device may receive signals from multiple 
WiFi transmitters, or detection of signals at 100mW power level from pub-
lic access points in enclosed areas is expected [4]. Considering these data, 
it is stated that RF energy harvesting circuits can be used to extend the 
battery life of low-power devices or to eliminate battery usage [5], [6]. In 
[7] it had been shown that a broadband RF power harvesting in the 2 to 18 
GHz band range can be achieved via use of antenna array structures. One 
of the interesting studies that should be given as an example of far-field RF 
energy harvesting studies is the performance examination of a TV broad-
casting station with 960KW output energy and an RF harvester system at 
a distance of 4 Km by Intel Research Seattle [8]. Another similar far-field 
RF energy harvesting study was a performance review of an AM radio 
transmitter station with an output power of 5 kW and an RF harvester sys-
tem 2.4 Km away [9]. As a result of the widespread demand for use of low 
power designs, manufacturers are focused on developing products that can 
satisfy this request of “very low power consumption” and “extremely low 
power consumption” criteria’s. For example, the 16-bit “very low power 
consumption” MSP430FR597 microprocessor produced by Texas Instru-
ments draws approximately 400 µA in active mode and only 0.4 µA in 
standby mode [10]. No matter how low power consumption these products 
have, it is necessary to monitor the power level of their batteries. At this 
stage, energy harvesting cycles have emerged. There are also studies on 
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the use of energy harvesting circuits, increasing the battery life of mobile 
phones, laptops and tablets [11], [12]. Within the scope of this study, a sin-
gle-layer rectifier circuit is proposed to be used in GSM and ISM bands. 

The rectifier circuit input impedance is designed as 50ohm matching 
stage. In this layer, -10dB bandwidth between 1.8GHz and 2.5GHz is ob-
tained by using microstrip stub structure and interdigital capacitor. With 
the low power levels obtained, the battery life of the sensors and devices 
used in wireless communication applications will be extended.

2. RF Energy Harvester Design

The block diagram of the RF energy harvester system is shown in Fig-
ure 1. The first component of the system, the antenna; It acts as a collection 
of electromagnetic signals in the environment. The impedance matching 
circuit eliminates the impedance mismatch between the rectifier circuit 
and the antenna input, preventing losses in the system. The DC output 
power of the rectified signal is filtered by the DC filter circuit before being 
transferred to the load. In the design phase, the RF rectifier circuit is de-
signed with an input impedance of 50ohm.

Matching 
Network

Rectifier

DC Filter Load

Antenna

Figure 1. RF Energy Harvesting Block Diagram

2.1 Matching Network Design

The difference between RF energy harvesters and wireless power trans-
mission systems is that the harvesters operate at very low power. For this 
reason, harvesters need to work as efficiently as possible. The task of effi-
ciently transferring the power received from the environment to the rectifier 
by means of the antenna is performed by the harmonizing layer. Due to the 
non-linear operating characteristics of the diode, which is a rectifier circuit 
element, there may be impedance mismatches. We can minimize these in-
consistencies by using the alignment layer. By eliminating the energy re-
flections that may occur at the RF signal input at the matching stage, the 
decrease of the output voltage will be prevented. Within the scope of this 
study, matching is achieved by using microstrip interdigital capacitor and 
microstrip stub structures in the matching layer of the RF rectifier circuit.

2.2 Schottky Diode Selection

One of the most important design parameters to be considered in RF 
energy harvesting is diode selection. Due to the low power values of the 
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energy in the environment in such studies, the diodes to be selected should 
have a high switching speed as well as a low turn-on voltage value as pos-
sible [13]. Within the scope of the proposed study, lumped elements and 
SMS-7630 schottky diode element were used to design the broadband rec-
tifier circuit that will operate at the targeted 1.8 and 2.4 GHz frequencies.

Table 1 Schottky diodes and their parameters

Diode Vt
(V)

Vb
(V)

Rs
(ohm)

Jc
(pF)

HSMS-2860 0.65 7 6 0.18
HSMS-8202 0.35 4 14 0.26
SMS-7630 0.34 2 20 0.14
SMS7621 0.55 3 12 0.1
MA-40417 0.65 11 4.9 0.04

To select the best diode element for the determined operating frequen-
cy (1.8-5 GHz), some commercial products available in the market have 
been examined and listed with their parameters in Table 1. As can be seen 
from the table, the lowest Vt value is obtained with the SMS-7630 ele-
ment. This shows that the diode can be activated with a lower input power 
compared to other elements, and therefore it will be the best choice. An-
other important parameter, Jc, the high value of this value in other diode 
structures shows that the performance of the elements will deteriorate at 
high frequencies. Although MA-40417 and SMS-7621 elements have bet-
ter values, a higher input power will be needed due to the threshold values 
of these elements, SMS7630 has a low forward bias voltage (60–120 mV 
@ 0.1 mA). Therefore, the most suitable diode structure that can be used 
within the scope of the study was chosen as the SMS-7630 element.

2.3 Load Impedance Selection

Electronic components used in wireless communication systems have 
a certain load impedance, operating performance decreases when oper-
ating outside these ranges. For this reason, choosing the load impedance 
range is an important criterion in RF rectifier circuits. 

2.4 Rectifier Design

With the widespread use of wireless communication systems, there 
are signals in many frequencies in the environments. The representation of 
the single-stage rectifier circuit, which aims to convert the existing signals 
in the environment as an energy source, is given in figure 2. In Figure 2, 
low-power RF signals are collected with high output voltage by using D1 
and D2 zero-bias low barrier schottky diodes. At the input of the circuit, a 
matching stage has been added according to the 50ohm input impedance. 
The matching stage is important for maximum power transfer to the recti-
fier stage of the antenna.
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Matching Stage

D2

D1 C1 Load

Figure 2. Single Stage Full Wave Rectifier
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Figure 3. (a) Single stage Full Wave Rectifier Printed Circuit Illustration, (b) 

Matching Stage @1.8 GHz, (c) Matching Stage @2.4 GHz.
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A broadband single-stage rectifier circuit design covering 1.8 GHz 
(GSM) and 2.4 GHz(ISM) bands is proposed in this study. By applying 
an input power between +30dBm and -30dBm, the power level that can 
be obtained from the load is monitored. The schematic circuit representa-
tion of the harmonized circuit is given in Figure 3. SMS7630 is used as 
D1 diode model, C1 capacitance value is 100pF. Circuit dimensions are 
45mmX30mm.

Table 2 Matching network design parameter list [mm]

L1 5.14 W1 4.58
L2 10.5 W2 0.88
L3 3 W3 2.25
L4 29 W4 0.5

WP1 0.65 W5 3
WP2 0.65 W6 1.3
S1 0.4 W7 1.6
S2 0.4 W8 0.5

The matching circuit is designed as it is shown in Figure 3. This 
matching circuit includes interdigital capacitor and microstrip stub ele-
ments. The matching solid variable parameters are given in Table 2. In Fig-
ure 4, the return loss (S11) of the circuit is given and as can be seen, it has 
a value less than -10dB in the targeted operating band range. A bandwidth 
of -10dB was obtained between 1.8GHz and 2.45GHz.
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Figure 4. Return loss performance of the single stage matched design. 
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Although the efficiency is high in the low-load resistor in the rectifier 
circuit, the voltage value obtained at the output is low. Also in Fig. 5, the 
efficiency versus frequency of design for -10 dBm power level is presented. 
As it can be seen from Fig. 6, the design achieves 60% and 65% efficiency 
at 1.8 and 2.4 GHz respectively.   
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Fig. 5 The efficiency versus frequency

In order to clearly present the performance superiority of the proposed 
design, a performance comparison with counterpart designs in literature 
had been done.  As it can be observed form Table 3, not only the proposed 
design has better performance measure in means of being dual band and 
efficiency rate but also in means of size and fabrication complexity it is 
superior to the counterpart designs. While the counterpart work that has 
similar dual band characteristic [Tablo 3 ref 14] can only achieve a similar 
efficiency at first operation(60.4% v.s. 60%) band its second band efficien-
cy is extremely lower than the proposed work (17% v.s. 65%). in counter-
part works only [Tablo 3 ref 15] has better efficiency performance than 
the proposed work however its drawbacks are (i) being single band (2.45 
GHz), have a larger PCB surface (87x80 [mm]) compared to the proposed 
work (50x30 [mm]).
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Table 3. Comparison to recently Reported Rectifiers

Works Frequency
GHz

Dimension 
[mm]

Fabrication 
Complexity Efficiency %

[14] 0.98 / 1.8 100x90x0.8 Easy 2 layers 
PCB 60.4  / 17

[15] 2.45 87x80x0.6 Easy 2 layers 
PCB 80.3

[16] 2.45 110x100x4.7 Medium 3 
layers PCB 63

[17] 1.8-2.5 70x70x13.2 Difficult 3D 
PCB 70

[18] 1.8 / 2.1 380x350x1.5 Easy 2 layers 
PCB 50

[19] 1.8 45x45x0.8 Easy 2 layers 
PCB 61

This 
work 1.8 / 2.4 50x30x1.5 Easy 1 layer 

PCB 60 / 65

4. Result and Discussion

Within the scope of this study, a single-layer rectifier circuit is pro-
posed to be used in GSM and ISM bands. The rectifier circuit input imped-
ance is designed as 50ohm matching stage. a -10dB bandwidth between 
1.8GHz and 2.5GHz is obtained by using microstrip stub structure and 
interdigital capacitor. In the simulation studies, the rectifier efficiency and 
output voltage change were investigated by changing the value of the load 
resistance value. It has been observed that the efficiency of the single-stage 
rectifier circuit is high at low load resistance, and the output voltage is high 
at high load resistance. Here, the importance of choosing the load resistor 
according to the application in which the RF rectifier circuit will be used 
is understood. At 0dBm input power, 38mV at 100ohm load resistance at 
1.8GHz, 141mV at 100Kohm load resistance, and 125.6mV at 100ohm load 
resistance at 2.4GHz, 199mV output voltage at 100Kohm load resistance 
was obtained. With the low power levels obtained, the battery life of the 
sensors and devices used in wireless communication applications can be 
extended. Furthermore, a performance comparison of the proposed work 
with counterpart works in literature had been done in means of size, effi-
ciency operation band and complexity of fabrication. As a results not only 
the proposed design achieves better efficiency performance at the aimed 
operation frequencies of 60% at 1.8 and 65% 2.4 GHz, but it is also has 
smaller PCB size and simpler manufacturing complexity compared to the 
counterpart designs in literature.
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1. Introduction 

The current work involves the design and manufacturing of two dif-
ferent devices, a mechanically activated liquid soap dispenser and an au-
tomated hand sanitizer. The reason for manufacturing separate devices for 
the dispensing disinfectant and liquid soap is the different viscosities of 
these materials. The lower viscosity of liquid disinfectant as compared to 
liquid soap allows the use of a mini submersible pump, thus allowing the 
design of a simpler and cost-effective system to dispense hand disinfect-
ant. For dispensing liquid soap, which cannot be dispensed by use of a sub-
mersible pump due to higher viscosity, a system mechanically activated by 
a mini servo motor that has enough power to mechanically activate soap 
dispensers commercially available in the market was designed and man-
ufactured. On the other hand, the mechanically activated system can also 
be used for hand sanitizing purpose. The design of two different systems 
addressing diverse needs was thus aimed. It was found after a literature 
survey (Sumbawati et al. 2020; Lesmana et al. 2020; Janayanda et al. 2021; 
Hang & Dung, 2021; Ramadan & Marlinda, 2021; Jagne & Biranware, 
2022; Vishal Raj, 2022; Lee et al. 2020) that, the systems designed so far 
for liquid soap dispensing with height adjustment to fit all soap dispensers 
in the market, or those specifically designed for soap dispensing and hand 
sanitizing purposes either occupy much space with higher cost, or they 
do not appeal to the end user in terms of appearance, usage or marketing. 

In the current study, the electronic and mechanical components of the 
mechanically activated system were covered by a compact polymer con-
tainer with a sliding cap designed with a computer aided design (CAD) 
software to allow easy replacement of the battery and easy access to the 
electronic components for repair and maintenance.  Another polymer part, 
fastened to the plain surface of the dispenser allows easy attachment of the 
designed device onto hand dispensers available in the market. The system 
designed for hand sanitizing purpose on the other hand involves the use 
of a mini submersible water pump and is designed to contain a standard 
sized disinfectant bottle widely available in the market. In the system, the 
electronic components are placed on the upper section of the polymer con-
tained that can be accessed by a removable cap. The polymer components 
of the hand sanitizing system comprising three polymer components and 
those of the mechanically activated system comprising two polymer com-
ponents were initially designed with a CAD software and then they were 
manufactured via 3D printing. The development stages involve the me-
chanical and electronic design of the proposed systems, the design of the 
containers with a CAD software followed by 3D printing; the coding for 
both systems on Arduino IDE interface, and the assembly of the mechani-
cal and electronic components within the polymer containers, which were 
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afterwards applied on commercially available containers.  

2. Design and Development of Automated Hand Sanitizer

The three-dimensional design drawings of the automated hand san-
itizer are shown in Figure 1 and Figure 2. Figure 3 shows the electronic 
circuit diagram of the system. The electronic system and the container 
comprise the main parts of the designed system.  The used electronic com-
ponents involve IR sensor, TIP32C transistor, resistor, mini submersible 
water pump, battery holder, battery, plastic hose, electronic circuit con-
tainer, time relay and jumper cables. A silicon gun and a soldering iron 
were also used for fastening purposes. 

Figure 1. 3D drawing of automated hand sanitizer designed with CAD software  
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Figure 2. Polymer container parts of the automated hand sanitizer designed with 
CAD software and fabricated via 3D printing. 

Figure 3. The circuit diagram of the designed automated hand sanitizer. 

Brief information related to the components of the automated hand 
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sanitizer are listed below: 

As shown in Figure 4a, IR sensor is equipped with a pair of infrared 
receiver and transmitter. It can be easily implemented in any environment. 
It transmits an infrared signal with a specific frequency when an obstacle 
is encountered in the transmitting direction. The effective distance range 
can be adjusted between 2-30 cm with a potentiometer. The operating volt-
age is between 3.3 V – 5 V. The IR sensor is easily applicable in a wide 
range of applications with its easy assembly.  

a) b) c)
Figure 4.  a) IR sensor b) Power transistor c) Mini submersible water pump 

TIP32C is a TIP type transistor in TO-220 style (Figure 4b). TIP32C 
is also a BJT PNP type transistor.  TIP32C has 3 A collector current and 
100 V collector-emitter voltage. It is widely used in medium power linear 
and switching applications. The mini submersible water pump operates with 
very low power consumption between DC 3 V – 6 V (Figure 4c). The 3D 
printed polymer container components are shown in Figure 5 and Figure 6.  

Figure 5.   3D printed polymer container parts of the automated hand sanitizer. 
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Figure 6. The images of automated hand sanitizer after the assembly of the 
electronic components. 

3. Design and Development of Arduino Based Liquid Soap Dis-
penser

The three-dimensional design drawings of the device are shown in 
Figure 7 and Figure 8. The electronic system and polymer container parts 
comprise the main parts of the system. The electronic design involves IR 
sensor, mini servo motor, Arduino Nano microcontroller, 9 V battery hold-
er, 9 V battery and jumper cables. A silicon gun and a soldering iron were 
used for fastening purposes.

Figure 7. 3D CAD design of the mechanically activated liquid soap dispenser 
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Figure 8.  CAD design images of 3D printed polymer parts of the mechanically 

activated liquid soap dispenser 

The circuit diagram of the mechanically activated arduino-controlled 
liquid soap dispenser is shown in Figure 9. 

Figure 9.  The circuit diagram of the automated liquid soap dispenser
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The components of the liquid soap dispenser that are not available in 
the automated hand sanitizer are briefly explained below: 

SG90 mini servo motor is in 23.1 X 12.2 X 29 mm dimensions with 
9 gr weight. It has an operating voltage of 4.8 - 6.0 V (DC). Motion speed 
is 0.1 s/60° at 4.8 V. Stall torque is 1.8 kg/cm at 6 V. It operates within the 
angle range of 0-180° by means of a plastic gearbox. The operating PWM 
signal is 500-2400 μs. A representative picture of the SG90 mini servo 
motor is given in Figure 10. 

Figure 10. SG90 Mini Servo Motor
Arduino Nano is equipped with 14 digital output (6 of which has 

PWM support) and 8 analog inputs. DC pin current 40 mA. Input voltage 
range is 7-12 V (DC), operating voltage is 5 V. Arduino Nano has 32 kb 
flash memory supporting an integrated Atmel Atmega328 microprocessor. 
The image of Arduino Nano is shown in Figure 11. 

Figure 11. Arduino Nano
The final mounted image of the manufactured mechanically activated 

liquid soap dispenser is shown in Figure 12. 
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Figure 12. The mounted final image of mechanically activated liquid soap 
dispenser

4. Conclusion

In the present work, two different devices, an automated hand sani-
tizer, and a mechanically activated Arduino-based liquid soap dispenser 
were designed and developed. The dispensing of disinfectant with the au-
tomated hand sanitizer is achieved by use of a standard disinfectant bottle.  
Mechanically activated soap dispenser, on the other hand is designed and 
developed to fit any commercially available conventional soap dispenser 
having a plain surface, and its electronic components are hidden in a 3D 
printed polymer container. When compared to similar devices introduced 
in the literature, the devices designed and developed in this work are ad-
vantageous in terms of cost-effectiveness and usability. It is shown by this 
study that, the devices are applicable and adaptable to manual dispensers 
that are commercially available and widely used in the market. The follow-
ing studies by the authors aim to improve the design and usability of the 
devices before they are presented to the end-user. 
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INTRODUCTION

Uncontrolled population growth, urbanization, the development of in-
dustry, the change in consumption habits, and the development of technol-
ogy cause an increase in the amount of solid waste. Uncontrolled disposal 
of waste causes problems in the water, soil, air, flora, and fauna systems, 
and is becoming a major concern, especially in developing countries due 
to various environmental problems such as greenhouse gas formation [1].

Waste management includes activities such as prevention of waste 
generation, reduction from source, collection, separation, reuse, recycling, 
disposal, and waste management is an environmentally, socially, and eco-
nomically beneficial process [2]. Hence, studies on waste management 
have significantly increased in recent years [3, 4].

The increase in the rate of municipal solid waste generation in cities 
due to urbanization, industrialization, and rapid population growth [5] in-
creases the trend toward landfills designed to increase environmental pro-
tection [6]. In a global context, solid waste management disposal of waste 
by landfill is the most frequent way preferred in developing countries [7]. 
A landfill for solid waste is a common solution used for the final disposal 
of municipal solid waste (MSW) in Turkey [6].

The site selection of landfills is one of the most important steps in 
MSW management, and the site selection process requires the evaluation 
and analysis of various criteria [8] and is a complex process [9]. The land-
fill selection process aims to identify areas that will minimize hazards to 
the environment and public health [10], so a systematic process should be 
developed and followed to ensure that an appropriate site is selected [6]. 
When the studies on MSW site selection are examined, Nas et al. [6] and 
Uyan [10] deal with the MSW site selection problem for Konya province in 
Turkey. Yesilnacar et al. [11] aim to apply MCDA integrated with GIS to 
select possible areas of MSW landfills for Turkey. Yildirim [8] evaluates 
two landfills for site selection in the province of Trabzon in Turkey. As a 
result of the study, the suitability values   of the two landfills in the cost sur-
face map showed that these sites are not suitable for solid waste landfills. 
Kharat et al. [9] deal with the MSW landfill selection problem with the 
integrated MCDM method. Chabok et al. [12] use a fuzzy multi-criteria 
decision-making method integrated with GIS to select the optimum loca-
tion for municipal solid waste (MSW) landfills in accordance with stand-
ard storage guidelines and environmental and socio-economic criteria for 
Iran. Hereher et al. [7] aimed to identify suitable locations for landfills in 
the Muscat Governorate of Oman.

It is important landfill site selection for MSW operations be performed 
after risk assessment, as MSW formation creates environmental risks. 
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Since site selection is a critical decision, the site to be selected must be 
evaluated from many aspects. In the literature, risk assessments in waste 
management systems, in general, have been examined within the scope of 
hazardous waste. 

Landfill site selection for MSW is a strategic decision for municipali-
ties. There are many managerial, operational, environmental and physical 
factors that affect these decisions. In order to establish an MSW facility, 
the existing facilities and environmental risk factors must first be exam-
ined in detail. From this point of view, it is necessary to examine ISO14001 
standards and integrate them into environmental risk assessments. Emis-
sions to the air; released waste to water and soil; raw material, natural re-
sources, and energy usage; global warming; radiation; vibration; products 
and by-products should all be considered when considering environmental 
factors, according to ISO 14001 [13]. Design and development, manufac-
turing processes, packaging and transportation, waste management, ex-
traction and distribution of raw materials and natural resources, product 
usage and life, wildlife and biodiversity should all be taken into account 
when deciding on environmental factors [13]. In particular, the importance 
of evaluating environmental risk factors according to five significant im-
pact categories has been emphasized in many studies [13-15]. 

A landfill for solid waste is a common solution used for the final dis-
posal of MSW in Turkey [6]. There are studies on MSW site selection in 
Turkey [6, 10, 11, 16]. The aim of this study is to make a site selection deci-
sion for a city that does not have an MSW facility, based on the risk score 
to be obtained from an integrated risk analysis, based on the effects of solid 
waste types in Turkey on different impact categories.

In the study, first, environmental assessment reports of all cities in 
Turkey were examined and joint MSWs in Turkey were decided in these 
reports. Then, the effects of these MSWs on the five impact categories in 
the ISO 14000 standard (air, soil, water, flora and fauna) were evaluated 
with the L Type (5*5) Matrix method. In the next stage of the study, cities 
without facilities were determined according to the information obtained 
from the environmental assessment reports of all cities in the country; the 
amount of solid waste per capita in these cities and the risk scores of the 
cities were integrated to obtain individual risk scores for cities without 
facilities. Then, the location selection process was carried out for the city 
with the highest risk score, with the help of goal programming to make the 
decision to establish a facility. For the site selection, the optimum location 
was determined by considering the parameters and constraints of Hydrolo-
gy, Air quality index, Soil & topography, Habitat, flora and fauna with four 
objectives of Cost, Environment Impact, and Social Acceptance and Risk.
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MATERIALS AND METHODS

The main material of this study is the “City Environmental Assess-
ment Report of 2020” obtained from the official website of “Republic of 
Turkey Ministry of Environment, Urbanization and Climate Change” [17]. 
According to the information obtained from the reports published in 2020, 
Paper, cardboard; plastic; Metal; glass; Wooden; Textile; battery (small); 
Battery (Medium, Big); Toner-Cartridge; Lighting Equipment; Elec-
tric-Electronic Equipment; Medicines; Vegetable waste oil; bulky waste; 
Vehicle maintenance/repair Equipment; Dangerous waste; Organic waste; 
Mixed (plastic, paper, glass, metal) were determined as the basic MSWs.

The steps of the study are presented in Figure 1.

Figure 1. Flow of the study
L Type (5*5) Risk Assessment

L type (5x5) matrix method is used widely among risk assessment 
methods in occupational health and safety. In the classic L type (5x5) 
method the probability of occurrence of the risk and its severity are evalu-
ated together. According to the evaluation scores, the risk priority number 
(RPN) is calculated by multiplying those two factors. RPN scores are di-
vided into five groups as negligible, acceptable, mid-level, important and 
unacceptable risks. 

TOPSIS Method

TOPSIS method, developed by Hwang and Yoon [18], is based on the 
fact that the best alternative chosen is the closest to the positive ideal solu-
tion and the farthest from the negative ideal solution [19]. TOPSIS is a 
method that is frequently used to rank the order of preference of alterna-
tives and to give decision-makers more opportunities to set criteria prior-
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ities [20]. The application steps of this method, whose steps are stated by 
Hwang and Yoon [18], can be defined as follows. First, a decision matrix 
is created and normalized by the decision-makers. Then the normalized 
matrix is transformed into a weighted normalization matrix. After the 
normalization matrix was created, ideal and negative ideal solution sets 
were created to calculate ideal and negative ideal distance values. The ide-
al solution relative proximity is calculated as the final step of the TOPSIS 
approach [21].

Developed Goal Programming Model

Goal Programming is a method applied to linear programming prob-
lems where there are many goals or objectives. Unlike linear program-
ming, which directly optimizes goals, goal programming is used to man-
age conflicting goals by minimizing deviations between goal values and 
actual results. Within the scope of this study, an integrated goal program-
ming model has been developed with the TOPSIS method and the L Type 
(5*5) Risk Assessment method.

The goal programming model of the study is presented below, and the 
indices and definitions used in the decision model are as follows: The i and 
j indices in the goal programming model used to decide where the facility 
to be established is in the province with the highest risk score (Bartın) 
represent the districts in Bartın. These indices consist of Merkez, Amasra, 
Kurucaşile, and Ulus districts. The g index represents goals and includes 
Cost, Environment Impact, Social Acceptance and Risk. ci represents the 
cost on a district basis and is considered an assumption. envi represents 
the environmental impact value on a district basis and the results obtained 
as a result of the TOPSIS method are used for this parameter. r represents 
the risk score on the basis of the city and is the parameter value obtained 
by the total amount of waste per capita on the city basis of the total score 
for the impact categories in Bartın. The values of waste amount per capita 
according to the district are taken from the 2020 Environmental Assess-
ment Report of Bartın [22]. sai represents social acceptability by district; pi 
represents the amount of waste collected on a district basis. The wi values 
represent the weight of the goals. dsij is the distance between districts and 
trij is the transportation cost between districts. xi is the binary decision var-
iable that expresses whether there will be an installation in ith district. cap 
is the decision variable that expresses the required capacity of the MSW 
facility to be established. goalg value represents the gth goal value, dg+, dg- 
values present the positive and negative deviation values from the gth goal.

In the developed goal programming model; Equation 1 expresses the 
objective function. In the equation, cost minimization, minimization of 
environmental value impact, environmental risk minimization and social 



62 . Onur DERSE , Murat OTURAKÇI

acceptability maximization are expressed respectively. Equation 2 is the 
constraint equation that includes land cost and transportation cost. Equa-
tion 3, Equation 4, and Equation 5 were constraint equations including 
environmental impact value, risk, and social acceptability, respectively. 
Equation 6 is the equation that gives the required capacity for the area or 
areas where the installation decision is made. Equation 8 and Equation 9 
define the decision variables.

  
                        (1)

(7)
(8)

RESULTS AND DISCUSSION

Results of L Type (5*5) Risk Assessment

The effects of the solid waste types specified in the Turkey 2020 Envi-
ronmental City Assessment Report [22] on the ISO 14000 impact catego-
ries were evaluated according to the L Type (5*5) Matrix method and the 
results are presented in Table 1.
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Table 1. L Type (5*5) Evaluation of Solid Waste Types According to Impact 
Categories

SOLID WASTE 
TYPES

IMPACT CATEGORIES

AIR SOIL WATER FLORA FAUNA
P S RPN P S RPN P S RPN P S RPN P S RPN

Paper, cardboard 3 3 9 3 3 9 3 3 9 3 3 9 3 3 9

Plastic 3 4 12 4 3 12 3 3 9 3 3 9 3 4 12

Metal 4 3 12 3 3 9 3 3 9 3 3 9 3 3 9

Glass 3 3 9 3 3 9 3 3 9 3 4 12 4 3 12

Wooden 2 3 6 3 3 9 3 3 9 3 3 9 3 3 9

Textile 3 3 9 3 4 12 4 4 16 4 3 12 3 3 9

Battery (small) 4 5 20 5 4 20 4 4 16 4 4 16 4 5 20
Battery (Medium, 
Big) 3 5 15 5 4 20 4 3 12 3 3 9 3 5 15

Toner-Cartridge 3 4 12 4 3 12 3 3 9 3 3 9 3 4 12

Lighting Equipment 2 3 6 3 3 9 3 3 9 3 3 9 3 3 9
Electric-Electronic 
Equipment 2 3 6 3 3 9 3 3 9 3 3 9 3 3 9

Medicines 4 5 20 5 5 25 5 5 25 5 5 25 5 5 25

Vegetable waste oil 4 5 20 5 5 25 5 5 25 5 5 25 5 5 25

Bulky waste 3 3 9 3 3 9 3 3 9 3 4 12 4 3 12
Vehicle 
maintenance/repair 
Equipment 3 3 9 3 3 9 3 3 9 3 3 9 3 3 9

Dangerous waste 5 5 25 5 5 25 5 5 25 5 5 25 5 5 25

Organic waste 5 5 25 5 5 25 5 5 25 5 5 25 5 5 25
Mixed (plastic, 
paper, glass, metal) 4 3 12 3 3 9 3 3 9 3 4 12 4 3 12
TOTAL IMPACT 
SCORES  236  257  243  245  258

According to the results in Table 1, the effects of all solid waste types on 
impact categories were examined separately. Then, the total effects of these 
cultivars on the Air, Soil, Water, Flora, and Fauna impact categories were 
calculated. When the results were examined, soil and Fauna were deter-
mined as the categories most affected by solid wastes. However, it is striking 
that the other category’s total scores are not low either. For the air category, 
dangerous waste and organic waste are the riskiest wastes. Medicines, Veg-
etable waste oil, Dangerous waste, and organic waste types emerge as the 
riskiest wastes for Soil, Water, Flora and Fauna categories. Studies based on 
Air, Soil, Water, Flora and Fauna impact categories were not found, but with 
organic wastes [23], dangerous wastes [21, 24], vegetable waste oil wastes 
[25], medicines and risk studies on waste [26] are available.
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In Table 2, the impact category weights of the cities that do not have 
integrated solid waste facilities are presented. While determining these 
weights, city environmental reports were examined, air quality, soil struc-
ture and quality, water quality, flora and fauna structures were taken into 
account. The weights were determined as a result of the joint opinion of 
the experts who contributed to the preparation of the report. While deter-
mining the weights, it was considered that the air quality was close to the 
criteria of “clean air space”, the fertility of the soil structure, the cleanli-
ness of the water, and the fact that the flora and fauna structures were not 
damaged; thus their weights are assigned to be higher.

Table 2. Impact Category Weights by Province

IMPACT CATEGORIES

PROVINCES AIR SOIL WATER FAUNA FLORA

AĞRI 0.20 0.15 0.15 0.30 0.20

ARDAHAN 0.20 0.20 0.15 0.30 0.15

ADIYAMAN 0.15 0.20 0.20 0.30 0.15

ARTVİN 0.30 0.10 0.20 0.20 0.20

BATMAN 0.10 0.30 0.20 0.20 0.20

BARTIN 0.30 0.10 0.20 0.20 0.20

DİYARBAKIR 0.15 0.20 0.20 0.30 0.15

HAKKARİ 0.20 0.20 0.20 0.20 0.20

KARABÜK 0.25 0.10 0.20 0.20 0.20

KARS 0.25 0.15 0.20 0.30 0.10

MUŞ 0.15 0.20 0.15 0.30 0.20

ŞIRNAK 0.20 0.15 0.15 0.30 0.20

TUNCELİ 0.20 0.25 0.15 0.30 0.10

Since the weights of the impact categories in the will differ, the impact 
of solid waste types on these categories will change, the total risk scores 
calculated according to the assigned category weights are presented in Ta-
ble 3.
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Table 3. Weighted Risk Scores of Cities

IMPACT CATEGORIES

CITIES AIR SOIL WATER FAUNA FLORA

AĞRI 47.2 38.55 36.45 51.6 49

ARDAHAN 47.2 51.4 36.45 38.7 36.75

ADIYAMAN 35.4 51.4 48.6 38.7 36.75

ARTVİN 70.8 25.7 48.6 51.6 49

BATMAN 23.6 77.1 48.6 51.6 49

BARTIN 70.8 25.7 48.6 51.6 49

DİYARBAKIR 35.4 51.4 48.6 38.7 36.75

HAKKARİ 47.2 51.4 48.6 51.6 49

KARABÜK 59 25.7 48.6 51.6 49

KARS 59 38.55 48.6 25.8 24.5

MUŞ 35.4 51.4 36.45 51.6 49

ŞIRNAK 47.2 38.55 36.45 51.6 49

TUNCELİ 47.2 64.25 36.45 25.8 24.5

After calculating the weighted risk scores, the amount of waste per 
capita in the determined provinces should also be included in the risk 
scores. Since the amount of waste per capita increases, it is predicted that 
the hazard to the environment will increase. Hence, the amount of waste 
per capita was obtained from the city environmental assessment reports 
[22], and the total risk score of each city was calculated by integrating it 
with the risk scores calculated in Table 3 and presented in Table 4.

Table 4. Final Risk Score Calculation of Selected Cities

IMPACT CATEGORIES

PROVINCES

Amount 
of Waste 

Per 
Capita

AIR SOIL WATER FAUNA FLORA
TOTAL 
RISK 

SCORE

AĞRI 1.51 47.2 38.55 36.45 51.6 49 336.43

ARDAHAN 1.78 47.2 51.4 36.45 38.7 36.75 374.69

ADIYAMAN 1.01 35.4 51.4 48.6 38.7 36.75 212.96

ARTVİN 1.49 70.8 25.7 48.6 51.6 49 366.09

BATMAN 0.87 23.6 77.1 48.6 51.6 49 217.41

BARTIN 2.06 70.8 25.7 48.6 51.6 49 506.14

DİYARBAKIR 1.11 35.4 51.4 48.6 38.7 36.75 234.04
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HAKKARİ 0.81 47.2 51.4 48.6 51.6 49 200.72

KARABÜK 1.35 59 25.7 48.6 51.6 49 315.77

KARS 1.89 59 38.55 48.6 25.8 24.5 371.29

MUŞ 0.85 35.4 51.4 36.45 51.6 49 190.27

ŞIRNAK 1.49 47.2 38.55 36.45 51.6 49 331.97

TUNCELİ 1.23 47.2 64.25 36.45 25.8 24.5 243.79

According to Table 4, the city with the highest risk score is BARTIN 
with a total score of 500.14. This city is followed by ARDAHAN, KARS 
and ARTVİN.

Results for TOPSIS Method

In the study, various criteria are taken into account to be used in goal 
programming. The criteria in Table 5 were used in the goal programming 
model, in which 4 goals (Cost, Environment Impact, Social Acceptance, 
and Risk) were handled within the scope of Economic, Social, and Envi-
ronmental.

Table 5. Evaluation Criteria
Hydrology HY Contamination of surface and groundwater resources 

by leachate is a primary concern, so the hydrology 
assets are important.

[9, 
27]

Air quality 
index

AQ Air quality represents the cleanliness of the region’s 
airspace.

[28]

Soil & 
topography

ST A suitable soil and topography structure and presence 
should be in order to provide installation.

[9]

Habitat, flora 
and fauna

HF Areas with natural flora and fauna and habitat are not 
suitable as they can cause major disruption to landfills. 
Therefore, attention should be paid to high flora and 
fauna and habitat areas.

[9]

The criteria in Table 5 were evaluated on a district basis with the 
TOPSIS method. In the applied TOPSIS method, Soil&topography data 
is obtained from the agricultural land amounts of the districts from 2020 
Environmental Assessment Report of Bartın [22]. Habitat, flora and fauna 
data are taken from Unused Agricultural Area and Grassland from the 
2020 Environmental Assessment Report of Bartın as well [22]. Air quality 
and hydrology values were scored with expert opinion. Table 6 presents 
the evaluation matrix of the determining criteria.
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Table 6. Decision matrix for TOPSIS 
Merkez Amasra Kurucaşile Ulus

Hydrology HY 0.53 0.8 0.73 0.13
Air quality AQ 4 5 2 2
Soil & topography ST 348691 38933 19906 260774
Habitat, flora and fauna HF 81363 17137 539 181628

Table 7 represents their order of importance according to the TOPSIS 
application. While the environmental value is highest for the Ulus, it is 
followed by Merkez, Kurucaşile and Amasra.

Table 7. Order of Importance
Districts of Bartın Importance Values
Merkez 0.573242
Amasra 0.067695
Kurucaşile 0.252953
Ulus 0.863445

Results of Goal Programming Model

In the weighted goal programming model, Cost, Environment Impact, 
Social Acceptance and Risk goals are taken into account. When the de-
cision variables are examined, the establishment of the MSW facility in 
Amasra is the most appropriate decision according to the decision variable 
xi. According to the cap decision variable, a facility with a capacity of 
5392.164 tons/month should be established. When the weights are removed 
in the goal programming model, it is seen that the results do not change 
and are parallel. In Table 8, the goal values and the values taken from the 
goal are available. Goal 1 includes the values of economic targets, Goal 2 
environmental targets, Goal 3 social acceptability targets and Goal 4 risk 
targets. Since the first three target values are minimization, the value is 
entered as 0.

Table 8. Order of Importance
Economic 
Value 

Environment 
Impact  Value

Risk Value Social Acceptance 
Value

Goal value 0 0 0 10

39140
377.451 208.85 0

0
0 0 3
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CONCLUSION

In this study, risk assessment of solid waste types according to differ-
ent impact categories (Air, Soil, Water, Flora and Fauna) was performed 
and then weighted risk scores were calculated by considering the amount 
of waste per capita in 13 cities in Turkey that do not have facilities. It was 
decided to establish an MSW facility for the city with the highest risk 
score, and the weighted goal programming model was used for facility 
location selection. Evaluation of each solid waste type according to differ-
ent impact categories in the study; The determination of total risk scores 
according to the amount of waste in different cities and the use of different 
parameters and goals for site selection show that the study is a unique 
study using an integrated combination of methods.

In this study, cities in Turkey that do not have MSW facility were 
taken into consideration. While making the evaluation, economic factors, 
environmental factors, social factors and risk factors are taken into con-
sideration. As a result of the study, the province of Bartın was selected 
among the 13 cities that were considered, due to its high-risk value, and the 
districts within the city of Bartın are evaluated with the goal programming 
model with the objectives of economic factors, environmental factors, so-
cial factors and risk factors. As a result of the study, the Amasra district 
emerges as the optimum location. The fact that the Amasra district has a 
high social acceptability rate, low environmental vulnerability and low-
risk score shows that choosing this district has appropriate results.

Since the application of a risk assessment method that includes more 
parameters may give sensitivity to the results of the study, it is planned to 
be considered in future studies. In addition, it is thought that increasing the 
constraints and parameters for the goal programming model will increase 
the objectivity of the study.
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Introduction

An antenna is a device that is used to transmit or receive electromag-
netic signals. They are designed to transmit or receive radio waves, which 
are a type of electromagnetic radiation. Antennas can be designed in a 
variety of shapes and sizes, depending on the specific frequency and type 
of signal that they are intended to transmit or receive. Some common types 
of antennas include dipole antennas, which are shaped like two straight 
rods or wires that are connected in the middle; loop antennas, which are 
shaped like a coil of wire; and Yagi antennas, which are made up of several 
parallel elements arranged in a specific configuration. Antenna is the key 
element in all wireless Radio Frequency (RF) and microwave system de-
signs [1]. Antennas have a wide range of applications with respect to their 
operation frequency. For applications such as RADAR or satellite commu-
nications design with wide range and high frequency (X band) [2-3] are 
demanded while for other applications such as head imaging designs with 
lower frequencies, such as 1-4 GHz for an acceptable pareto for resolution 
of image and penetration level of signal into human head [4].

Microstirp antennas are one of the most commonly used models most 
especially for the wireless communication applications that requirements 
such as low profile, and specified performance criteria such as high gain, 
directed and or manipulated radiation pattern and wide operation band. A 
microstrip monopole antenna is a type of radio antenna that is made by 
printing a conductor pattern on a substrate, such as a printed circuit board 
(PCB). The substrate is typically made of a dielectric material, such as a 
plastic or ceramic, which has a lower electrical conductivity than metal. 
The conductor pattern is typically printed on one side of the substrate, and 
the other side is left open or is covered with a ground plane. The microstrip 
monopole antenna consists of a single conductor element that is suspended 
above the ground plane and is fed by a coaxial cable. The antenna is often 
used at frequencies in the range of several hundred megahertz to several 
gigahertz, and it has a relatively small size and low profile compared to 
other types of antennas [5]. From many different application examples for 
microstirp antennas (MA), following examples are the some of the ex-
tensively being seen in literature, such as  aircraft, spacecraft, satellites, 
and missiles communication stages where size, weight, cost, performance, 
ease of installation are at most importance [6-8].

Optimizing an antenna can be challenging, depending on the specific 
type of antenna and the desired performance goals. Some factors that can 
make optimization difficult include: (I) Complexity of the antenna design: 
Some antenna designs, such as phased arrays or multi-element systems, 
can be more complex to optimize due to their multiple components and 
interactions. (II) Frequency range and bandwidth: The desired frequency 

Peyman MAHOUTI, Mehmet Ali BELEN, Ozlem TARİ



 . 73Research & Reviews in Engineering 

range and bandwidth of the antenna can affect the optimization process, 
as different frequencies and bandwidths may require different antenna 
designs or adjustments. (III) Physical constraints: The physical size and 
shape of the antenna, as well as the materials it is made from, can impact 
its performance and may need to be considered during optimization. (IV) 
Environmental factors: The location and surroundings of the antenna can 
affect its performance, such as nearby structures or interference from other 
sources. Overall, optimizing an antenna requires a thorough understand-
ing of antenna design and principles, as well as the ability to analyse and 
adjust various factors to achieve the desired performance. It may require 
multiple iterations and testing to arrive at the optimal solution [9].

However, usage of direct EM solver for design optimization of micro-
wave antenna designs is not a computationally efficient approach due to 
the highly expensive simulation cost of 3D EM simulators [10]. A compu-
tationally efficient method for design optimization of microwave stages is 
Surrogate modelling approach [11-14]. Surrogate modeling is a technique 
used in machine learning and optimization to approximate a complex, com-
putationally expensive model or process with a simpler, more efficient mod-
el [11]. This allows for faster prediction or optimization without sacrificing 
accuracy. Surrogate models are often used when it is impractical or infea-
sible to use the original model directly, such as when the original model 
requires a large amount of data or resources to run. Surrogate models can 
be used in a variety of applications, including predicting the outcome of 
simulations, optimizing the design of engineering systems, and improving 
the performance of machine learning algorithms [12-14].

Herein optimization of a microstrip monopole antenna (MMA) via the 
use of surrogate modelling approach is taken under study. Firstly a 3D mod-
el of MMA is developed in a full wave EM simulation tool. Then a data set 
for creating the surrogate model is generated via the 3D EM model. Series 
of regression algorithms are then deployed for creating the data driven sur-
rogate models. As the next step, the most accurate and optimal data driv-
en solution will be deployed as surrogate model to assist the optimization 
search protocol for a computationally efficient design optimization process.

Trapezoidal Microstrip Monopole Antenna

In this work a trapezoidal monopole is design presented in Fig. 1 is 
taken as a study case example of proposed surrogate model assisted opti-
mization process. Following specs can be considered as critical concern 
during the 3D EM modeling of the trapezoidal MMA. (i) Design must 
have a 50Ω input impedance. (ii) The length parameters determines the 
lowest operating frequency. (iii) The upper operating frequency is deter-
mined based on the width of radiating element and substrate material pa-
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rameters (height, thickness, dielectric constant). 

Here based on the design parameters given in Fig. 1 and their bound-
ary conditions in Table 1 a data set for training the surrogate models are 
generated. For generating the data set Latin-Hyper-Cube Sampling meth-
od is used with 1000 samples. The ratio of training and test (holdout) data 
samples are arranged as 80-20 percent of the whole samples. Within the 
given range of design variables many different design geometry can be 
obtained each of which can be used for different application with respect 
to the operation frequency. Here the operation range is taken between 1-14 
GHz with step size of 0.1 GHz.

L1

W

W2

L2

W3

(a)
L

W

W1

(b)
Fig. 1.Schematic of trapezoidal MMA (a) Top, (b) Ground, Layer.

Table 1. Lower & Upper boundary values of Trapezoidal MMA variables in 
[mm]. W=50, L= 65 [mm]. 

L1 1-35 W1 1-35
L2 1-15 W2 1-20

W3 1-35
 



 . 75Research & Reviews in Engineering 

Fig. 2. Different design views for the Trapezoidal MMA for different design 
values.

Data Driven Surrogate Modeling of Trapezoidal MMA 

In this section following artificial intelligence based regression meth-
ods had been deployed to create a surrogate model representation of the 
studied MMA design; (i) Multi-layer-perceptron (MLP), (ii) Support 
Vector Regression machine (SVRM), (iii)  Gaussian Process Regression 
(GPR). Each of the models are trained with a k-fold cross validation with 
fold parameter equal to 4, and 20% of the whole data is left out to be used 
as test (holdout) data set to observe the models over fitting performance. 
With respect to the Relative Mean Error (RME) metric SVRM had shown 
best performance characteristic both in k-fold and hold-out data sets. The 
hyper parameters and obtained results given in Table 2 are obtained via a 
simple grid search optimization process of each model which are coded in 
MATLAB environment. In the next stage the obtained SVRM surrogate 
model will be used to assist a meta-heuristic optimization process to de-
sign series of antenna model for different operation bands.

Table 2. Regression performance of algorithms for the holdout and k-fold 
validation 

Model Hyper-Parameters K-fold/Holdout
RME [%]

MLP [Hidden-Layer size; Neurons; Activation 
function]= [2; 15-25; tangent sigmoid] 8.7/9.8

SVRM [Kernel-function; Kernel Type; Epsilon]= 
[Radial; Epsilon; 0.075] 3.9/4.6

GPR [Kernel; Prediction-technique; block size]=
[matern (5/2); Block-coordinate; 1000] 5.9/7.1

 
Data Driven Surrogate Model Assisted Optimization of Trapezoi-

dal MMA 

Since data driven surrogate mode3lling approach can significantly 
improve the computational time of antennas compared to 3D EM simu-
lators usage of meta-heuristic optimization algorithms is a viable solution 
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for this type of optimization problems. Although there are series of high 
performance optimization techniques based on different species and their 
hunting, mating or other behaviours, the effect of convergence speed of 
these algorithm can be neglected thanks to the significant acceleration of 
surrogate modelling. Here one of the traditional optimization algorithms 
Particle Swarm Optimization (PSO) [15] is used for conducting the opti-
mal design parameter search based on the following cost function Eq (1),

{ }*
11max=arg min[ | ( , ) | ]rS f

x
x x                         (1)

x is the input vector of variables of [W1, W2,W3, L1 , L2], [ fr] targeted 
operating frequency. Here, it is aimed to obtained there different antenna 
model for three different operation band. The study cases and their opti-
mally obtained geometrical design variables are as follows:

- Case I: Antenna operates 2.4 GHz. The optimally selected design 
variables are W1=31.90 W2=15.85, W3=33.65, L1=33.45, L2=6.65, L3= all 
in [mm]. 

- Case II: Antenna operates 7 GHz. The optimally selected design 
variables are W1=11.45, W2=5.70, W3=12.25, L1=11.95,   L2=2.45 all in 
[mm]. 

- Case III: Antenna operates 10 GHz. The optimally selected design 
variables are W1=7.85, W2=3.95, L1=8.35, W3=8.65, L2=1.85 all in [mm]. 

Furthermore the 3D EM simulated results and the surrogate model 
response of each study case are presented in Fig. 3. As it can be seen form 
the figure the proposed surrogate modelling approach not only achieves to 
find the requested geometrical design variables to bring the requested re-
sponse form the design but also the obtained results are in high agreement 
with 3D EM simulation results.
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Fig. 3. Simulated scattering parameter of SVRM and 3D EM simulator for (a) 

Case I, (b) Case II, (c) Case III. 

Conclusion

In this work design optimization of a Trapezoidal Microstrip Mon-
opole Antenna (MMA) had been solved with a computationally efficient 
approach based on data driven surrogate modelling techniques. The data 
samples obtained via 3D EM simulators had been used to create a sur-
rogate representation of the handled antenna problem. Based on perfor-
mance comparison of series of regression algorithms SVRM found to be 
the optimal solution for this problem. Then for validation of the propose 
approach three different study case is taken under study as an optimization 
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problem to be solved via the proposed approach and the obtained results 
are compared with results of 3D EM full wave simulator results. As it can 
be seen form the results the proposed surrogate modelling approach not 
only achieves to find the requested geometrical design variables to bring 
the requested response form the design but also the obtained results are in 
high agreement with 3D EM simulation results.
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Introduction

The preliminary steps of industrial progress involving the emergence 
of mass production with the first industrial revolution; and application of 
production lines with the second industrial revolution, were followed by 
digitization of industrial systems with the third industrial revolution. In 
the recent decades, the world has been undergoing a fast transformation of 
these digitized industrial systems into “smart” industrial systems through 
incredibly accelerated flow of data enabled by Internet of Things (IoT) 
compatible smart devices, data processing technologies such as Big Data 
Analytics and Artificial Intelligence (AI) technologies such as Machine 
Learning (ML). 

The GSM Association (GSMA) forecasts that, the number of IoT devic-
es will globally reach around 25 billion by year 2025, with a sharp increase 
from 10.3 billion in year 2018 (GSMA, 2019). All these hardware and data 
components of the fourth industrial revolution, also known as Industry 4.0, 
collectively contribute to the development of smart cyber-physical indus-
trial systems that communicate with each other and autonomously react to 
their environment, thus paving the way towards a more human-less indus-
try, which is also referred to as Industry 5.0.  The real-life applications of 
IoT mainly consist of its use in complex automated domains such as Indus-
trial Automation Systems (IAS), Building Automation Systems (BAS) and 
manufacturing systems, which is also referred to as Industrial Internet of 
Things (IIoT) (Thuluva, et al., 2020). The non-uniformity of vast amount 
of data received from diverse sources in these complex automation sys-
tems (Thuluva, et al., 2020) and the need for structuring and classifying 
them, in addition to the timely and costly process of making modifications 
on engineering tools employed to build automation systems (Bangemann, 
et al., 2014), render the design, development and deployment of new IoT 
applications on commissioned automation systems a challenging task. 
Such challenges have led to the development of user-friendly, Visual Pro-
gramming Language (VPL) based IoT application development tools such 
as Node-Red. With the help of such VPL-based tools, end-users are liber-
ated from the enormous burden of data structuring and may concentrate 
on developing and configuring their IIoT applications without having to 
possess extensive technical knowledge. Moreover, the developed IoT ap-
plications can be controlled via web services by use of service-oriented 
architectures (Jammes & Smit, 2005; Thuluva, et al., 2020). Among these 
VPL based solutions, Node-RED is one of the most-commonly used ones 
as an open-source application development tool by which several hardware 
(sensors, actuators, etc.), application programming interfaces (APIs) and 
other services (collectively referred to as “nodes”) are visually manipulat-
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ed to simulate flows between these elements, as a means to determine the 
system’s behavior (Torres, et al., 2020). Node-RED was developed as an 
open-sourced side-project by Nick O’Leary and Dave Conway-Jones from 
the Emerging Technology Services Group of IBM in 2013, and it has been 
an open-source tool since then (Nodered.org, 2022). Screenshots related to 
the installation and running of Node-RED on a Windows operating system 
are shown in Figure 1.  

  
a)                                                     b)

Figure 1. a) Node-RED installation screen, and b) Node-RED user interface.

The application range of Node-RED can be extended to virtually all 
fields where IoT technologies are applied ranging from domestic to indus-
trial scale, hence the increasing number of studies on the subject. Lu, et al. 
(2020) used Node-RED application development software and an ESP8266 
Wi-Fi based NodeMCU microcontroller board, the Message Queuing 
Telemetry Transport (MQTT) messaging protocol, and MySQL tools for 
database management to design a home monitoring system for monitoring 
environmental parameters and remotely controlling home appliances (Lu, 
et al., 2021). In another work, Sicari et al., (2018) proposed the use of Node-
RED in testing the behavior of IoT-based smart transport and logistics 
environments and highlighted the tool’s efficiency due to its user-friend-
ly interface and usability of its components (Sicari et al., 2018). Ferencz 
and Domokos (2020) addressed the advantages of Node-RED in rapidly 
developing prototypes for IIoT applications. They also highlighted Node-
RED’s advantages in data visualization along with MQTT’s effectiveness 
in building business logic (Ferencz & Domokos, 2020). Thuluva, et al. 
(2020) chose Node-RED to determine whether Semantic Web technolo-
gies and standardized W3C WoT (World Wide Web Consortium – Web of 
Things) technologies can be used to improve semantic interoperability for 
IoT applications (Thuluva, et al. 2020). Torres et al. (2020) proposed some 
improvements on Node-RED to enhance its observability and debugging 
mechanisms, and empirically tested these improvements. They concluded 
that, their attempts resulted in a reduction in development times and the 
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number of failed system deployments (Torres, et al. 2020). Degreef et al. 
(2019) proposed an open-source, low-cost automation system for educa-
tional purposes using Node-RED and Raspberry Pi (Degreef, et al. 2019). 
Rajalakshmi and Shahnasser (2017) proposed a way to bring Nore-RED 
into the cloud using IBM’s Bluemix platform to improve the communi-
cation between IoT devices and users (Rajalakshmi & Shahnasser, 2017). 
Simpkin, et al., (2020) proposed methods to bring Node-RED workflows 
into decentralized environments of execution using vector symbolic archi-
tectures (VSA) to enable them to operate on edge networks (Simpkin, et 
al. 2020). 

In this study, air quality measurement values were obtained in ppm 
using Wemos D1 Esp8266 Wi-Fi Card and MQ135 air quality sensor. The 
remote control and monitoring of the data received from the sensor was 
achieved with Node-RED flow diagrams, ThingSpeak platform and OTA 
programming.

Method

Internet of Things (IoT) is a technology to enable all objects to ac-
cess the Internet and communicate with other devices. IoT applications use 
communication technologies such as Bluetooth and Wi-Fi for connectivity. 

The MQ-135 is an air quality measurement sensor. Its length is 32 
mm, width is 22mm and height is 30 mm. It works with 5V voltage and 
has digital (TTL/Transistor-Transistor Logic) and analog outputs. Concen-
tration range is between 10 to 1000 ppm (MQ-135 Datasheet, 2022).  An 
image of MQ-135 sensor is shown in Figure 2. 

Figure 2. MQ-135 sensor 
The Wemos D1 Board is controlled by the ESP8266 chip (32-bit pro-

cessor). Wemos D1 Esp8266 Wi-Fi Board consists of 11 digital I/O pins 
and 1 analog (input) pin. The power input supports 9-24 V input voltages.

http://arduino.esp8266.com/stable/package_esp8266com_index.json 
in Additional circuit boards manager URLs’ in File > Preferences was 
typed to program with Arduino IDE before OTA programming (Figure 3).
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Figure 3. http://arduino.esp8266.com/stable/package_esp8266com_index.json

 
Figure 4. Over-The-Air (OTA) programming on Wemos D1 Esp8266 Wi-Fi 

Card
In this study, we provide information on how to program the Esp8266 

over Wi-Fi without connecting to the computer with a USB cable. Illustra-
tion of Wi-Fi enabled micro controller (Wemos D1 Esp8266 Wi-Fi Card) 
is shown in Figure 4.

BasicOTA code (Figure 5a) was written in Arduino IDE. After OTA 
programming (Figure 5b), the card was connected to a network with an 
IP address (Figure 5c). Port screen is shown in Figure 5d. After selecting 
Tools > Card > Wemos D1 R2, the settings were made as CPU Frequency: 
“80MHz”, Flash Size: “4M (3M SPIFFS)”, upload speed: “115200”. The 
card connected to the network appears under the Tools menu PORT in the 
Arduino IDE (Figure 5).
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Figure 5. OTA installation
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Application of OTA, Node-RED and ThingSpeak

Over-The-Air (OTA) is a framework that provides over-the-air soft-
ware installation. It becomes useful especially when it is difficult to con-
nect the ESP module to the computer all the time or when a modification 
is required in the designed system. It is essential that the ESP module and 
the computer are connected to the same network. Initially, OTA codes 
containing OTA definitions were loaded into the card via USB connection. 
The new codes should have the necessary sections for OTA again, because 
then we will be able to remotely upload to the card again. OTA (Over the 
Air) update is achieved through the upload of firmware to an ESP module 
over a Wi-Fi connection instead of using a serial port. There are different 
ways (Arduino IDE, Web Browser, HTTP Server) for OTA programming 
with the ESP boards. In our study, OTA programming was performed on 
Arduino IDE.

In the present work, Node-RED programming tool was used (no-
dered.org, 2022). Node-RED debug and Node-RED Dashboard outputs 
are shown in Figure 6. Three different flow diagrams are shown in Fig-
ure 6. In Figure 6a, the data received from the COM4 port are shown on 
NODE-RED debug. In Figure 6b, the data received from the COM4 port 
are shown on NODE-RED debug and Node-RED Dashboard. In Figure 
6c, the data received from ThingSpeak in the Node-RED flow diagram are 
shown on NODE-RED debug and Node-RED Dashboard.

Figure 7 shows the data streams stored in the channel received from 
MQ-135 sensor by using ThingSpeak that is IoT analytics platform service 
(ThingSpeak for IOT, 2022).

Figure 6. Node-RED output 
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Figure 7. Screenshots related to ThingSpeak output

Conclusion 

In the current study, brief information on Node-RED, ThingSpeak, 
MQ-135 sensor and their use in IoT is explained, and then the results of 
a study on remote control and monitoring of the data from an MQ-135 
sensor, using Node-RED and ThingSpeak are introduced. As shown by 
the performed application, the use of Node-RED and ThingSpeak can be 
extended to numerous other applications in IoT environments.
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1. Introduction

For more than four and a half billion years, geological forces reshaped 
the earth’s surface, a dynamic laboratory, and formed the minerals with-
in it. Today, it is known that there are more than 3000 different types of 
minerals, each with its characteristics. However, approximately 70 of them 
are included in the very special class called gemstones and they have the 
necessary properties to make them suitable for use as gemstones. Gem-
stones, which are mostly minerals, are distinguished from all other miner-
als by their durability, beauty, and rarity (O’Donoghue, 1988). Given that 
almost all gemstones are minerals, it is important to identify the mineral. 
The dictionary definition of a mineral is “matter obtained by mining”. The 
scientific definition of a mineral is a homogeneous or uniform substance 
formed inorganically by the forces of nature in the earth’s crust (Read, 
2005). Each mineral has a unique chemical formula and a set of physi-
cal properties. There is a smaller group of metallic minerals within this 
precious mineral group (e.g. Keller and Kampf, 1985; Read, 1988; Keller, 
1990). Among them, gold, silver, platinum, and precious metals such as 
rhodium and iridium, which are platinum group metals, share the feature 
of being a chemical element on their own with diamond, rather than being 
compounds of elements like all other jewelry materials (Read, 1988).

Gemstone is a mineral, rock, or petrified organic matter that has been 
used as a symbol of wealth and status since pre-historic times, gained val-
ue as a result of its unique physicochemical properties such as beauty, 
durability, attractiveness, comparative rarity, being suitable for shaping, 
and can be cut and polished to be used as jewelry or other ornaments (e.g. 
O’Donoghue, 1988; Hatipoğlu, 2020). 

Gemology is a discipline of Geology. Gemology is a scientific and 
commercial activity that deals with every method and process in the pro-
cess of the formation of gemstones on earth, the search and discovery of 
this gemstone in nature, it’s processing and its presentation to the taste and 
use of the consumer. It also provides information about synthetic, imita-
tion, and processed stones (e.g. Philipsborn, 1967; Ramdohr and Strunz, 
1978; Hatipoğlu, 2020). 

Gemstones have been divided into semi-precious and precious gems 
for many years in the literature. The terms “precious” and “semi-precious” 
are often used to separate gemstones. Gemstones include high-value stones 
such as diamonds, rubies, sapphires, and emeralds, while semi-precious 
stones include amethyst, citrine, tourmaline, zircon, and peridot. Com-
pared to the value of a low-quality ruby with the value of a good peri-
dot, this practice was meaningless and contradictory to some researchers. 
In both jewelry and gemology, instead of using the terms precious and 
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semi-precious, it is classified as a gemstone because of its durability, beau-
ty, and rarity (Read, 1988). Precious gemstones are called jewelry stones, 
and semi-precious gemstones are called ornament (necklaces, earrings, 
rings, etc.) and decorative object stones (Hatipoğlu, 2020). 

In the process of evaluating the gemstones by processing: cutting, 
shaving, trimming, etching, polishing, drilling, cabochon, faceting, tum-
bling, carving, mosaic, etc. They are made from a raw form using one or 
more methods. Gemstones processed with the methods offer an economic 
value by using them as jewelry or ornament (necklaces, earrings, blanks, 
rings, etc.) or as decorative objects (trinkets, vases, statues, key chains, 
seal handles, walking sticks, etc.).

2. Geological Sources and Formation of Gemstones

Gemstones are formed by chemical reactions in environments with high 
temperatures and pressure, usually with the presence of more than one solu-
tion, in any phase directly related to magma (Hatipoğlu, 2020). As the magma 
cools, atoms crystallize, forming many different minerals. Granitic rocks can 
form when formation takes place deep within the earth’s crust. The various 
conditions required for a gem-quality mineral to form are rarely met. The con-
ditions required to produce gem-quality crystals occur much less frequently 
than in gemstones. For gem crystals, cooling should occur slowly, as rapid 
cooling produces either glasses or very small crystals. Formed in pockets of 
gas in rocks, these crystals have time to grow slowly to reach large sizes and 
incorporate the rarer elements that were recently released from the original 
melt. Relatively large crystals occur in igneous rocks formed by the crystalli-
zation of magma at great depths and consolidated in or near the earth’s crust at 
temperatures 950 to 450°C (O’Donoghue, 1988).

While the gemstones can be found primarily in the rocks, they can be 
observed more abundantly by being differentiated according to the density 
factor, especially in placer environments (e.g. Read, 1988; O’Donoghue, 
1988; Harding, 2006; Hatipoğlu, 2020). Gemstones tend to be sparsely dis-
persed throughout a large rock mass or to crystallize as small aggregates 
or in fractures and cracks and small voids. Most gemstones are found in 
igneous rocks and stream sediments, but sedimentary and metamorphic 
rocks may also contain gemstones (e.g. Read, 1988; Harding, 2006). Gem-
stones found in alluvium or stream sediments have been eroded from the 
original rock in which they were formed and locally moved and concen-
trated by water from streams.

2.1. Igneous rocks

Igneous rocks are solidified from molten magma underground or on 
their surface. The rocks that solidify with the slow cooling of magma in 



94 . Yeşim ÖZEN

the depths of the earth are called plutonic (intrusive) rocks (for example, 
granite), those formed by the faster cooling of magma on the surface are 
called volcanic (extrusive) rocks (for example, rhyolite). Towards the end 
of the crystallization of granite, which is the most gemstone-containing 
rock of the intrusive rocks, liquids, and gases that remain rich in water 
or gas may remain in the granite and cool to form cavities covered with 
crystals such as beryl and topaz, or cool to form pegmatites. Pegmatites 
are very coarse-grained rocks that form as layers or veins both in the intru-
sive and in the surrounding rocks. They represent a later stage of magma 
crystallization and may contain huge crystals of extraordinary size. Inside, 
some gem-quality aquamarine and topaz crystals can weigh many kilo-
grams. Most of the important valuable minerals such as feldspar, quartz, 
tourmaline, beryl, topaz, and zircon are found in plutonic rocks, with rela-
tively large crystals formed with a slower cooling rate. The molten magma, 
which initially begins to form at high temperatures, begins to solidify as 
the temperature drops. Plagioclase minerals are among the first to solid-
ify, and because they have plenty of space, they form large well-shaped 
crystals. Quartz is one of the last minerals to solidify as magma continues 
to cool. When magma reaches the surface, it prevents the elements from 
forming a crystalline structure as a result of rapid cooling in the surface 
conditions, and therefore obsidian and volcanic glass formations occur. 
After the formation of magmatic rocks, the elements carried by the hydro-
thermal heat to the fractures and cracks form many gemstones, especially 
quartz, opal, and chalcedony.

On the other hand, geodes are another form of magmatic formation in 
which precious mineral-containing solutions formed by molten or aqueous 
residues trapped in magma precipitate as crystals in spherical cavities in 
basic lavas and other igneous rocks (e.g. Read, 1988; Keller, 1990; Read, 
2005; O’Donoghue, 2006; Hatipoğlu, 2020).

2.2. Sedimentary rocks 

Sedimentary rocks are formed by the erosion of previously formed 
old rocks by the action of erosion, rain, wind, and streams. Sedimentary 
rocks form the second-largest cycle in mineral and rock formation. Ex-
cept for some organic materials such as amber and jet, sedimentary rocks 
do not contain primary gem minerals. However, if the original weathered 
rock contains precious minerals, these are often washed and swept away 
to form secondary or alluvial deposits. These gemstones are classified as 
sedimentary jewelry materials (e.g. Read, 1988; Keller, 1990; Read, 2005; 
O’Donoughue, 2006; Hatipoğlu, 2020). Gemstones that can be found in 
sedimentary rocks are beryl, opal, quartz, turquoise, malachite, azurite, 
chrysoprase, and chrysocolla



 . 95Research & Reviews in Engineering 

2.3. Metamorphic rocks 

Metamorphic rocks are formed by the change of chemistry and shape 
of pre-existing igneous or sedimentary rocks underground by exposure to 
high pressures and temperatures (for example, marble derived from lime-
stone). They are rocks that are formed as a result of changes in the texture 
or chemical composition of igneous and sedimentary rocks under the in-
fluence of metamorphism. For example, shale can turn into slate and with 
further metamorphism, it can turn into shale. Sometimes schists contain 
gem minerals such as garnet, emerald, and corundum. 

Major metamorphic facies are regional metamorphism and contact 
metamorphism. In addition to the two main regimes of metamorphism, 
rocks can be subjected to increasing temperatures and pressures through 
burial metamorphism, deformational metamorphism, hydrothermal met-
amorphism, shock metamorphism, and dynamic metamorphism. Pressure 
and temperature in burial metamorphism are not as high as in regional 
metamorphism. All these types of metamorphism can cause changes in 
minerals as well as changes in the texture of rocks.

Regional metamorphism consists of temperature and pressure in-
creases affecting the earth’s crust. Contact metamorphism is formed by 
the intrusion of magma into a pre-existing rock mass. Due to the heat and 
pressure of this magma, metamorphic changes occur in the rock it enters.

During one of these metamorphic processes, liquid magma can cause 
reactions that produce varieties of gemstones in metamorphic rocks such 
as emerald, alexandrite, ruby, sapphire, garnet, spinel, corundum, beryl, 
andalusite, lapis lazuli, serpentine, nephrite, and jadeite (e.g. Read, 1988; 
O’Donoughue, 1988; Keller, 1990; Read, 2005; O’Donoughue, 2006; 
Hatipoğlu, 2020).

3. Classification of Gemstones

Gemstones are materials formed by natural processes without hu-
man intervention. Natural gemstones can also be divided into 3 different 
groups: mineral origin, rock origin, and organic origin. While obsidian is a 
rock-origin gemstone, amber, jet, coral, and mother-of-pearl are examples 
of organic-origin gemstones. On the other hand, other naturally occurring 
gemstones are classified as the mineral origin.

Despite having the same chemical composition and crystal structure, 
gemstones that differ in color or general appearance can be divided into 
different groups within themselves. For example, different colored variants 
of the mineral corundum are ruby and sapphire. On the other hand, quartz 
mineral is divided into different types such as amethyst, milky quartz, 
smoky quartz, and citrine. The classification of the most well-known gem-
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stones found in nature and previously classified by many researchers (e.g. 
O’Donoghue, 1988; Read, 1988; Keller, 1990; Read, 2005; O’Donoughue, 
2006; Ethem, 2006; Selim, 2015; Hatipoğlu, 2020; mta.gov.tr) is summa-
rized in Table 1.

Table 1. The classification of gemstones
Gemstone Chemical composition

Corundum Ruby Al2O3Sapphire

Quartz

Amethyst

SiO2

Citrine
Rose quartz
Sunset quartz 
Aventurine quartz
Milky quartz
Smoky quartz 
Rock crystal

Chalcedony
(crypto-crystalline 
quartz)

Agate 

SiO2

Sardonyx
Onyx
Carnelian
Bloodstone (Heliotrope)
Chrysoprase
Jasper
Tiger’s eye 
Hawk’s eye 

Opal
Black opal

SiO2.nH2OFire opal
Tree opal

Obsidian rich in SiO2

Spinel MgAl2O4

Malachite Cu2CO3(OH)2

Azurite Cu3(CO3)2(OH)2

Rhodochrosite MnCO3

Apatite Ca5(F,Cl,OH)(PO4)3

Brazilianite NaAl3(PO4)2(OH)4

Turquoise CuAl6(PO4)4(OH)8.4H2O

Beryl

Emerald

Be3Al2Si6O18

Aquamarine
Morganite
Heliodor
Goshenite

Chrysoberyl
Alexandrite 

BeAl2O4Cat’s eye
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Cordierite (Iolite) (Mg,Fe)2Al4Si5O18

Feldspar

Moonstone (Adularia) (Na,K)AlSi3O8

Andesine (Ca,Na)(Al,Si)4O8

Amazonite KAlSi3O8

Labradorite (Ca,Na)(Al,Si)4O8

Sunstone (Heliolite) (Ca,Na)((Al,Si)2Si2O8)

Garnet

Almandine Fe2+
3Al2Si3O12

Andradite Ca3Fe2(SiO4)3

Pyrope Mg3Al2(SiO4)3

Grossular Ca3Al2(SiO4)3

Spessartine Mn2+
3Al2(SiO4)3

Uvarovite Ca3Cr2Si3O12

Jade
Jadeite NaAlSi2O6

Nephrite Ca2(Mg,Fe)5Si8O22(OH)2

Sepiolite Mg4Si6O15(OH)2·6H2O
Jet rich in C
Peridot (Chrysolite) (Mg,Fe)2SiO4

Rhodonite (Mn,Fe,Mg,Ca)SiO3

Tourmaline
Rubellite Na(Li,Al)3Al6(BO3)3Si6O18(OH)4

Schorl NaFe2+
3Al6Si6O18(BO3)3(OH)3OH

Topaz Al2SiO4(OH,F)2

Andalusite Al2SiO5

Kyanite Al2SiO5

Sphene (Titanite) CaTi(SiO4)(O,OH,F)
Anatase TiO2

Zircon ZrSiO4

Marcasite FeS2

Sphalerite Zns
Scheelite Ca(WO4)
Diaspore α-AlO(OH)
Diamond C
Fluorite CaF2

Epidote Epidote Ca2(Al,Fe)Al2O(SiO4)(Si2O7)(OH)
Zoisite/Clinozoisite Ca2Al3O(SiO4)(Si2O7)(OH)

Diopside CaMgSi2O6

Amber C10H16O
Coral CaCO3

Pearl CaCO3

The eight different metallic elements that cause these unique colors of 
gemstones are vanadium (V), chromium (Cr), iron (Fe), nickel (Ni), man-
ganese (Mn), copper (Cu), and titanium (Ti) (Table 2).
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Table 2. Elements that color gemstones (Fritsch and Rossman, 1988; Read, 
1988).

Element Gemstone
Vanadium Blue zoisite, green vanadium-beryl, blue-violet sapphire
Chromium Ruby, emerald, alexandrite, pyrope, diopside, jadeite, topaz
Iron Sapphire, peridot, aquamarine, tourmaline, amethyst, almandine
Nickel Chrysoprase
Manganese Rhodochrosite, rhodonite, morganite, rose-quartz, spessartine, 

amethyst, rubellite
Copper Malachite, turquoise
Cobalt Spinel
Titanium Blue-sapphire, rose-quartz

Gemstones are found, mined, and processed in many regions of the 
world, and they continue to be the subject of research by many scientists 
in Turkey (e.g. Hatipoğlu et al, 2011; Hatipoğlu et al., 2013; Selim, 2015; 
Yılmaz Şahin, 2019; Hatipoğlu, 2020, Arık and Özen, 2020; Arık et al., 
2022; Arık and Ruşen, 2022; Kınacı and Öztürk, 2022; Özbay Candan et 
al., 2022; Sözeri et al., 2022; Üner et al., 2022; Çalık, 2022) and in many 
countries of the world (e.g. Hainschwang et al., 2013; Zhang and Guanghai, 
2022). The characteristics of many gemstones known in nature and previ-
ously described by many researchers (e.g. O’Donoghue, 1988; Read, 1988; 
Keller, 1990; Read, 2005; O’Donoughue, 2006; Selim, 2015; Hatipoğlu, 
2020; mta.gov.tr) are given below.

Quartz

The chemical formula of quartz, which is one of the most abundant 
minerals in nature, is SiO2. There are many varieties of quartz with differ-
ent crystal structures. Quartz, which is mostly found in igneous rocks in 
nature, is often found in the composition of granite and quartz porphyry 
rocks. Physically pure quartz is usually colorless and transparent. Minerals 
such as amethyst, pink quartz, smoky quartz, citrine, chalcedony, agate, 
opal, tiger’s eye, and onyx are quartz varieties that are widely used as gem-
stones. They are used in jewelry, ornaments, and some special designs.

Amethyst is one of the quartz group minerals. Amethyst, which has 
purple and lilac colors due to its manganese and iron content, is used as a 
gemstone (Fig. 1).

Smoky quartz is gray, black, brown, dark brown, and beige-colored 
mineral of the quartz group (Fig. 1).

Rose quartz is a pink-colored mineral of the quartz group.

Milky quartz is a white-colored mineral of the quartz group.

Citrine, which is the yellow-toned type of the quartz group, gets its 
color from the small amount of iron it contains.
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Sunset quartz is a recently discovered yellowish and orange mineral 
from the quartz group.

Aventurine is a quartz group mineral found in nature in green, blue, 
and orange colors.

Rock crystal is clear and colorless quartz, a common gemstone.

Figure 1. Macro photograph of amethyst (Selim, 2015) and smoky quartz (mta.
gov.tr).

Cryptocrystalline Quartz (Chalcedony)

Chalcedony is a cryptocrystalline quartz (SiO2). It has colors rang-
ing from dark blue to light blue and has purplish, translucent, and opaque 
properties. Because the grains of cryptocrystalline quartz are very small, 
they can only be seen under a microscope.

Agate is a formation commonly seen in volcanics, consisting of chal-
cedony and quartz. Agates, which are generally seen as void fillings, con-
sist of concentric bands with uniform thicknesses. Its colors are usually 
seen as white, gray, and red.

Sardonyx is a type of agate with white and reddish-brown bands.

Onyx primarily refers to the parallel banded variation of chalcedony 
which is a silicate mineral.

Carnelian is a variety of chalcedony colored by iron oxide and similar 
to sardonyx.

Bloodstone is an iron-rich variety of chalcedony, also known as heli-
otrope. The color of the bloodstone is dark green with bright red markings 
on its surface.

Chrysoprase, a type of chalcedony, is a mineral in light and dark 
bright apple green colors due to its nickel oxide content. It is translucent 
and opaque. It is a mineral found especially in serpentines and used as a 
gemstone with the same physical properties as quartz.
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Tiger’s eye is a kind of quartz with golden yellow, yellowish-brown, 
brown color and silky shine. It results from the parallel growth of quartz 
crystals, altered amphibole fibers often converted to limonite.

Hawk’s eye is a fibrous quartz variety observed as blue-gray, blue-
green opaque.

Jasper is an aggregate of cryptocrystalline chalcedony and has usu-
ally red, brown, or yellow, in color. The common red color of the jasper is 
related to iron (+3) inclusions.

Opal

Opal is a hydrated silica composition amorphous, naturally rounded 
and kidney-like mineral, generally formed by the decomposition of sili-
cates and young volcanics (Fig. 2). There are many varieties such as black 
opal, fire opal, and tree opal.

Obsidian

Obsidian is black, brown, and gray colored gemstone formed due to 
the rapid cooling of lava as a result of acidic volcanism (Fig. 2). Obsidian is 
a type of volcanic glass, which does not have any crystal structure (amor-
phous), has a chemical content of mostly SiO2, and is a slippery and shiny 
surface gemstone. 

Corundum

Ruby is a corundum mineral in red tones colored by chromium. The 
highest quality rubies typically form in marble.

Sapphire is one of the corundum minerals which forms in granitic 
pegmatites or corundum syenites. The best-known sapphire color is blue, 
but it can occur in gray, black, and colorless.

Figure 2. Macro photograph of opal (mta.gov.tr) and obsidian (Selim, 2015)
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Diamond

Diamond, one of the hardest known materials, is pure carbon. A mod-
ification of the carbon element other than graphite is diamond. Diamond 
was originally only found in Kimberlites. Diamond is a very valuable min-
eral with a transparent, glassy luster.

Beryl 

One of the most prestigious gemstone families, the beryl family in-
cludes some of the most popular and expensive gemstones.

Emerald is the most valuable member of the beryl family, with its 
green color due to chromium or sometimes vanadium. Emerald can occur 
in different environments with relatively low-temperature hydrothermal 
fields or pegmatites.

Aquamarine is a transparent blue and silicate type of beryl family.

Goshenite is the colorless and purest form of beryl. Goshenite is also 
called the mother of all gemstones, as it can transform into other stones 
such as emerald or morganite. Goshenite can be found most commonly in 
granite and sometimes in metamorphic rocks.

Heliodor known for its range of yellow colors, greenish-yellow, or-
ange-yellow to a deep golden-orange is a mineral of the beryl family. It is 
usually found in pegmatites.

Morganite also known as rose beryl, pink beryl, and pink emerald is 
a mineral of the beryl family. It is mostly found in pegmatites.

Chrysoberyl

Chrysoberyl, the main varieties of which are alexandrite and cat’s eye, 
is iridescent, yellowish green, and brownish red, and is a mineral found in 
pegmatites and granites.

Garnet

Garnet is a common group in metamorphic and igneous rocks.

Almandine is a dark red, brown colored iron alumina garnet (Fig. 3). 
It is a common mineral, especially in schists and gneisses.

Andradite, a member of the garnet group, occurs as the product of 
contact metamorphism of carbonate rocks. Andradite is divided into three 
as black colored melanite (titanian andradite), green-colored demantoid, 
and yellow-green-colored topazolite.

Grossular is a garnet group mineral found in cinnamon brown, red 
and yellow colors in contact with metamorphized limestones.
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Pyrope which always shows a red color is found in igneous rocks, 
especially in peridotite, serpentinite, and kimberlite-type rocks.

Spessartine is dark red or bright yellow-orange in color. Spessartine 
occurs most often in pegmatite and in low-grade metamorphic phyllite. 

Uvarovite is a rare member of the garnet group and is green in color. 
Uvarovite which is associated with chromite, serpentinite, and skarn ore 
bodies is a chromium-bearing garnet. 

Lapis Lazuli 

Lapis Lazuli form as a result of the effects of granitic or pegmatitic flu-
ids on marble, schist, and gneiss. It is known for its deep blue color (Fig. 3). 

Figure 3. Macro photograph of almandine (Selim, 2015) and lapis lazuli (mta.
gov.tr).

Cordierite (Iolite)

The color of iolite changes from sapphire blue to purple, yellowish 
gray to light smoky or violet blue as the angle of light changes. Iolite is 
sometimes used as a more economical substitute because of its similarity 
to sapphire. Cordierite forms by contact or regional metamorphism. Cord-
ierite is also found in gabbro, granite, pegmatite, and norite.

Spinel 

Spinel is usually found in contact metamorphic rocks and rarely in ig-
neous rocks. Transparent and smooth crystals are used as gemstones. Spi-
nel with a vitreous or opaque shine is observed as transparent or opaque. 
It can be seen in various shades of colorless, red, magenta, green, blue, 
brown, black, or yellow.

Feldspar 

Amazonite which is a polymorph of orthoclase is green, bluish-green 
in color. Amazonite is often found in granites and pegmatites.

Andesine is a member of the plagioclase group and is found in inter-
mediate igneous rocks such as syenite, diorite, and andesite. It also occurs 
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as clastic grains in sedimentary rocks.

Labradorite is a member of the plagioclase series. Labradorite shows 
an iridescent effect commonly in blue-green tones. It is usually found in 
mafic igneous rocks such as anorthosite, basalt, and gabbro.

Moonstone (Adularia) is a member of feldspar. It shows a pearly and 
iridescent effect in shades of white.

Sunstone, known as “heliolite” or “aventurescent feldspar” is a mem-
ber of the feldspar group. Sunstone is a mineral that shines when viewed 
from certain directions. Reflections are seen in orange tones due to the 
hematite in it.

Tourmaline

Tourmaline is a silicate mineral group in a wide variety of colors. 
The most common tourmaline varieties are schorl and rubellite. Schorl is 
black in color because it is rich in iron. Rubellite is pinkish-red tourmaline. 
Tourmalines are commonly found in pegmatites.

Anatase 

Anatase found as small crystals in pegmatite and crystalline schists 
is a transparent mineral in many beautiful colors such as deep indigo and 
amber-yellow. 

Diopside

Diopside is a pyroxene mineral found in igneous and metamorphic 
rocks. Diopside is commonly found as a primary mineral in olivine-rich 
basalts and andesites. It occurs also as a common mineral in kimberlites 
and peridotites. It is also formed during the contact metamorphism of 
limestones and dolomites. The color of the diopside commonly changes 
from light to dark green, brown, blue, white, and colorless.

Diaspore

Diaspore is an aluminum oxide hydroxide mineral. Diaspore, a color-
less or grayish-white transparent mineral with a pearlescent luster (Fig. 
4), is an alteration product of corundum or emery and is generally found 
in recrystallized limestone. Along with diaspore, boehmite, and gibbsite, 
it is an important aluminum mineral in bauxite. Diaspore, also known as 
Turkizite and zultanite, is mined as a gemstone from Muğla in Turkey, and 
it is found in veins within a bauxite deposit.

Zircon

Zircon is a natural and transparent gemstone with colorless, yellow, 
green, and brown types (Fig. 4). It is abundant in the magma of the felsic 
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character. In addition to the Hafnium isotope, it also contains radioactive 
uranium and radiogenic lead isotopes. For this reason, zircon is used in 
radiometric dating methods.

Epidote

The main members of the epidote group are epidote and zoisite/clino-
zoisite. They are found in metamorphic and pegmatitic rocks. Epidote is 
commonly found in green, greenish-black, or yellowish-green. 

Figure 4. Macro photographs of diaspore (zultanite/Turkizite, Selim, 2015) and 
zircon (mta.gov.tr).

Marcasite

Marcasite, generally called “white iron pyrite,” is physically and crys-
tallographically different from pyrite. Marcasite is more brittle and lighter 
than pyrite. On fresh surfaces, it is pale yellow or whitish in color and has 
a glossy metallic luster. Thin, flat crystals are called “cock’s comb”. When 
considered a gemstone, pyrite is also called marcasite.

Sphalerite

Sphalerite, which has transparent and translucent properties, is mostly 
seen as yellow, brown, black, green, red, gray, and sometimes colorless. 
Sphalerite occurs in contact-metamorphic deposits, as veins in igneous 
rocks, and mostly in hydrothermal ore deposits.

Scheelite

Scheelite is the most important ore of tungsten metal. Smooth crystal-
line scheelite is worked as a gemstone. Scheelite is usually found in skarns 
formed by contact metamorphism and in high-temperature hydrothermal 
veins. It is observed in various colors from golden yellow, brownish-green 
to dark brown, orange, and pinkish-gray to reddish-gray. Transparent and 
crystal surfaces are quite shiny.

Coral

Red corals form and grow as a result of low sedimentation in dark 
environments on the seafloor.
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Amber 

Amber is the fossilized resin of a pine tree. Amber is a translucent and 
easily breakable gemstone that can be seen in various colors from light 
yellow to red.

Jade

It is known that jade (yeşim), one of the oldest known gemstones, 
was discovered in the 1800s as two very different minerals: jadeite and 
nephrite. Nephrite has a lower translucency than jadeite, while jadeite has 
a glassier appearance.

Jadeite is a pyroxene mineral that can occur in a wide variety of colors 
but is mostly found in shades of green. Jadeite can only form under condi-
tions of metamorphism at high pressure and relatively low temperature. Ja-
deite is a mineral of jade, especially located in China. However, purple jade 
named “Turkish purple jade/Türkiyenite” (Fig. 5) since the 1980s, which is 
located in a metamorphic zone on the border between the Late Mesozoic 
regular blueschist metamorphic belt and the Early Cenozoic intrusive gran-
odiorite was found only in the Harmancık-Bursa region in Turkey in the 
1970s (Okay, 1997; Okay, 2002; Hatipoğlu, 2010; Başevirgen et al., 2013).

Nephrite is an amphibole mineral with a medium green, dark green, 
gray-green, or white color.

Fluorite

Fluorite occurs in hydrothermal veins, fills, and metasomatic deposits 
in igneous, metamorphic, and sedimentary rocks. As gangue mineral in 
thin veins of igneous, metamorphic, and sedimentary rocks, in the form 
of layers in carbonate rocks and by displacement along acid magmatic 
interferences, in fracture zones and depositional zones, in marginal zones 
of carbonatite and alkaline rocks, in residual concentrations formed by 
atmospheric weathering in the main bed, in base metal deposits. It is found 
in brecciated deposits, pegmatites, and lake sediments. Fluorite is com-
monly found in green and purple colors (Fig. 5).

Figure 5. Macro photographs of Turkish purple jade/Türkiyenite (Başevirgen, 
2012) and fluorite (Selim, 2015).
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Topaz

Topaz is a mineral that can occur in various shades of yellow, red, pink, 
blue, or brown with the property of a gemstone. Pure topaz is colorless 
and diamond-like. Topaz can lose its color in sunlight. Topaz is found in 
granites and pegmatites.

Andalusite

Andalusite occurs in metamorphic rocks in pink, reddish brown, rose 
red, grayish, greenish, purple, and yellowish colors.

Kyanite

Kyanite is a mineral formed by the metamorphism of aluminum-rich 
rocks under high pressure and has a pale blue color.

Malachite 

Malachite is a copper carbonate hydroxide mineral. An opaque, banded 
mineral in shades of green, malachite is usually formed from the oxidation 
of primary copper sulfide minerals and is often found in association with 
azurite. 

Rhodochrosite

Rhodochrosite is found in hydrothermal veins in ore deposits formed 
at low-temperature. Rhodochrosite can be pink, rose, red, rose-red, cherry-
red, yellow, yellowish-gray, cinnamon-brown, white, or banded.

Rhodonite

Rhodonite is transparent or translucent vitreous luster in pink, rose-
red, and brownish-red colors. Rhodonite usually occurs in hydrothermal 
deposits and manganese deposits.

Brazilianite

Brazilianite, named after Brazil, is a yellow-green phosphate mineral. 
Brazilianite commonly occurs in phosphate-rich pegmatites.

Apatite 

Apatite is yellow, green, brown, pink, violet, purple, blue, and 
colorless in color, and it ranges from transparent to translucent. Apatite 
is rarely used as a gemstone. Coarse crystalline apatite usually occurs 
in pegmatites, carbonate minerals, and skarns. Apatite can also occur in 
clastic sedimentary rocks as grains eroded from the source rock.

Pearl

Pearl is a hard, shiny body composed of calcium carbonate produced 
in the tissues of living shelled mollusks. An ideal pearl is observed as 
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white, round, and smooth. Natural pearls are gemstones that have been 
used as gemstones and objects of beauty throughout history.

Sepiolite

Sepiolite (Lületaşı), a soft, opaque, and white, gray, cream-colored 
conchoidal clay mineral, is generally used in the manufacture of pipes 
and ornaments (Fig. 6). The majority of sepiolites in Turkey are located 
in Eskişehir. Sepiolite is a secondary mineral formed in association with 
serpentine and magnesite.

Jet

Jet (Oltu taşı) is a black-colored gemstone formed by the fossilization 
of the trunk of a tree species (Fig. 6). It is located in the Oltu district of 
Erzurum in Turkey. Jet is mostly used in the production of ornaments 
and rosaries.

Figure 6. Macro photographs of jet (oltu taşı) and sepiolite (lületaşı) (mta.gov.
tr).

Peridot (Chrysolite)

Peridot is a dark yellow-green transparent olivine variety mostly seen 
in mafic and ultramafic rocks. Gem-quality peridot, which forms deep in 
the mantle, is rarely seen on the Earth’s surface due to its sensitivity to 
surface conditions.

Sphene (Titanite) 

Sphene (Titanite) is rich in titanium and is the only member of the 
titanite mineral group used as a gemstone. Sphene is especially yellow, 
light orange, and green, and frequently shows color zoning. 

Turquoise

Turquoise, named after Turkey, is an opaque, blue-green mineral that 
is a hydrated phosphate of copper and aluminum.

4. New Technical Applications of Gemstones

While traditional analytical methods such as a microscope, refractive 
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indices, polariscope, and dichroscope have been used for many years for 
the analysis of gemstones, in the early 2000s, more powerful analytical 
instruments and methods were needed to solve gemstone identification 
problems (e.g. Breeding et al., 2010; Wang et al., 2016; Khan et al., 
2022). Among these methods used in the analysis of gemstones in the last 
decades, “Ultraviolet-visible-near infrared (UV-Vis-NIR) spectroscopy”, 
“Raman spectroscopic analysis”, “Fourier Transform Infrared (FT-IR) 
Spectrometry”, “Energy-dispersive X-ray Fluorescence (ED-XRF)”, “Laser 
Ablation Inductively Coupled Plasma Mass Spectrometry (LA-ICP-MS)”, 
“Laser Induced Breakdown Spectroscopy (LIBS)”, “Surface analysis by 
Scanning Electron Microscopy (SEM)”, and “Photoluminescence (PL)” 
are included, “LA-ICP-Time of-Flight Mass Spectrometry (GemTOF)” 
was added to these techniques in recent years. While older technologies 
such as wavelength scanning spectrometers and spectrofluorometers 
cannot record time-dependent spectra, charge-coupled device (CCD) 
spectrometers developed in the last decade were able to collect data 
simultaneously and in a short time across the entire wavelength range. 
Advancing innovations in laser mapping and computer modeling of the 
diamond gemstone appearance have changed the way gemstones are cut 
and graded by jewelry labs.

The techniques and methods frequently used for the analysis of 
gemstones in recent years (see e.g. Read, 2005, Breeding et al., 2010; 
Hainschwang et al., 2013; Wang et al., 2016; Milisenda, 2018; Khan et al., 
2022) are summarized below.

Laser Ablation Inductively Coupled Plasma Mass Spectrometer (LA-
ICP-MS) enables the gemstone or mineral to be cut with a direct pulsed 
laser beam and its constituents analyzed.

Laser Induced Breakdown Spectroscopy (LIBS) is a short laser pulse 
focused on the surface of the gemstone that detects certain elements, 
identifying a gemstone’s potential source.

Fourier transform infrared (FT-IR) spectroscopy provides the 
absorption and measurement of some of the IR (infrared) radiation passing 
through the gemstone sample by sample. FT-IR generates spectra for each 
sample analyzed and these spectra are then compared to known spectra in 
the reference library.

Raman spectroscopy identifies gemstones, inclusions, and fillers. 
Raman is a form of vibrational spectroscopy that can be used to analyze 
very small samples. This is also a nondestructive testing technique and is 
very reliable in identifying a mineral’s spectra by comparing it to known 
spectra in a reference library. Since each gemstone has its distinctive 
spectral pattern, the Raman effect is used as an identification tool. Raman 
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provides different information than FT-IR because the physical way a 
gemstone analyzes its spectrum is different. Since Raman spectroscopy 
samples are not destructive, they can be preferred in cases where LIBS and 
LA-ICP-MS are harmful.

EDXRF (Energy Dissipative X-Ray Fluorescence) Spectrometer is 
used to analyze the chemical elements in the gemstone. 

UV-Vis-NIR (Ultraviolet-Visible-Near Infrared Range) Spectroscopy 
is a type of electronic spectroscopy that can potentially be used for the 
quantitative analysis of samples. UV-Vis-NIR analyzes spectra in the 
Ultraviolet-Visible-Near Infrared range of the spectrum and produces 
much more accuracy, giving much more detail in graphs. It is also used to 
determine which element the colors in the mineral depend on.

Photoluminescence (PL)
Laser and ultraviolet-excited luminescence spectroscopy and imaging, 

which are important techniques for gemstone analysis, are one of the 
most sensitive spectroscopic methods (Hainschwang et al., 2013). It is an 
analytical method for detecting optically active crystallographic defects. 
Photoluminescence (PL) analysis is used in the separation of natural and 
synthetic gemstones and in the detection of processes. For example, it is 
possible to distinguish green-colored stones such as ruby and jadeite from 
their artificially colored counterparts (Milisenda, 2018). PL spectroscopy 
can also determine the color specificity of certain coral and pearl species 
(Milisenda, 2018).

LA-ICP-Time of-Flight Mass Spectrometry (LA-ICP-TOF-MS/
GemTOF)

In the last decades, advanced scientific techniques have been used for 
detailed chemical and structural analysis as well as the analysis of physical 
properties in gemstone analysis. In contrast to the LA-ICP-Quadrupole-MS 
(LA-ICP-Q-MS) technique currently used for gemological analysis, a new 
basic analytical system, the LA-ICP-Time of-Flight Mass Spectrometer 
(LA-ICP-TOF-MS), has been launched recently. LA-ICP-TOF-MS can 
simultaneously detect almost all elements in the periodic table, at ultra-
high speeds and low detection limits. This groundbreaking technique, 
therefore, opens up new research possibilities in source identification, 
age determination, inclusion analysis, and chemical zoning in colored 
gemstones, diamonds, and pearls (Wang et al., 2016).

5. Conclusion
There are many semi-precious stones such as jade, garnet, diaspore, 

tourmaline, and turquoise in addition to many precious stones such as 
diamond, emerald, sapphire, and ruby in the world. This definition of 
precious and semi-precious from the past has left its place to call it a 
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gemstone for every rare stone with beauty and durability. In recent studies, 
all rare precious minerals such as diamond, emerald, jade, and garnet are 
defined as gemstones.

Scientific studies are carried out for the exploration and exploitation of 
gemstones, which have been formed naturally by geological processes and 
have been symbols of beauty, wealth, and status since prehistoric times. 
Interest in gemstones has continued to increase from past to present and it 
is a known fact that this interest will continue in the future. The increasing 
demand for gemstones is also leading to improvements in the techniques 
applied for identifying and analyzing gemstones. It is considered very 
important to carry out detailed research on the gemstones, for which more 
information is needed, to define, classify, and determine different usage 
areas, and to continue the studies on the prospecting for new gemstones.



 . 111Research & Reviews in Engineering 

References
Arık, F. & Özen, Y. (2020). Tokat Yöresi Jasper Oluşumlarının Mineralojik-Pe-

trografik, Jeokimyasal Özellikleri ve Süstaşı Olarak Kullanılabilirliği. 
Ömer Halisdemir Üniversitesi Mühendislik Bilimleri Dergisi, 9(1), 451-
460 (in Turkish).

Arık, F., Turhal, E. & Özen, Y. (2022). Almus (Tokat) Yöresindeki Akiklerin 
Jeokimyasal Özelliklerinin Değerlendirilmesi. Türkiye Jeoloji Bülteni, 65 
(3), 233-254 (in Turkish).

Başevirgen, Y. (2012). Gemmological and Mineralogical Investigations and 
Genesis of The Massive Purple Jade from The Harmancık-Bursa Region, 
M.Sc. Thesis, Dokuz Eylül University Graduate School of Natural and 
Applied Sciences, İzmir (In English).

Başevirgen, Y., Hatipoğlu, M. & Kibici, Y. (2013). Türkiyenitin (Türk Mor Jade-
si) Gemolojik ve Mineralojik Incelemesi ve Oluşum Kökeninin Belirlen-
mesi, Dumlupınar Üniversitesi Fen Bilimleri Enstitüsü Dergisi, 32, 57 – 
78 (in Turkish).

Breeding, C.M., Shen, A.H., Eaton-Magaña, S., Rossman, G.R., Shigley, J.E. & 
Gilbertson, A. (2010). Developments in Gemstone Analysis Techniques 
and Instrumentation During the 2000s, Gems and Gemology, 46, 3.

Çalık, A. (2022). Yenisofça Opal Oluşumlarının Jeolojisi ve Mineralojik Özel-
likleri-Eskişehir, KB Türkiye. Türkiye Jeoloji Bülteni, 65 (3), 297-308 (in 
Turkish).

Ethem, M.Y., 2006. A’dan Z’ye Kıymetli ve Yarı Kıymetli Süs Taşları. 2. Baskı, 
TMMOB, Maden Mühendisleri Odası, 272 p. (in Turkish).

Fritsch, E. & Rossman, G.R., (1988). An Update on Color in Gems. Part 2: Colors 
Involving Multiple Atoms and Color Centers. Gems Gemol., 24, 3–15.

Hainschwang, T., Karampelas, S., Fritsch, E. & Notari, F. (2013). Luminescence 
spectroscopy and microscopy applied to study gem materials: a case study 
of C center containing diamonds. Mineralogy and Petrology: Lumines-
cence special issue, 107, 3, 393 - 413.

Harding, R. (2006). The Geological Sources of Gems, In “Gems, Their 
Sources, Description, and Identification” edited by O’Donoghue, M., 
6th ed., Butterworth-Heinemann. 

Hatipoğlu, M. (2010). Response to jadeite from Turkey, Rocks & Minerals, 85, 
301.

Hatipoğlu, M., Ören, U., Kibici, Y., 2011. Micro-Raman spectroscopy of 
gem-quality chrysoprase from the Biga–Çanakkale region of Turkey, 
Journal of African Earth Sciences, 61, 4, 273-285.

Hatipoğlu, M., Chamberlain, S.C., Kibici, Y. (2013). Characterization of the 
Sündikendağı deposit of moganite-rich, blue chalcedony nodules, 
Mayıslar–Sarıcakaya (Eskişehir), Turkey, Ore Geology Reviews, 54, 127-



112 . Yeşim ÖZEN

137.

Hatipoğlu, M. (2020). Süstaşları Mineralojisi, Türk Eğitim Yayınları. 237 p., Tür-
kiye (in Turkish).

https://www.mta.gov.tr (Date of access: 02.12.2022).

Keller, P.C. and Kampf, A.R. (1985). Gemstones and their origins, Terra, 23, 5.

Keller, P.C. (1990). Gemstones and their origins, Van Nostrand Reinhold, New 
York.

Khan, R.A., Anwar-ul-Haq, M., Qasim, M., Afgan, M.S, Haq, S.U. & Hussain, 
S.Z. (2022). Spectroscopic and crystallographic analysis of nephrite jade 
gemstone using laser induced breakdown spectroscopy, Raman spectros-
copy, and X-ray diffraction, Heliyon, 8, 11, e11493.

Kınacı, E.H. & Öztürk, A. (2022). Menderes Masifi’nin Güneybatı Kanadında-
ki (Bafa Gölü - Milas) Diaspor Oluşumlarının Jeolojik, Jeokimyasal ve 
Gemolojik Özelliklerinin Araştırılması. Türkiye Jeoloji Bülteni, 65 (3), 
309-330 (in Turkish).

Milisenda, C.C. (2018). Gemstones and Photoluminescence, GIA International 
Gemological Symposium, The Quarterly Journal of the Gemological In-
stitute of America, October 7–9, 2018 | Carlsbad, CA, 54, 3, 258.

O’Donoghue, M. (1988). Formation and occurrence of gemstones. In: Gemstones. 
Springer, Dordrecht.

O’Donoghue, M. (2006). Gems: Their sources, descriptions and identification (6th 
edition), Elsevier, Butterworth-Heinemann, 874 p.

Okay, A.I. (1997). Jadeite-K-feldspar rocks and jadeites from northwest Turkey, 
Mineralogical Magazine, 61, 835-843.

Okay, A.I. (2002). Jadeite–chloritoid–glaucophane–lawsonite blueschists in 
northwest Turkey: unusually high P/T ratios in continental crust”, Journal 
of Metamorphic Geology, 20, 757-768.

Özbay Candan, E., Kaydu Akbudak, İ., Başıbüyük, Z. & Ekincioğlu, G. (2022). 
Tokat Nebiköy Kalsedonlarının Mineralojik-Petrografik ve Gemolojik İn-
celemesi. Türkiye Jeoloji Bülteni, 65 (3), 287-296 (in Turkish).

Philipsborn, H. von (1967). Tables for determining the minerals according to ex-
ternal characteristics, 2nd edition, Schweitzerbart, Stuttgart (in German).

Ramdohr, P. & Strunz, H. (1978). Klockmann’s textbook of mineralogy, Ferdi-
nand Enke Verlag, Stuttgart, 876 p. (in German).

Read, P.G. (1988). Beginner’s Guide to Gemmology, 2nd Edition, Heinemann 
Professional Publishing, London.

Read, P.G. (2005). Gemmology. 3rd edition, Elsevier, 324 p.

Selim, H. (2015). Türkiye’nin değerli ve yarı değerli mücevher taşları. İstanbul 
Ticaret Odası Yayınları, Yayın no: 2014-4, İstanbul, 102s. (in Turkish).



 . 113Research & Reviews in Engineering 

Sözeri, K., Günel, H. & Duran, E. (2022). Tokat-Artova Bölgesinde Bulunan 
Kalsedon Oluşumlarının Mineralojik-Petrografik ve Gemolojik Özel-
likleri. Türkiye Jeoloji Bülteni, 65 (3), 273-286 (in Turkish).

Üner, B., Yılmaz Şahin, S. & Akkemik, Ü. (2022). Batı Anadolu’da Silisleşmiş 
Ağaç Türlerinin Bazı Mineralojik ve Gemolojik Özellikleri. Türkiye Je-
oloji Bülteni, 65 (3), 217-232 (in Turkish).

Wang, H.A.O., Krzemnicki M.S., Chalain J-P, Lefèvre P., Zhou W. & Cartier L.E. 
(2016). Simultaneous High Sensitivity Trace-Element and Isotopic Analy-
sis of Gemstones Using Laser Ablation Inductively Coupled Plasma Time-
of-Flight Mass Spectrometry. Journal of Gemmology, 35(3), 212-223.

Yılmaz Şahin, S. (2019). Türkiye’nin Değerli ve Yarı Değerli Taşları. Yurt Maden-
ciliğini Geliştirme Vakfı Sektörmaden Dergisi, 72, 26-32 (in Turkish).

Zhang, Y., and Guanghai S. (2022). Origin of Blue-Water Jadeite Jades from My-
anmar and Guatemala: Differentiation by Non-Destructive Spectroscopic 
Techniques, Crystals 12, 10, 1448.



114 . Yeşim ÖZEN



CHAPTER 9

CONVERGENT-DIVERGENT NOZZLE 
CFD ANALYSIS WITH DIFFERENT 

DIVERGENT ANGLE AND NPR 

N.Filiz TUMEN OZDIL1, Mehmet Emin TASKİN2

1 Assoc. Prof. Dr. Adana Alparslan Turkes Science and Technology Universi-
ty, 0000-0003-0083-7524 fozdil@atu.edu.tr
2  Adana Alparslan Turkes Science and Technology University, 
0000-0002-1825-539X



116 . N.Filiz TUMEN OZDIL, Mehmet Emin TASKİN

1. Introduction

Nozzle is the mechanical device that control the flow of the fluid. 
There are many types of nozzles that is using in the industry. Nozzle is 
used in steam and gas turbine, jet engine, rocket motor etc. Subsonic or 
supersonic flows can occur according to Mach number and shape of the 
nozzle. The inlet section decreases through the throat and then increases 
through to exit section in the convergent divergent nozzle. With the chang-
ing pressure, density and velocity changes.

Numerical analyze of the compressible flow in convergent-divergent 
nozzle was investigated by Sher Afghan K. et al [1]. The Mach number was 
selected higher than one that is 2 to obtain shock. Nozzle Pressure Ratio 
(NPR) was equal to 7.82 for investigated Mach number. In this study, dif-
ferent MPR values were used as variable. To simulate compressible flow 
for convergent-divergent nozzle was performed via using ANSYS soft-
ware. As a conclusion, shock train for Mach number 2 was obtained. Pres-
sure, temperature, density and velocity of the flow is related to isolator’s 
length.

Numerical analyze for the convergent-divergent nozzle with variable 
of different divergent angle was investigated by Madhu. B. P. and G. Ma-
hendramani [2]. The fluent module of ANSYS software was used to gener-
ate numerical analyze. Divergent angles were selected as 10-12-16 degrees. 
As a result of this study, the shock distance increasing with the divergent 
angle increasing was obtained.

The comparison of the experimental and numerical data was investi-
gated by Srivinas G. and Bhupal R. [3]. In the research, the literature result 
was used to compare. Convergent nozzle was analyzed. Two experimental 
and numerical convergent nozzle approaches were used to compare. Re-
sults were suitable and consistent the exit Mach number. As a result of the 
numerical analyze the relationship were acquired.

Method of characteristics to design supersonic nozzles were exam-
ined by M. A. Khan et al [4]. According to the Mach number at the exit of 
the nozzle, to obtain minimum length of divergent section of the conver-
gent-divergent nozzle was generated via using MATLAB software. Ob-
tained design was compared with other design nozzles. As a result, the 
requires features to obtain consistent design and flow was examined.

In tunnels, longitudinal ventilation with jet blower fan is used to ven-
tilate tunnels. In this study, a convergent divergent nozzle was designed 
and analyzed to use in tunnels by Nallode C. et al [5]. The geometry of the 
convergent-divergent nozzle was designed in Catia V5 and numerical noz-
zle was carried out by using ANSYS software. Pressure, temperature, den-
sity, humidity, etc. were used to compare conventional model with results. 
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Reduced pressure and accelerated air were observed for convergent-diver-
gent nozzle according to conventional cylindrical model.

With numerical method, supersonic flow through rocket nozzle was 
simulated and investigated by Madhu B.P. et al [6]. By using ANSYS Flu-
ent software. Different divergent angles were used in this study. As a result 
of the analyze, increasing was observed in velocity from inlet to outlet.

Different type of cross-section for the convergent-divergent nozzle 
which were rectangular, square, cylinder was investigated by G. Satya-
narayana et al [7]. The supersonic nozzle was performed to compare the 
cross-sectional areas. To generate geometry and numerical analyze, Catia 
and ANSYS were used respectively. As a result of simulation and compar-
ison, rectangular convergent-divergent nozzle had high velocity and low 
pressure according to square and circular.

Using computational fluid dynamic (CFD) software ANSYS, conver-
gent-divergent nozzle was analyzed with the parameters that were Mach 
number, pressure, and velocity by Muhammad Waqas K. and Muhammad 
A. [8]. k-ε turbulence model was used to generate flow. As a result, with 
240 kPa inlet pressure, the shock was observed as overexpanded however, 
with 300 kPa, the shock was not observed as under expanded.

With two different divergent angle which were 5 and 10 degrees, 2-D 
convergent-divergent nozzles were analyzed with using ANSYS by A.V.R. 
Rao, I. Akhil [9]. With the important fluid properties like pressure, tem-
perature, and velocity. The increasing in velocity and decreasing in static 
temperature and density from inlet to outlet was observed.

With Nozzle equations and the CFD results of the convergent-diver-
gent nozzle via using ANSYS software was carried out by Ramesh K.R. 
and Yuvarajan D. [10]. The increasing nozzle speed and decreasing static 
pressure were observed with increasing divergent angle.

In this study, NPR and divergent angle effect on the nozzle character-
istic has been investigated numerically. The obtained data from ANSYS 
fluent module have been compared. NPR (nozzle pressure ratio) and di-
vergent angle have been used as variables. According to these variables, 
pressure, Mach number distributions have been investigated. The geom-
etry of the convergent divergent nozzle has been designed according to 
Mach number with 1.75. 2-D CFD (Computational Fluid Dynamic) model 
has been used to analyze the system via using ANSYS software. The 2-D 
geometry of nozzle has been designed in Design Modeler software. The 
duct section has been added the exit of the nozzle. Ratio of the duct length 
to exit diameter was estimated as 6.  
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2. Materials and Methods

In this study, nozzle divergent angle and NPR have been investigated 
in convergent divergent nozzle. NPR value for the correct expansion has 
been calculated as 5.32. However, 4.32, 5.32, and 6.32 have been carried 
out with 2 different divergent angle which were 8 and 10 degrees. Dimen-
sions of the system can be shown as in table 1.

Table 1. Nozzle geometry properties

Part Name Value
Inlet diameter 25 mm
Outlet diameter 10 mm
Throat diameter 8.49 mm
Convergent angle 20°
Divergent Angle 5° and 7°

The duct after convergent divergent nozzle has used with a ratio of 
outlet diameter to duct length. Ratio has been estimated as 6 according to 
literature [1]. In Figure 1, the duct geometry after nozzle has been shown.

Figure 1. Geometry of duct section

Edge sizing with number of division property has been used to obtain 
mesh distribution. The mesh distribution in the throat section and the exit 
section of the nozzle have been divided high divisions. The mesh proper-
ties for geometry and throat and exit section of nozzle were illustrated in 
Figure X-Y respectively.
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The analyze has been carried out via using ANSYS software. Nozzle 
geometry with boundary condition and mesh distribution in all geometry 
and detailed and specified section have been illustrated in Figure 2,3, and 
4 respectively. System has 3 type of boundary which is pressure inlet, 
pressure outlet and wall.  Fluent module has been set up with k-e viscous 
model and energy equation. The fluid properties have been shown in Ta-
ble 2 according to literature [1]. Inlet pressure, inlet temperature, outlet 
pressure and outlet temperature has been used as boundary conditions as 
437724 Pa, 300 K, 0 Pa and 300 K respectively. According to inlet section, 
system has been initialized with standard initializing method. 

Table 2. Properties of air

Property of air  
Density (kg/m3) Ideal gas
Specific heat (J/kg.K) 1006.43 (constant)
Viscosity Sutherland
Molecular weight (kg/kmol) 28.966 (constant)

Figure 2. Boundary conditions

Figure 3. Mesh distribution
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Figure 4. Detailed and specified mesh distribution

3. Results and Discussion

3.1.  Pressure Distributions

Convergent-divergent nozzle has been designed according to Mach 
Number. For this study Mach number has been selected as 1.75 and bound-
ary conditions has been calculated according to that. To obtain correct 
expansion, NPR has been calculated as 5.32, however, 4.32 and 6.32 has 
been investigated to compare distributions. NPR effects the inlet pressure 
directly. So, the system’s distribution changes with respect to NPR. Diver-
gent angle has been selected as 8 and 10 degrees to compare the effect of 
the angle on pressure, temperature, density and velocity distributions. 

Figure 5 (a). Pressure contour for NPR 4.32 and 8 degree (b) Pressure chart for 
NPR 4.32 8 degree
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Figure 6 (a). Pressure contour for NPR 5.32 and 8 degree (b) Pressure chart for 
NPR 5.32 and 8 degree

Figure 7 (a). Pressure contour for NPR 6.32 and 8 degree (b) Pressure chart for 
NPR 6.32 and 8 degree

In figure 5,6 and 7, at (a) section, we can see the pressure distribu-
tions and at (b) section we can see the chart for pressure and x position. 
After nozzle, duct section can be seen. In figure 56 and 7, inlet pressure is 
3.25x105, 4.25x105, and 5.2x105 Pa respectively. Also exit pressures are, 
0.9x105, 1.4x105 and 1.5x105 Pa respectively. The highest pressure has 
been observed at the inlet section and lowest pressure has been observed 
at the exit section of convergent divergent nozzle which is the starting sec-
tion of the nozzle. Inlet pressure is related with NPR, so in figure 8,9, and 
10, inlet pressures is 3.25x105, 4.25x105, and 5.2x105 Pa respectively. At 
the exit pressure, 0.95x105, 1.45x105, and 1.55x105 respectively. With the 
increasing divergent angle, there are no change in the inlet section because 
of the same NPR, however, at the exit section, the pressure is higher at 
8-degree divergent angle than 10-degree divergent angle.
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Figure 8 (a). Pressure contour for NPR 4.32 and 10 degree (b) Pressure chart for 
NPR 4.32 and 10 degree

Figure 9 (a). Pressure contour for NPR 5.32 and 10 degree (b) Pressure chart for 
NPR 5.32 and 10 degree

Figure 10(a). Pressure contour for NPR 6.32 and 10 degree (b) Pressure chart 
for NPR 6.32 and 10 degree
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3.2.  Density

Figure 11 (a). Density contour for NPR 4.32 and 8 degree (b) Density chart for 
NPR 4.32 and 8 degree

Figure 12 (a). Density contour for NPR 5.32 and 8 degree (b) Density chart for 
NPR 5.32 and 8 degree

Figure 13 (a). Density contour for NPR 6.32 and 8 degree (b) Density chart for 
NPR 6.32 and 8 degree

In figure 11,12,13,14,15, and 16, we can see the density distribution on 
the geometry of the convergent divergent nozzle with duct at (a) section 
and chart of the density and the x at the (b) section. In figure 11,12, and 13 
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we can see the density for 8 degree divergent angle, and at the inlet section, 
density values are 3.8, 4.9, and 6.1 kg/m3 respectively. At the exit of the 
duct 1.6, 2, and 2.5 kg/m3 respectively. In figure 14,15, and 16 we can see 
the density for 10 degree divergent angle, and at the inlet section, density 
values are 3.8, 4.9, and 6.1 kg/m3 respectively. At the exit of the duct 1.6, 
2, and 2.5 kg/m3 respectively. The highest value for the density for all cas-
es at inlet section and the lowest value at the convergent divergent nozzle 
outlet section which is inlet section of the duct.

Figure 14 (a). Density contour for NPR 4.32 and 10 degree (b) Density chart for 
NPR 4.32 and 10 degree

Figure 15 (a). Density contour for NPR 5.32 and 10 degree (b) Density chart for 
NPR 5.32 and 10 degree
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Figure 16 (a). Density contour for NPR 6.32 and 10 degree (b) Density chart for 
NPR 6.32 and 10 degree

3.3. Temperature

Figure 17 (a). Temperature contour for NPR 4.32 and 8 degree (b) Temperature 
chart for NPR 4.32 and 8 degree

Figure 18 (a). Temperature contour for NPR 5.32 and 8 degree (b) Temperature 
chart for NPR 5.32 and 8 degree
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Figure 19 (a). Temperature contour for NPR 6.32 and 8 degree (b) Temperature 
chart for NPR 6.32 and 8 degree

In figure 17,18,19,20,21, and 22, we can see the temperature contour 
in geometry at (a) section and temperature chart which has temperature 
at y axis and x position at x axis at (b) section. In figure 17,18, and 19 we 
can see the temperature values for 8 degree divergent angle, and at the 
inlet section, temperature values are 297 K. At the exit section 209 K re-
spectively. In figure 20,21, and 22 we can see the temperature values for 
8 degree divergent angle, and at the inlet section, temperature values are 
297 K. At the exit section 212 K respectively.  The highest value for the 
density for all cases at inlet section and the lowest value at the convergent 
divergent nozzle outlet section which is inlet section of the duct. The exit 
section temperature value is higher at 8 degree divergent angle than 10 
degree divergent angle.

Figure 20 (a). Temperature contour for NPR 4.32 and 10 degree (b) Temperature 
chart for NPR 4.32 and 10 degree
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Figure 21 (a). Temperature contour for NPR 5.32 and 10 degree (b) Temperature 
chart for NPR 5.32 and 10 degree

Figure 22 (a). Temperature contour for NPR 6.32 and 10 degree (b) Temperature 
chart for NPR 6.32 and 10 degree

3.4. Velocity

Figure 23 (a). Velocity contour for NPR 4.32 and 8 degree (b) Velocity chart for 
NPR 4.32 and 8 degree
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Figure 24 (a). Velocity contour for NPR 5.32 and 8 degree (b) Velocity chart for 
NPR 5.32 and 8 degree

Figure 25 (a). Velocity contour for NPR 6.32 and 8 degree (b) Velocity chart for 
NPR 6.32 and 8 degree

The velocity at inlet section is low and at the exit section, velocity is 
high. And also, we can see from the chart, the temperature and pressure 
are reverse with velocity. This principle comes from Bernoulli equation. 
In figure 23, 24, 25, 26, 27, and 28, we can see the velocity contour in ge-
ometry at (a) section and velocity chart which has velocity at y axis and x 
position at x axis at (b) section. In figure 23, 24, 25, the inlet velocity is 80 
m/s and at the exit section, velocity is 420 m/s. Maximum velocity at the 
exit of the convergent-divergent nozzle which is the inlet section of duct. 
After duct, temperature relatively decrease. Because of the no slip condi-
tion, through the wall side, the velocity goes to 0 m/s. In figure 26, 27, and 
28, inlet velocity and outlet at the duct are 80 and 420 m/s. Also (b) section 
of the figures, we can see the chart of the velocity. 
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Figure 26 (a). Velocity contour for NPR 4.32 and 10 degree (b) Velocity chart for 
NPR 4.32 and 10 degree

Figure 27 (a). Velocity contour for NPR 5.32 and 10 degree (b) Velocity chart for 
NPR 5.32 and 10 degree

Figure 28 (a). Velocity contour for NPR 6.32 and 10 degree (b) Velocity chart for 
NPR 6.32 and 10 degree

4. Conclusion

In this study, convergent divergent nozzle has been designed accord-
ing to Mach number 1.75 which has been analyzed and investigated with 
CFD methods. NPR has been calculated as 5.32 and 4.32 and 6.32 have 
also been used to compare. 8 and 10 degrees have been investigated. Ac-
cording to result, the following list can be concluded. 
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•	 Fluctuation in the pressure has been observed for Mach number 
1.75. This calculation also can be used for the comparison of the other 
Mach number studies.

•	 The biggest difference for the divergent angles has been observed 
for temperature.

•	 With the decreasing velocity, increasing the temperature has been 
observed for all section.
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1. INTRODUCTION 

Today, with the rapid development of technology, the energy need of 
the world is increasing. Most of this need is met from fossil fuels. Studies 
on renewable energy sources gain importance due to the decrease in fossil 
fuel reserves and increase in environmental pollution. Wind energy is a 
natural and renewable resource for countries. As wind farms can be in-
stalled and removed in a little while, to invest for wind farms is worthwhile 
for countries. Even though wind energy has several benefits, estimating 
wind speed is challenging in practice as it is highly variable over time, 
especially when dealing with long-term forecasts. 

Because of the increase in the environmental pollution, renewable en-
ergy sources are becoming crucial in the world. Considering renewable en-
ergy sources, wind energy is one of the most optimum renewables and one 
of the cheapest energy sources (Wagner, 2012). Thus, it is predicted that 
the use of wind energy increases throughout the world. Several research 
has been investigated to predict wind speed using different algorithms in 
literature. Lun and Lam (2000) used Weibull distribution parameter for 
long-term wind records. Ewing et al. (2007) examined time series analysis 
of wind speed using vector autoregression. Su et al. (2012) investigated 
correlation analysis for wind speed and failure rate using time series anal-
ysis. Assareh et al. (2012) presented artificial neural networks for wind 
speed prediction. Santamaria- Bonfil et al. (2016) presented a hybrid meth-
odology based on support vector regression for wind speed prediction. 
Mohandes et al. (2016) used support vector machine method to predict 
wind speed at hub-height. Ambach and Croonenbroeck (2016) examined 
a periodic vector autoregressive model with seasonal lags to predict short 
to medium term wind speed. Doucoure et al. (2016) presented time series 
prediction with artificial wavelet neural network and multi-resolution anal-
ysis for wind speed. Akcan (2017) used time series analysis methods for 
wind speed forecasting. Daniel et al. (2020) investigated short term wind 
speed forecasting using statistical and machine learning methods. Their 
approach included two days ahead wind speed forecasting. Mahdi et al. 
(2021) presented an application of artificial neural network to predict wind 
speed in Iraq. Shawon et al. (2021) investigated short term wind speed 
forecasting methods using one-year historical data. They used ARMA, 
ARIMA, ANN, SVM methods in their study.  Yousuf et al. (2022)  anal-
yzed statistical wind speed forecasting models for small sample datasets 
with four case studies. 

Considering long-term-monthly-average wind speed data over the 
forty years at two meteorological stations throughout Central Anato-
lia geographical region in Turkey, wind speed prediction using machine 
learning methods are presented in this study. To evaluate the models’ per-
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formance, mean absolute error (MAE), mean absolute percentage error 
(MAPE), mean square error (MSE) and root mean square error (RMSE) 
statistics were calculated. The paper unfolds as follows: Section 2 presents 
the methodology. In section 3, case study is given for each of the meteoro-
logical stations and finally the conclusion is presented in section 4.

2. METHODOLOGY

2.1. Machine Learning Methods 

WEKA is a program of open source of many data mining and ma-
chine learning algorithms, including: pre-processing on data, classifica-
tion, clustering, association rule extraction. WEKA is a machine learning 
and data mining program coded in Java and produced by the Universi-
ty of Waikato, New Zealand. WEKA uses classification algorithms that 
yield numerical results as prediction and prediction algorithms (Hall et 
al., 2009). WEKA software is a widely used data preprocessing tool that 
contains many algorithms. It is especially designed to be able to analyze 
datasets containing large data. It is preferred in data mining with its useful 
and user-friendly interface, data preparation and ability to display statisti-
cal diagrams in detail (Witten ve Frank, 2002). WEKA was developed for 
priority scientific research during the development phase. Later, the usage 
area has increased by making the interface easy and usable. It can be easily 
used for different methods such as classification, time series, association 
analysis, visualization, filtering and data preprocessing (Witten ve Frank, 
2002). Using with WEKA version 3.9.5 (figure1),  machine learning meth-
ods described below were used in this study. 

Figure1. WEKA software
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2.1.1. Random Forest Algorithm

RandomForest algorithm is a supervised classification algorithm. As 
the name suggests, it randomly creates a forest. There is a direct relation-
ship between the number of trees in the algorithm and the result it can 
achieve. The higher the number of trees, the higher the chance of obtaining 
accurate results (Livingston, 2005).

2.1.2. Random Tree Algorithm

The Random Tree algorithm is randomly selected from the set of pos-
sible trees. Each tree in the tree set has an equal chance of being tried as a 
sample. The distribution of trees shows an even distribution. Random trees 
can be generated effectively. In addition, models created by many random 
trees usually have a high accuracy rate (Onan 2015).

2.1.3. Multilayer Perceptron Algorithm

Multilayer Perceptron is used to classify with back propagation meth-
od and to learn a multi-layered perceptron, as the name suggests (Desai 
and Sunil, 2012). This algorithm is included in the literature as another 
model developed for situations where the artificial neural network class 
single-layer model is insufficient. In many problems, it is insufficient to 
apply a linear function alone and this causes the error rate to increase. 
Multi-layer perceptron (MLP), which were developed after the failure of 
single-layer perceptron to solve nonlinear problems, consist of an input 
layer, one or more hidden (intermediate) layers, and an output layer. Mul-
tilayer Perceptron structure can be seen in Figure 2.

Figure2. Multilayer Perceptron Neural Networks

2.1.4. Lineer Regression 

The aim of the regression, which is used in the estimation of contin-
uous variables, is to create the model by associating the inputs with the 
outputs and to make the most accurate estimation. Linear regression tries 
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to predict the value of one variable using another variable (Yıldırım, 2019).

2.2. Statistical Performance Measures

To decide whether the prediction model is adequate, error values of 
model should be examined. Therefore, mean absolute error (MAE) (eq.2), 
mean absolute percentage error (MAPE) (eq.3), mean square error (MSE) 
(eq.4) and root mean square error (RMSE) (eq.5) are used as statistical 
performance measures. 

                       (1) 

              (2)

            (3)

             (4)

             (5)

where, n= number of observations, = actual value at observation t, 
= prediction value for observation t and = error value at observation t.

3. CASE STUDY

In this study, two meteorological stations throughout Central Anatolia 
geographical region in Turkey are investigated seen in Table1. 

Table 1. Latitude and Longitude of Observed Stations

Geographical 
region Station Latitude Longitude Elevation (m)

Central Anatolia Kayseri 38.6870 35.5000 1094
Central Anatolia Konya 37.8687 32.4713 1029

WEKA time series algorithms; RandomSupSpace, CVParemeter-
Selection, MultiScheme, WIHW, InputMappedClasifier, Zeror, RepTree, 
DesicionStump, LWL, RondomCommitte, Random Forest, M5P, Ran-
domtree, DesicionTable, Bagging, RegressionByDiscretization, M5Rules, 
SMOreg, Linear regression, IBK, RandomizableFilteredClasifier, Addi-
tiveRegression, MultilayerPerceptron and Kstar were used for prediction 
long-term wind speed in this study. However, four algorithms that gave 
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the best prediction results were determined and the results of these four al-
gorithms (RandomForest, RandomTree, Multilayer Perceptron and Linear 
Regression) were presented in the study. While running these algorithms, 
the settings in WEKA and used by default are left constant.

The prediction models for each meteorological station are seen in 
figure3 and figure4. For a good prediction model, performance measure 
values should be low (Santamaria-Bonfil et al., 2016). The performance 
measure values (MAE, MAPE, MSE and RMSE) for each station are 
shown in Table2 and Table3. Based on the data in Table2 and Table3, it can 
be said that all of the four machine learning algorithms (RandomForest, 
RandomTree, MultilayerPerceptron and LinearRegression) can be used for 
prediction long-term wind speed. But, RandomTree algorithm gives the 
best fit for both stations.

Table 2. Statistical performance measure values for Kayseri Station

Kayseri Station
Performance 
Measures

RandomForest RandomTree Multilayer 
Perceptron

MAE 0.112 0.0093 0.0977
MAPE 15.0128 0.9115 9.2146
RMSE 0.1717 0.0146 0.1335
MSE 0.0295 0.0002 0.0178

Figure 3. Prediction values for Kayseri Station
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When Figure 3 is examined, the errors in the estimation periods of 
the methods can also be seen. Although RandomTree did not show per-
fect prediction success at all prediction points, it was successful in terms 
of overall performance.  On the other hand, it is seen that the estimation 
errors made about the MLP method are generally caused by the fact that it 
makes an estimation far below the truth. In other words, as can be seen in 
April 2004, for example, the monthly average wind speed decreased in this 
period and MLP made an error with an almost zero value estimate here. 
In other words, as can be seen in April 2004, for example, the monthly 
average wind speed decreased in this period and MLP made an error with 
an almost zero value estimate here. The large number of similar examples 
seems to be the reason why MLP lags behind in all forecasting perfor-
mances. The monthly average wind speed at Kayseri station has a highly 
fluctuating structure. This is seen differently even in the same months of 
each year. For this reason, this makes it difficult for statistical methods to 
make accurate predictions. On the other hand, the real wind averages at 
the Kayseri station peak in November 1980. After this date, it is seen that 
monthly wind speed averages oscillate lower in narrower intervals. For 
this reason, if the data are separated as before and after this date in future 
studies, the error rate in the estimations can be further reduced and differ-
ent methods will perhaps have the potential to be more successful.

Table 3. Statistical performance measure values for Konya Station

Konya Station
Performance 
Measures

RandomForest RandomTree Multilayer 
Perceptron

Lineer 
Regression

MAE 0.1317 0.0088 0.1904 0.3498
MAPE 6.7963 0.9694 10.1792 17.9177
RMSE 0.1819 0.1082 0.2284 0.4727
MSE 0.0331 0.0117 0.0522 0.2235

When Table 3 is examined, we can say that the most suitable method 
for Konya station estimation is the RandomTree algorithm by looking at 
the MAE value. Looking at the MAE value, it is seen that the worst meth-
od is Linear Regression. This situation is also normal. It can also be seen 
by looking at the actual wind speeds in Figure 4 that there is no definite 
trend. When Figure 4 is examined, it can be seen that the graph is divided 
into 3 parts by looking at the time. It refers to these sections before 1964, 
between 1964-1987 and after 1987. While higher speeds are detected in the 
first section, the wind speed in the second section actually shows similar 
oscillations over a long period and remains almost steady-state. In the last 
section, there is an uptrend and a wind speed oscillation, which can reach 
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higher limits and whose movement cannot be clearly defined. It should be 
noted here that if only the last part is included in the data set, perhaps the 
performances of the above methods will also change significantly. Here, 
while recovery occurs in some methods, it may follow a completely oppo-
site course in other methods.

Figure 4. Prediction values for Konya Station

4. CONCLUSION

 In this study, data from 2 stations in Turkey, namely Kayseri and 
Konya station, were used to test the prediction success of machine learn-
ing methods. Monthly average wind speed measurements are based on 
the selected time intervals for these two stations. The data between 1961-
2011 for Kayseri station and between 1961-2006 for Konya station were 
selected. In the tests performed, the RandomTree algorithm showed the 
best performance in terms of estimation errors. WEKA package program 
was used to test the success of the algorithms. The prediction values   of the 
algorithms and the actual wind speeds were combined on the same graph 
and analyzed, and as a result of these examinations, it was seen that there 
were periodic differences in the data set that affected the forecast perfor-
mance.

Perhaps, if the last 20 years of data are taken in the data set, the fore-
cast results and forecast success will be even better. For this reason, it will 
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be necessary to decide on the right range for the data set by focusing on 
this issue in future studies. However, since these intervals may change 
from station to station, it would be more accurate to make a decision by 
looking at more than 40 wind stations in Turkey separately. Another sug-
gestion for future studies would be hybrid methods. It is estimated that the 
success of prediction will increase with the hybridization of the methods 
that have been put forward as an alternative to machine learning methods 
in recent years. 

In conclusion, the issue of alternative energy resources is an impor-
tant issue and making future projections on wind energy will play an im-
portant role in deciding the investments to be made in this regard. For this 
reason, it is necessary to investigate the economic effects of such studies at 
the same time and to reveal the economic benefit that can be created with 
different studies. It is useful to remember the effect that such scientific 
study outputs will guide in future feasibility studies. 
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Introduction

Unmanned aerial vehicles are used for many purposes today. These 
systems, which were designed primarily for military intelligence purpos-
es, can now be used for data collection, as well as for attack weapons or 
useful cargo. Within this wide range of uses, it has become possible to use 
children’s entertainment tools for a number of tasks, including media, first 
aid and health, energy, agriculture, traffic, cargo, surveillance and supervi-
sion, investigation of archaeological sites, mapping of the earth, three-di-
mensional city or land modeling.

The use of UAVs for military, civil and scientific purposes is increas-
ing all over the world. The width of civil use areas can be shown as the 
main reason for the widespread use of drones. The cost advantage it brings 
thanks to the speed it provides in many commercial use areas is another 
important reason for preference (Kahveci & Can, 2017).

When it is desired to make a definition about drones, it is not very easy 
to make a precise definition that includes the full scope. It is possible to make 
different definitions according to the sector in which they are used, the tasks 
they are assigned and the technologies used. Apart from different defini-
tions, the two definitions made by NATO and the USA are the most accepted 
ones. For a drone, NATO defines vehicles that are not human, are guided 
by remote control or have motorized propulsion that autonomously directs 
itself, can load and unload weapons or useful loads, can land by returning 
or self-destruct from the target point. According to the US Department of 
Defense, the UAV is defined as a reinforced aircraft that uses aerodynamic 
forces as a lifting force, can be autonomously or remotely controlled, can fly, 
can be developed, can carry a deadly or non-fatal load, and does not include 
a human operator(Lofù, Tedeschi, Di Noia, & Di Sciascio, 2022).

The most important detail to be considered in the definition of drone 
is the useful load. If the drone is orbiting in a specific orbit in space and 
is designed to perform a specific commercial, scientific, and military task 
during or as a result of that orbit, these are called payload drones. With this 
approach, systems such as airplanes, UAVs, UAVs, passengers, cameras, 
military equipment and lighting, apart from the parts that provide flight op-
eration, are also classified as useful loads(Amine Masmoudi, Mancini, Bal-
dacci, & Kuo, 2022). As can be seen in the graph shown in Figure 1 below 

First unmanned aerial vehicle I. during World War II with the thought 
of a flying torpedo. There are researchers who state that these tools go back 
to the famous mathematician Pythagoras. But in the sense that we know 
today, the idea that it started to be developed in the years of World War II is 
more accepted. During World War I, various attempts were made to make 
the flying, equivalent of the torpedo. The first of these is the Aerial Target 
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missile, which was developed by Archibald Montgomery Low. Although 
Aerial Target was not very successful in trials, it was enough to open peo-
ple’s horizons in this field. Another experiment was the Aerial Torpedo, 
which was developed by the American Navy in the same years. Most of 
the weight of this wooden plane consisted of explosives, and the way it was 
directed at the target was quite primitive. 

The wind speed, direction and target distance were determined and 
the number of engine turns required for the missile to reach the target was 
calculated. When this number was reached during the flight, the doors 
were opened and the bomb was dropped. After Aerial Torpedo, a lighter 
version of it was developed. It was used for targets about 100km away. Fly-
ing torpedoes have attracted a lot of attention, but few have been success-
ful in flight trials(PG Fahlstrom, 2012). Figure 1 below shows the image of 
Arial Torpedo developed by the American Navy. 

Figure 1: First Primitive Armed Drone Developed by the American Navy 
(Demirkıran, 2010)

Falconer target planes, which were developed by a private company 
after World War II, were produced for a long time and achieved a sig-
nificant commercial success. In these years, the developments in UAV 
technology were aimed at revealing flying systems for the diversion of 
radars. Subsequently, it was tried to increase the range of the target aircraft 
produced. Another important development in the 1950s is the false target 
systems used to confuse radars. In the following years, the flight range 
of the target aircraft was tried to be increased. The 1960s were the years 
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when target planes began to enter the literature as military spy planes. 
These target planes carrying cameras were controlled from a station on the 
ground or from a plane closer to the ground. When the difficulties of their 
detection were reduced to one side, they caused fewer diplomatic problems 
because there were no pilots in them. By the 1970s, it was now the cold 
war years and intelligence activities were becoming more important and 
critical. This situation was also reflected in UAVs and more complex sys-
tems started to be put forward. Designed by Lockheed, Lockheed Aquila 
is a good example of these complex systems. Aquila was supposed to fly 
an autopilot, detect enemy troops with sensors on it, transmit a real-time 
image to the base, and do all this without being captured by Soviet forces. 
However, the systems that should be on the vehicle were heavy and large 
systems that attracted excessive power(Demirkıran, 2010).

In the 1980s, Israel participated in the technological race. The Mini 
Unmanned Aerial Vehicle they have developed, called Scout, is defined as 
the father of this sector. The scout is designed to have a significant volume 
that can fly without being caught on radar with a wingspan of 3.96 meters 
and a fiberglass body. The most important feature that made Scout histo-
ry is that its camera mounted on a rotating mechanism on it can transfer 
images in the first real time(Kuzu, 2018). Figure 2 below shows the Scout 
Unmanned Aerial Vehicle developed by Israel.

Figure 2: Scott Unmanned Aerial Vehicle (Kuzu, 2018)
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Satellite communication, which supports the development of GPS, i.e. 
global positioning systems, has enabled UAVs to move to an upper class. 
These systems were able to control the flight systems with problematic 
remote control electronically and satellite communication controls were 
easily performed with self-repetitive software loops. Thus, longer-distance 
flights were carried out safely. 

Especially thanks to the advancement in battery technology, the use-
ful load capacities carried over a long distance have increased. By the 
2000s, UAVs that transmit images on long-range flights and offer assault 
with weapon systems could be produced. 

RECENT INVESTIGATIONS IN UAV SYSTEMS

The minimum requirement for the development of any system is the 
development of the material. In other words, it is not easy to take ma-
jor engineering steps without development in material technology. The 
most well-known example in this regard was the inclusion of materials 
produced by NASA for space studies in other areas. Today, the fact that 
nano-structured materials have entered the field of engineering provides 
important developments in many technology groups (Aktas, Thornton, 
Binns, & Denby, 2016; Sadeler & Atasoy, 2016; Tan & Savaşkan, 2020). 
Developments in the field of materials alone are not sufficient, but the de-
velopment of production methods also provides significant advantages. 
Since the working environments of UAVs are harsh, it is important to use 
materials that different production methods have been studied (Sadeler & 
Atasoy, 2011; Savaşkan, Tan, & Maleki, 2015).

When aviation technology is examined, it will be seen that it is the 
fastest advancing sector in the world. The first powered airplane to be 
adopted was made by the Wright brothers in 1903. In the first flight, it 
was able to stay in the air 40 meters in 11 seconds. Only 66 years later, a 
passenger plane with twice the speed of sound was produced, and people 
started to chase bigger dreams (Hilmi Zenk, Şenol, & Güner, 2019).

We see that the most important problem we face today in the creation 
of new designs is the cost, especially the energy cost. Any system to be 
designed must have minimum energy consumption. Energy is the most 
fundamental asset that has caused wars throughout history. Today, energy 
transportation can still be a cause of war, but it is still insufficient and still 
a subject that needs to be studied for a long time (Coruhlu, Solgun, Baser, 
& Terzi, 2022; Güner, Başer, & Zenk, 2021). Unmanned aerial vehicles, 
especially electric ones, are more preferred. We see that renewable energy 
sources enter our lives a little more every day. With the positive contri-
bution provided here, it seems inevitable that many systems, from cars to 
unmanned aerial vehicles, will be electrified. Different approaches should 
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be taken into account in this regard (Güner & Güney, 2018).

 Numerical analysis methods are another instrument in the rapid and 
low cost of technological progress in engineering studies. Thanks to these 
methods, rapid results can be obtained in engineering problems where 
micro-dimensional calculations or experimental investigations, which are 
very difficult to experimentally examine, will be very costly. Although 
the results obtained from numerical analyzes are approximate, preparing 
preliminary information for many studies also provides basic information 
in the creation of many prototypes. It is due to the nature of the method 
that numerical methods contain a certain error rate and reveal a certain 
approximation depending on this error. The most preferred of these meth-
ods, which can calculate the approximate error in itself, is the finite ele-
ment method. Although there are many numerical analysis methods such 
as finite difference or discrete element method, the finite element method 
is widely used in Engineering applications with many advantages (Güner, 
2020; Güner, Sofuoğlu, & Cora, 2016; H Zenk, Kara, Güney, Güner, & 
Zenk, 2018). The developments in computer technology have made it 
widespread and accelerated in the programs of everyone who uses the fi-
nite element method. In this way, a prototype that can only be produced 
experimentally in a few weeks can be subjected to Engineering analyzes 
that are needed for a few days. Dur to including different engineering dis-
ciplines like mechanics, electronics, hydrokinetics and energy, the aviation 
sector increases the experimental study costs even more and it is an area 
where finite element analyzes are indispensable due to the danger of life 
(Guner & Zenk, 2019; Güner & Sofuoğlu, 2018; Kara, 2017).  

When the studies conducted in the last few years are examined in the 
literature, it is clearly seen that researchers are trying to spread drones in 
different areas of use. A 2016 study tried to characterize the networking 
and communication aspects of UAVs by examining their civilian applica-
tions between 2000 and 2015. The authors characterize them on the pa-
rameters of data requirements, network duty, and service requirements, 
especially with quality assessment. In addition, a detailed examination 
of the adaptability, privacy, security, connectivity and scalability criteria, 
which are common network requirements, has been made.(Hayat, Yan-
maz, & Muzaffar, 2016). Ebeid et al. (2017) evaluated open source flight 
controllers used in UAVs in their academic research. It tried to explain 
the basic components required for UAVs as hardware and software, and 
to compare the existing ones.(Ebeid, Skriver, & Jin, 2017). A study con-
ducted in 2018 that considered each UAV as an independent cell and fo-
cused on the communication of these cells attempted to bridge the gap 
between the 3GPP standardization status and future research. As a result 
of the study, as a more specific output, the downlink command and control 
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(C&C) channel for antenna users is discussed. (Geraci, Garcia-Rodriguez, 
Galati Giordano, Lopez-Perez, & Bjornson, 2018). 

A similar study was conducted by another research group in 2019. 
Researchers have also conducted studies on the development of the inte-
gration of UAVs into cellular networks. In addition, in the study, the diffi-
culties of using the interfaces designed for users to control the system and 
the solutions that facilitate these difficulties were examined. As a result, 
UAVs also offer suggestions on testbed activities for cellular communica-
tion, prototyping and security.(Fotouhi et al., 2019). 

Li et al. (2019) published a comprehensive survey on UAV communica-
tion towards 5G/B5G wireless networks. They briefly introduced Essentials 
of the communication system and also discussed related research challeng-
es of the emerging integrated network architecture. In addition to possible 
future research topics, 5G techniques in current UAV platforms have been 
categorized in terms of physical layer, network layer and common commu-
nication, computing and caching features(Li, Fei, & Zhang, 2019).

In another study in 2019, a detailed evaluation was made of the work 
done so far in 5G mmWave integration. It is desired to draw attention to 
5G mmWave communication for UAV supported wireless networks. Key 
technical advantages, challenges, and potential applications of this com-
munication method are revealed(Zhang et al., 2019). Ullah et al. (2020) 
tried to provide detailed information about the regulations and legal regu-
lations applied on UAVs, as well as the potential limitations and challenges 
expected in the long term. For the standardization of these regulations, 
they listed sub-titles as: noise reduction, safety, optimum trajectory, chan-
nel modeling, energy harvesting techniques, collision avoidance.(Ullah, 
Al-Turjman, & Mostarda, 2020). 

In another study where SDN (Software-Defined Network) and NFV 
(Network Function Virtualization) technologies were discussed, different 
classifications of UAVs were made via their use cases. Evaluation, predic-
tions and discussions on the use of SDN/NFV features in UAV systems 
were made (Sami Oubbati, Atiquzzaman, Ahamed Ahanger, & Ibrahim, 
2020). Yueyan et al. conducted a detailed study of multiple UAVs and the 
communication software and sensors required to control them. (Zhi, Fu, 
Sun, & Yu, 2019). Similarly, Skorobogatov et al. (20220) presented a study 
in which the usage areas of UAV systems were evaluated in terms of fac-
tors such as communication, airtime and range. As a result of the study, it 
was stated that it is possible to experience significant developments in the 
coming years, especially in network communication systems(Skoroboga-
tov, Barrado, & Salamí, 2020). In another study, the communication level 
was taken as one step further and evaluations were made on green UAV 
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communication systems for 6G. The energy consumption models of exist-
ing UAVs and green UAV communication and energy consumption mod-
els were compared(Jiang et al., 2022).

In their study, Song et al. created an overview of the general architec-
ture and communication infrastructure of the UAV. In communication ar-
chitecture, the issue of interference reduction, especially in air-to-ground 
channel models, is discussed. In addition, the feasibility of UAV-support-
ed air base stations, air relays and data collection/dissemination systems 
were examined and predictions were made about possible future work 
areas (Song, Zeng, Xu, & Jin, 2021). In more recent studies, it has been 
seen that UAVs also try to detect vehicle type from the images obtained 
in the air by using image processing and deep learning techniques. Im-
age processing and deep learning are of increasing importance in many 
engineering fields, in academic and industrial research. The sub-topics 
of the studies are focused on reducing the computational load, increasing 
the accuracy and optimizing them within themselves. The results of such 
studies will help researchers in the field of traffic surveillance and artificial 
intelligence.(Srivastava, Narayan, & Mittal, 2021). Finally, in the article 
titled “Towards the Unmanned Aerial Vehicles (UAVs): A Comprehensive 
Review” published by Mohsan et al. in 2022, current uses, development 
directions and possible futures of UAVs are discussed. As a result, it is 
foreseen that possible future studies will be on Blockchain and 5G integra-
tion(Mohsan, Khan, Noor, Ullah, & Alsharif, 2022).

CLASSIFICATION OF UAVs

As mentioned before, there is no standard approach in UAV classifica-
tion. However, there are no major differences in the basic definitions and 
parameters of classification. The criteria used in the classifications are not 
having an operator, acting remotely or autonomously, and being able to 
carry a fatal or non-fatal useful load(Yiğit, Yazar, & Karakoç, 2018).

It is possible to divide UAVs into three different classes according to 
their usage areas,dimensions, types of take-off and landing, wing struc-
tures, number of engines, and the foundation is also greased according to 
these classification weights. UAVs weighing up to 150 kg are classified as 
Class I, those weighing between 150 kg and 600 kg are classified as Class 
II and those weighing more than 600 kg are classified as Class III. 

Class I UAVs are divided into three subgroups as Micro, Mini and 
Small. UAVs that are less than 2 kg and fly at an altitude of less than 200 ft 
and have a duty range of 5 km and are generally used for civilian purposes 
are counted in the Micro UAV category. Micro UAVs are a definition used 
for UAVs with wingspan not greater than 150mm. It is used for indoor 
tasks such as inside the building. It has to fly slowly. It is preferable that it 
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is suspended in the air and placed somewhere. Figure 3 shows an example 
of a Micro UAV. 

Figure 3 YP brand S86 model Micro UAV (Express, 2022)

Those with a flight altitude of less than 3000 ft and a duty range of 
25 km between 2 kg and 20 kg are considered as Mini UAVs. They can 
serve both military and civilian purposes. Small UAVs are UAVs that fly 
between 20 kg and 150 kg, at altitudes lower than 5000 ft and within a 
range of 50 km.

Class II includes UAVs with a weight range of 150-600 kg, which 
are commonly referred to as Tactical UAVs or TUAVs. They have flight 
altitudes up to 15,000 ft maximum. Their range can reach up to 200 km. 
In addition to the STOL short-distance landing and take-off feature, they 
are also expected to be able to make vertical take-offs and landings. The 
average flight time is 5 hours. They can go up to 100 kts. They can carry 
200 pounds of payload and are usually powered by a diesel engine.

There are three subgroups in Class III. These are evaluated as HALE 
UAV (High-Altitude Long-Endurance Unmanned Aerial Vehicle), MALE 
UAV (Medium-Altitude Long-Endurance Unmanned Aerial Vehicle) and 
AUAV (Attack Unmanned Aerial Vehicle). HALE is a drone built for high 
altitude, long-term flight. They can fly over 24 hours at an altitude of ap-
proximately 4500 m. They can conduct intercontinental reconnaissance 
and observation with weapons loaded. They are usually controlled from 
fixed bases. Figure 4 shows the NASA/NOAA Global Hawk HALO tool.
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Figure 4 The NASA/NOAA Global Hawk HALO UAS. Image courtesy NASA 
(Watts, Ambrosia, & Hinkley, 2012)

MALE, on the other hand, are UAVs that can fly for 24 hours at an 
altitude between 1500 m and 4500 m, which are produced for medium 
altitude and long-term flight. They are controlled from fixed bases with-
in a distance of 500 km. The AUAV is considered tactical attack combat 
drones. Their technical capacity is the same as the HALE group and they 
are considered as a separate group due to their tactical superiority(Ch-
mielewski & Wróblewski, 2017; Sanchez-Aguero et al., 2022; Watts et al., 
2012). Figure 5 shows Milano UAV which is categorized as MALE

Figure 5 Milano UAV at Rozas Airport (Sanchez-Aguero et al., 2022)
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These classifications can be listed as follows with the abbreviations 
mentioned in the literature;

MAV (Micro (or Miniature) or NAV (Nano) Air Vehicles): They are so 
small that soldiers individually can carry one of them in their backpacks. 
Operation altitude is lower than 330 m. They can fly between 5 and 30 
minutes due to their small size batteries. 

VTOL (Vertical Take-Off & Landing): If there is no runway for the 
aerial vehicle and it must be taken off/land vertically VTOL is the best 
choice. This capability has a great energy demand which decreases the 
flight durations for VTOLs,

Lase (Low Altitude, Short-Endurance): Also called as sUAS (small Un-
manned Aircraft Systems). Deployment/recovery and migration also elim-
inates the need for runways with its optimized design. They have a weight 
of 2-5 kg   and a wingspan of less than 3 meters, where the option to launch 
manually or with a miniature catapult, which eliminates the need for a run-
way, can be applied. low weight concessions cause them to stay in the air for 
a maximum of 1-2 hours and not be far from the operation center.

Base close: These larger sUAV’s those aircraft do require runways due 
to their larger size, weight and capabilities. 1,500 m altitude for a couple 
of hours.

TULIP (Low Altitude, Long Endurance): Typically made by the Unit-
ed States Federal Aviation Administration (FAA), this definition refers to 
sUASs capable of carrying several kilogram payloads for extended periods 
at an altitude of several thousand meters.

MALE (Medium Altitude, Long Endurance): They are systems that 
can fly for very long periods at high altitudes such as 9000m. They can 
carry significant payloads.

HALE (High Altitude, Long Endurance): These are the largest and most 
complex of the UAV, those may be larger than many general-aviation manned 
aircraft. Operation altitude is of 20,000 m or more. Flight duration may be over 
30 hours with thousands of km in each mission(Watts et al., 2012). 

UAVs can be stationary or rotating. While fixed-wing UAVs take off 
by accelerating on the runway or by throwing them by hand, rotary-wing 
unmanned aerial vehicles are taken off from anywhere and directed to all 
kinds of places with the control. There are many types of rotary-winged 
UAVs, including tricopter, quadcopter, hexacopter and octocopter accord-
ing to the number of rotors they have, and they are generally called multi-
copter. Unlike fixed-wing aircraft, multicopters are classified as rotorcraft 
because they obtain the lifting force from rotating beams. Unlike helicop-
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ters, multicopters often use propellers placed symmetrically. The control 
of the device is achieved by changing the rotational speed of the motors, 
i.e. by making a difference in the torque load and the thrust/lift character-
istics. Figure 6 shows the direction of rotation of the multicopter engines 
according to the number of engines (Erdoğan, 2016; Vuruşkan, 2014). 

Figure 6: Direction of rotation of multicopter engines according to the number of 
engines (“Unmanned Engineeria Blog,” 2016)

PROGRESSES IN TURKIYE

In our country, UAVs are used more in the military than in the civil-
ian field. UAVs suitable for surveillance, reconnaissance, intelligence and 
attack situations are produced and used in our country, where there are 
many factors that endanger human life and extreme attention is required 
especially in enemy airspace.

It is expected that the size of the world drone systems market will in-
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crease in the coming period, and it is predicted that more than half of the 
market will be created by the USA, followed by European and Asian coun-
tries. When examined in particular in Europe, it is observed that France 
plans to create the largest drone fleet in Europe, which can land/take off 
vertically, using human-portable, tactical and long-air launch systems.

In our country, Baykar Makine started to develop UAVs with long air-
borne and medium altitude technology in the 2000s. Bayraktar Mini UAV 
system, which started to be developed in 2005 with the joint work of Kale-
kalıp-Baykar Makine, entered the tsk inventory as the first domestic UAV 
in 2007. In the following years, Bayraktar UAV became the first domestic 
UAV exported in the history of Turkey. Bayraktar TB2 UAV has 25,000 
feet flight altitude, 27 hours and 3 minutes of airborne time. It’s software 
can control the system fully automatic so that the UAV can land and de-
parture regardless of ground systems. Also it has navigation features with 
internal sensor fusion without GPS dependence. Figure 7 shows the TB 
armed UAV produced by Baykar.

Figure 7: Bayraktar Unmanned Aerial Vehicle(“Baykar,”)

Various projects are carried out within the scope of micro UAV, mini 
UAV, tactical UAV projects by Vestel Savunma Sanayi A.Ş. in our country. 
With the agreement signed between Vestel Defense Industry and SSM, the 
design of the Karayel, which has 550 kg take-off weight and 150 km data 
link range, has been completed; flight tests have been carried out and its 
image is given in Figure 8.
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Figure 8:Land Unmanned Aerial Vehicle(Kuzu, 2018)

UAV Related Legal Legislation

Detailed information about the legal legislation applied in the world 
and Turkey in the design and use of UAV is given below.

Situation in the United States

According to the American Federal Aviation Agency (FAA) Legisla-
tion, some important restrictions on the use of UAVs are as follows; 

a) Weight shall not exceed 25 kg,

b) The pilot using the UAV will be in sight and this limit will not be 
crossed,

c) The drone shall not be flown on any person who is not directly 
involved except those using the device,

d) To be used only during daytime hours (between official sunrise 
and sunset hours),

e) To give road rights to other planes with or without manned or 
unmanned aircraft,

f) The maximum speed in the air shall not exceed 160 km/h (87 knots),

g) The maximum height from the ground shall not exceed 152 meters,

h) The maximum distance from the ground control station shall not 
exceed 5 km.

The following criteria are also required for the UAS Operator’s 
Certificate. 
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a) Must be at least 17 years old,

b) The aeronautical test to be performed in an FAA approved test 
center should be successful and should be renewed every 24 
months,

c) It should be inspected by TSA (Transportation Security 
Administration),

d) It should receive a “drone pilot certificate” in accordance with the 
small drone classification.

e) In terms of the use of UAVs,

f) UAV should be less than 25 kg,

g) Direct vision between the pilot using the UAV and the UAV should 
always be maintained (VLOS; Visual lineof sight),

h) It should not be flown on people who are not related to the drone,

i) Only daytime flights should be made,

j) The maximum air speed should be 160 km/h,

k) The maximum height from the ground should be 152 m,

l) The minimum visibility distance from the control point should be 
4.8 km,

m) More than one UAV should not be flown at the same time,

n) There should be no careless and incorrect use

o) ATC (Air Traffic Control) permit must be obtained in B, C, D and 
E class airspaces.

Special rules have been established by the FAA for the use of the 
US Armed Forces, and according to these rules, military drone pilots are 
certified according to their military flight experience and by passing the 
military knowledge exam (Austin, 2010; Kahveci & Can, 2017; Valavanis, 
2007).

Situation in the European Union 

Legislation and processes in the European Union may differ on a coun-
try-by-country basis. In Germany, registration is required for every UAV 
weighing over 500 grams. There is an obligation to obtain a pilot license in 
the Netherlands, and in Spain, UAV Flight Schools have been authorized, 
and in France, “Type Certificate” has been introduced for all UAVs to be 
flown over the country’s airspace. Many studies have been carried out on 
this subject and the regulation has been put forward by EUROCONTROL 
by “UAV Passport (RPAS Passport/Remotely Piloted Aircraft Systems”. 
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Situation in Turkey 

Issues related to UAVs in Turkey were regulated by the General Direc-
torate of Civil Aviation. They were published Unmanned Aerial Vehicle 
Systems Instruction-(SHT-UAV) on April 22, 2016. However, the excep-
tional cases that are excluded from the scope of the instructions are given 
below:

a) Drones used by Government,

b) UAVs and systems used only in confined spaces,

c) Unmanned balloons and similar systems connected to the ground 
or any platform,

d) UAVs with a maximum takeoff weight of less than 500 grams.

In article 4 of SHT-UAV, Unmanned Aerial Vehicle System (İHAS) 
is defined as “UAV and control station, command and control data link, 
take-off and landing system”. In the same legislation, Unmanned Aerial 
Vehicle (UAV) is defined as “an aerial vehicle operated as a component of 
UAV, capable of flying continuously by means of aerodynamic forces, and 
remotely controlled by the UAV pilot without a pilot on it”. or autonomous 
operation can be planned or hovered by the UAV pilot”.

When the said Instruction is examined, the UAVs are handled in 4 dif-
ferent groups (UAV0, UAV1, UAV2, UAV3) with reference to the take-off 
weights. Accordingly, it is accepted that UAV0 (500 gr - 4 kg) and UAV1 (4 
– 25 kg)category aircraft are produced for R&D studies and it is obligatory 
to register them in the internet-based “Registration System” created by the 
General Directorate. Import eligibility requirements for UAV0 and UAV1 
class aircraft are also regulated in Article 6. According to article 8 of the 
instruction, no certificate or permit to fly certificate is required for aircraft 
of class UAV0. However, “Safety and Conformity Statement” is accepted, 
although no certificate is required for aircraft in UAV1 class. For UAV2 
(25-150 kg) and UAV3 (150 kg and above) class aircraft, it is mandatory to 
obtain the documents mentioned above. In Section Three of the SHT-UAV 
Instruction, Items 16-16 include liability, insurance, registration, registra-
tion, flight operation manual and pilot licenses, and some important items 
are given below(Kahveci & Can, 2017):

a) Operators/owners of all UAVs and systems are responsible for 
damages to third parties (Art.10).

b) For UAVs carrying out commercial activities with UAVs over 25 
kg regardless of their weight, insurance is taken out and uninsured 
flights are not made according to the Regulation on Third Party 
Financial Liability Insurance of Turkish and Foreign Civil 
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Aircrafts Flighting in Turkish Airspace dated 15/11/2005 and 
numbered 25994 (Art.10).

c) The records of the aircraft in the IHA0 and IHA1 categories will 
be made through the “Registration System” created electronically 
by the General Directorate (Art.11.)

d) Registration process is not performed for UAVs in UAV0 and 
UAV1 class. The drones in the remote controlled UAV2 and 
UAV3 classes are registered in the aircraft registry by the General 
Directorate and a registration mark is assigned (Art.12).

e) No license is issued by the General Directorate for persons who 
will fly UAV0 and UAV1.

f) However, these persons are obliged to register by entering the 
following information and documents into the internet-based 
Registration System (Art. 14).

Turkish Identity Number, Name-Surname and residence 
information, Telephone, e-mail, etc. Contact information, Copy of 
Identity Card, Archive registered criminal record document for 
those over 18 years old, Letter of undertaking issued and certified 
by legal representatives stating that they accept future legal and 
criminal responsibilities for those under 18 years old

g) UAV0 class pilots must be at least 12 years old and UAV1 class 
pilots must be at least 15 years old (Art. 14).

h) Legal and criminal liability for damages caused by UAV pilots 
under the age of 18 to third parties belongs to the legal representative 
(Art. 14).

i) The drone pilot is responsible for the safe conduct of the flight and 
the fulfillment of the administrative, financial and technical rules 
related to the flight (Art. 15)

j) The drone pilot is responsible for the use of useful loads within the 
legal framework (Art. 15)

k) In flights to be carried out for sportive and amateur purposes other 
than commercial activities, provided that the rules specified in 
the Instruction are complied with, it is not necessary to obtain a 
flight permit from the General Directorate except for the regions 
specified in Article 18. For these classes, it is forbidden to fly in 
places and times prohibited by the largest civil administration 
supervisor of the site (Art. 17a.

l) In areas other than residential areas, crowded or very crowded 
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areas, there is no need to obtain a flight permit in case of commercial 
flights provided that the requirements specified in Articles 18 and 
19 are complied with. 17b.

m) In case of flying with UAVs in UAV0 and UAV1 class without 
NOTAM, in areas where flight is not prohibited and in places and 
times where it is not prohibited by the largest civil administration 
supervisor of the site (Art. 19

1- In cases where meteorological conditions are met only by 
sight, flights can be carried out between sunrise and sunset 
hours and at least 2 km of open air,

2- The UAV shall be in the field of view of the pilot in a way that 
shall not exceed 500 meters horizontally,

3- Do not exceed 400 feet (120 meters) above the ground (AGL),

4- Flight must be carried out at least 50 meters away from people 
and structures.
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1. INTRODUCTION

Accurate estimation of evaporation height in arid regions is critical 
for water resources management, agricultural productivity, water struc-
ture planning and irrigation planning (Al-Mukhtar 2021). Therefore, it is 
necessary to determine the method that most reliably estimates the evapo-
ration values. Evaporation, one of the most critical parameters of the hyd-
rological cycle, depends on many meteorological parameters such as solar 
radiation, air vapor pressure, temperature, pressure, and wind. It is, there-
fore, a complex and challenging task to measure and calculate. Thanks to 
the developing artificial intelligence (AI) technologies, evaporation data 
with a nonlinear relationship can be easily calculated. Evaporation data 
can be predicted effectively through AI models that reveal the relationship 
between input and output based on the black box principle. In this study, 
the data of the neighboring Çankırı meteorological station were used to 
estimate the daily evaporation in Çorum.

With the development of AI technology, the prediction of meteoro-
logical variables has become easier and more reliable. The estimation of 
evaporation data with AI techniques has attracted the attention of many re-
searchers. Shiri et al. (2011) evaluated the ANFIS and ANNmethods for esti-
mating daily meteorological parameters and evaporation values. The results 
showed that the ANFIS model was superior. Allawi and El-Shafie (2016) es-
timated the daily evaporation using Radial Basis Function Neural Network 
and ANFIS methods in the Layang reservoir located in the southeastern part 
of Malaysia. As a result, the RBF-NN technique most successfully predicted 
the daily evaporation rate. Tezel and Buyukyildiz (2016) used ANN, SVM, 
and empirical models (Romanenko and Meyer methods) to predict evapora-
tion in the Beysehir meteorology station. It has been determined that ANN 
is superior to support vector machine (SVM) and empirical methods. Ayşe 
and Büyükyıldız (2019) evaluated the accuracy of SVM, ANN and AN-
FIS models for the estimation of monthly evaporation data at the Karaman 
meteorological station located in Konya closed basin. The analysis results 
indicated that the SVM algorithm was superior. Al-Mukhtar (2021) used 
random forest (RF), regression forest (REF), ANN, linear regression (LR), 
and SVM for predicting evaporation data in Iraq. The training test rate was 
chosen as 75-25% in the model setup. As a result, it was determined that 
regression forest models were superior to other models in semi-arid and arid 
climates. Gümüş et al. (2021) was estimated the monthly pan evaporation 
measured at Adıyaman and Diyarbakır stations using input combinations 
of various meteorological parameters and ANN, ANFIS and Expression 
Programming (GEP) methods. The established model is divided into 70% 
training and 30% testing. It has been suggested that the GEP method is more 
useful for practitioners. Ghumman et al. (2021) estimated evaporation values 
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using Penman and Hamon, ANN and ANFIS methods. It has been deter-
mined that the most effective input in evaporation estimation is the average 
temperature. In addition, ANFIS 

simulation results outperformed other techniques. Al Sudani and Sa-
lem (2022) applied extreme learning machine (ELM), gradient boosting 
machine (GBM), quantitative random forest (QRF) and Gaussian process 
regression (GPR) models to model the monthly evaporation loss at two 
stations in Iraq. GBM algorithm showed the best performance of monthly 
evaporation rate. When the studies in the literature are examined, it is seen 
that studies on the estimation of evaporation values using various meteoro-
logical parameters are concentrated. However, it is noteworthy that studies 
on evaporation estimation with data from neighboring stations and the ef-
fect of different training test rates on evaporation estimation are lacking.

This study aims to estimate the evaporation data in the Çorum station. 
For this purpose, the effect of the training-test ratio on machine learning 
model performance was evaluated using daily evaporation data from the 
Çankırı meteorology station. Moreover, Random Forest and GBM algo-
rithms were used to model pan evaporation. The study’s second aim is 
to investigate the training test rate’s effect on pan evaporation prediction. 
For this purpose, the training test rates were used as 90-10%, 80-20%, 70-
30%, 60-40%, and 50-50%.

2. MATERIAL AND METHOD

In this study, daily evaporation data of Çankırı numbered 17080 and 
Çorum meteorological observation stations, numbered 17084, covering the 
years 1974-2015 were used. Evaporation data were obtained from the State 
Meteorology General Directorate. Figure 1 shows the geographical coor-
dinates of the stations used in the evaporation estimation shown on the 
hydrography map.

Figure 1. Geographical locations of the stations used
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Table 1 presents various topographic information on meteorology ob-
servation stations from which evaporation data were obtained. Since the 
locations of the stations are close to each other, they can be used in evap-
oration estimation.

Table 1. Topographic features of meteorology observation stations

Station No City Latitude Longitude Altitude

17084 Çorum 40.5461 34.9362 776

17080 Çankırı 40.6082 33.6102 755

The temporal variation graphs of daily pan evaporation data are shown 
in Figure 2. Accordingly, it is seen that the data overlap with each other. 
In this respect, it is foreseen that evaporation estimation can be made by 
establishing the artificial intelligence model.

Figure 2. Variation of used daily pan evaporation data with time

In Figure 3, a correlation matrix was created to determine the direc-
tion and strength of the relationship between the daily pan evaporation 
data. Accordingly, there is a positive relationship between meteorology 
stations at Çankırı and Çorum stations. In addition, in the scattering dia-
grams of the pan evaporation data, it is seen that the data are distributed 
around the linear line. Therefore, it can be said that there is a moderate 
relationship between the data.
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Figure 3. Correlation matrix of daily pan evaporation data

2.1. Gradient boosting machine (GBM)

Although decision tree (DT) is a faster technique, GBM is an advan-
ced algorithm that resolves instability in a decision tree. GBM combines 
the advantages of DT and boosting algorithms. GBM takes advantage of 
a group of weak learners to develop a strong learner. GBM basically uses 
the formulation of the gradient descent of the boost technique. In additi-
on, the GBM algorithm can be used to effectively solve classification and 
regression problems (Al Sudani and Salem 2022; Naganna et al. 2020; 
Xenochristou et al. 2020).

2.2. Random Forest (RF)

Decision trees (DT) aim to minimize the error of variance. However, 
there is a possibility of overfitting DTs and local minimum problems oc-
cur. RF examines the error due to both variance and bias. RF is the collec-
tion of decision trees that limit overfitting to avoid the bias-induced error. 
RF reduces variance-based error as it trains by dividing random data into 
subsets. Each data subset creates a separate tree (Agrawal et al. 2022). RF 
refers to the number of trees used and at the node of a tree by defining the 
total features used as a basis. This study used the RF technique to estimate 
the daily evaporation data from neighboring stations.
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2.3. Model performance

2.3.1.Statistical criteria

Mean square error (RMSE), coefficient of determination (R2) and 
mean absolute error (MAE) statistical indicators were used to evaluate the 
performance of the applied soft computing techniques. The analyzes were 
interpreted as optimum RMSE and MAE values of 0 and R2 values of 1. 
The formulas for the calculated indicators are given below:

 

(1)

 

(2)

 
(3)

where, Ai is the observed ith value, Pi is the predicted ith value,  is 
the average observed value,  is the average predicted value and  is the 
number of the data sample.

2.3.2. Rank Analysis

Rank Analysis is a technique used to reveal the performances of var-
ious artificial intelligence techniques used effectively. First, sequencing 
analysis is applied separately for two training and test datasets. Then, in 
this analysis, each statistical indicator is numbered according to its suita-
bility. This numbering is based on the number of models used. Finally, the 
total order values   of the numbered models are determined, and the best 
model is decided (Zhang et al. 2020).

3. Results 

In this study, artificial intelligence algorithms such as Random Forest 
and GBM were used to predict daily evaporation data at the Çorum mete-
orological observation station numbered 17084. In the study, it was inves-
tigated how the success of evaporation estimation would change when var-
ious training-test ratios were used. While the daily evaporation data of the 
Çankırı station was used as input in the setup of the model, the evaporation 
data from the Çorum station was used as the output. In this direction, the 
models’ performances were tested according to statistical criteria by using 
ratios of 90-10%, 80-20%, 70-30%, 60-40%, 50-50%. Furthermore, 5-fold 
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cross-validation was used to eliminate the overfitting problem in artifi-
cial intelligence models. For the setup of the model, the daily evaporation 
data of Çankırı, which is adjacent to the Çorum meteorological station and 
shows a very high correlation, was used. In addition, gaussian distribu-
tion, 5000 trees, shrinkage ratio = 0.01, interaction.depth = 1 in training 
the GBM model. In the Random Forest model setup, the mtry values   were 
tested as 2,3,4,5,10 and the most suitable RF was determined.

Table 2 shows the data rates used in the training and testing of ar-
tificial intelligence (AI) models. The performance of the AI models was 
evaluated by dividing the evaporation time series at various rates.

Table 2. Training test rates used in the study

Train ratio (data number) Test ratio (data number)
Model 1 90% (5029) 10% (559)
Model 2 80% (4470) 20% (1118)
Model 3 70% (3911) 30% (1677)
Model 4 60% (3353) 40% (2235)
Model 5 50% (2794) 50% (2794)

Figure 4 shows the variation of squared error loss values and the num-
ber of iterations. According to these values, the optimum iterations of the 
network were determined.

Figure 4. Training error variation of the GMB models: a) Model 1, b) Model 2, 
c) Model 3, d) Model 4, e) Model 5
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Figure 5. Scatter diagrams of test results of RF and GBM models

The scatter plots of the RF and GBM models are shown in Figure 5. 
These graphs show the relationship between predicted and actual data. 
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Scatter diagrams interpret the relationship between actual and target val-
ues according to the regression line. The data distribution closest to the 
regression line shows the most appropriate model. Accordingly, Model 3 
(70-30%) was the most suitable data division among RF models, while 
Model 4 (60-40%) was the best GBM model.

Table 3. Test results of GBM and RF models

RF
RMSE MAE R2 Total Rank

Model 1 1.771 1.408 0.423 11
Rank 3 3 5

Model 2 1.764 1.406 0.398 11
Rank 4 4 3

Model 3 1.734 1.371 0.400 14
Rank 5 5 4

Model 4 1.791 1.411 0.387 6
Rank 2 2 2

Model 5 1.817 1.422 0.364 3
Rank 1 1 1

GBM
RMSE MAE R2 Total Rank

Model 1 0.122 0.0437 0.9982 3
Rank 1 1 1

Model 2 0.105 0.040 0.9986 6
Rank 2 2 2

Model 3 0.089 0.038 0.9990 12
Rank 4 4 4

Model 4* 0.085 0.038 0.9992 13
Rank 5 3 5

Model 5 0.093 0.037 0.9989 11
Rank 3 5 3

*Indicates the best model.

Model performances according to various data division values of 
GBM and RF models are shown in Table 4. The performances of the mod-
els were evaluated according to various statistical tests. When Table 4 is 
examined, the highest rank value among the RF models is available in the 
Model 4 combination. Among the GBM models, the Model 4 structure 
was determined as the most suitable model. When all models’ error rates 
and R2 values were examined, it was determined that the most suitable 
model was the GBM model, which was established by separating the data 
as 60% training and 40% testing.
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4. Conclusion

This study analyzed the effect of data division on the daily pan evap-
oration data. RF and GBM algorithms have been established at various 
training test rates. Model performances were tested according to graphical 
and statistical indicators. The main results of the study are summarized as 
follows:

•	 It is recommended to use 60% training and 40% testing rates to 
estimate daily evaporation using 5588 data.

•	 It has been found that the GBM algorithm is ideal for estimating 
missing evaporation data and extending evaporation time series records.

•	 The study outputs will help managers, planners and decision-ma-
kers in the sustainability management of natural water resources, irrigati-
on, and reservoir planning.

•	 Optimizing the model parameters with various bio-inspired algo-
rithms is recommended for future studies and evaluating the results by 
separating the inputs with different signal processing techniques.

In addition, it is necessary to test the algorithms used by making evap-
oration estimates for different periods and data set lengths.
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1. INTRODUCTION

Ceramics could be defined as science technology and art for the man-
ufacture of inorganic compounds obtained by shaping, glazing and firing, 
consisting of clay, kaolin feldspar and quartz type raw materials consisting 
of one or more metals and non-metals [1]. Ceramics were also known as 
component of between metallic and non-metallic elements. The materials 
were mostly oxide, nitride, and carbide. For instance, common ceramic 
materials were aluminium oxide, silica, silicon nitride, silicon carbide etc. 
Ceramics were also brittle behaviours and susceptible to fracture. Ceramic 
materials were more resistant to high temperatures in terms of thermal and 
electrical conductivity. The ceramic industry generally consisted of clay 
bricks used in buildings, sewage and water pipes, glazed tiles used in floor 
and wall cladding, vessels, and refractory materials. The ceramics industry 
was the cornerstone of many other industries. Therefore, it was important 
in terms of materials science. This industry used between 70 and 75% of 
the clay minerals produced worldwide. It was a product that did not harm 
the environment because it was obtained naturally.  It had properties such 
as resistance to high temperatures, low toughness, and ductility. It showed 
electrical and thermal insulation. Abundant raw material resources and re-
ducing the need for expensive and strategic metals were among the reasons 
why it was preferred. Due to the pores in its structure, its tensile strength 
was low while its compressive strength was high [2-4]. 

Ceramic was derived from the Latin “keramikos/kermos,” which 
meant as clay, dirt, or baked goods. Ceramics could be described as inor-
ganic compounds created by the combining and sintering of one or more 
metals with non-metallic elements in the broadest meaning. Ceramic ma-
terials’ characteristics were influenced by the number and distribution of 
these components in the ceramic structure. An insulating ceramic material 
could be made conductive by modifying the arrangement of the phases 
contained in the structure. The first pottery was made in Anatolia approx-
imately 6000 BC according to legend. In Çatalhöyük, the earliest pottery 
artifacts were discovered. In 6000 BC, the first pottery-type earthenware 
was discovered in Anatolia. After 3900 BC, the first glazed earthenware 
was discovered in Egypt. After this date, most civilizations began to use 
ceramic varieties. The first ceramics factories were built in Germany, and 
the first porcelain factories were established in Sevr city, France, then Pe-
tersburg, Copenhagen, and England in 1770 and 1794, respectively. Ceram-
ics and ceramic variants began to be utilized all over the world. Ceramic 
raw materials were also abundant in Turkey. Top quality sodium feldspar 
deposited in Çine, Milas, Bozdoğan. The largest producers were China, 
India, Brazil, Vietnam, and Spain. UK, Germany, Northern Europe, and 
The United States developed the usage areas of ceramics. With the rapid 
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development of the construction industry in the world, usage areas also 
increased to the same extent. The ceramic industry was rapidly growing 
especially in developed countries has grown. A significant volume in con-
sumption and production was achieved since the 1960s. After the 1980s, 
in addition to developed European countries and the United States, de-
veloping countries also started their own ceramic industries. While Italy 
stood out with its design, quality and branding, Spain stood out with its 
technology-oriented production. Later, traditional ceramics of China and 
Brazil came to the fore in its products [2], [4-6].

2. CERAMICS

Ceramics was the most comprehensive name of tile, pottery, por-
celain, stoneware, glass, brick, tile, sanitary ware, refractory, advanced 
technology nano technological glass-ceramic formed as solid compounds 
composed of at least two elements formed under heat and pressure. It was 
possible to include all non-metallic and organic materials within the scope 
of ceramics. Especially metal oxide and silicate minerals, which were 
abundant in nature, artificially produced carbides, nitrides, borides, glass-
es, glass ceramics and cement-type materials were in the ceramic category 
[7]. The general classification of ceramic materials was shown in Figure 1. 

Figure 1. General classification of ceramic materials [8]

Most ceramic materials mixed bond structures in varying propor-
tions between ionic and covalent bonds. Ceramics existed as crystalline 
and non-crystalline compounds. Glass materials were not crystalline and 
differ from ceramics in this respect. Elemental materials such as carbon 
and boron could also be among the ceramics. They were generally found 
in compound form. The most used and important ceramic materials were 
given in Table 1 [9].
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Table 1.Some significant ceramic materials [9]

Ceramics had many specific features. Some of these features were be-
ing light, having good mechanical and thermomechanical behaviors, being 
resistant to corrosion. The general properties of ceramics could be exam-
ined under three main headings. These were physical, mechanical, and 
chemical properties. Most industrial ceramics were composed of metals or 
semi-metal compounds of carbon, oxygen and nitrogen. Therefore, ceram-
ics had a lower density than most metals. As a result, a light ceramic piece 
could be as durable as a heavy metal piece. Atomic weight, packing be-
havior of atoms and pore amount in microstructure were factors affecting 
density. If the material had a porous structure like ceramic and the crys-
tallographic density calculation was insufficient, it was possible that there 
was an inverse proportion between pore volume and mass density. The 
type of bonding as covalent or ionic and the amount of bonds determined 
the thermal characteristics of ceramics. The resistance of ceramics to tem-
perature changes was even better than many metals, but high and sudden 
temperature changes could weaken ceramics. Ceramics resisted corrosion 
more than plastics and metals. They generally did not react with gases, liq-
uids, alkalis, and acids. Many ceramics had very high melting points and 
some ceramics used at temperatures very close to their melting points. The 
melting temperature of a ceramic with an increasing covalent bond char-
acter and a multivalent ionic bond structure was higher. Ceramic materials 
as fragile materials underwent non-homogeneous dimensional changes 
due to thermal shock and tensions. In solid materials, heat was carried 
by with free electrons, but non-metallic materials such as ceramics were 
thermal insulators because they did not have enough free electrons. Glass 
and other amorphous ceramics exhibited greater photon scattering than 
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crystalline ceramics because their atomic structures were more irregular. 
As a result, they had lower conductivity. Thermal conductivity declined 
with temperature in most ceramics, notably in the low temperature zone. 
Conductivity of electricity ceramics were insulating and dielectric materi-
als in common. They responded in the electric field rather than conducting 
electricity. A remarkable number of electrons were stored on their surfaces 
because to the polarization generated by the electric field effect. Capacitors 
were made from ceramics with excellent dielectric characteristics. Semi-
conductor properties could be found in some ceramics. The mechanical 
effect was converted into an electrical response, and the electrical reaction 
was converted back into a mechanical response with quartz crystal and 
barium titanate. Mechanical destruction of ceramic materials was usually 
due to structural defects. Among the main defect sources seen in polycrys-
talline types; surface treatments surface cracks, voids, residues and during 
production large grains could be counted. Magnetic ceramics were used in 
electronic circuits and electric motors. In the electronics industry, ceram-
ics with this piezoelectric property were utilized. As the refractive index 
grows, ceramic glasses appeared brighter. All the rays inclined to the ce-
ramic glass were not broken, some were reflected. The angle of incidence 
and reflection were equal. When the porosities contained in the ceramic 
were destroyed, transparency occurred [3, 9-12]. Some important ceramic 
materials properties were shown in Figure 2.

Figure 2. Ceramic Materials Properties [11, 12]
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3. TRADITIONAL AND ADVANCED CERAMICS

Traditional ceramics were divided into 3 groups as coarse, fine and 
technical ceramics according to the purpose of construction. Ceramics 
whose main mass coloured were called coarse ceramics. For example, 
construction bricks, tiles, fire bricks, pottery products fell into this group. 
Products with a white mass were called fine ceramics. For instance, tiles, 
ceramic tiles, porcelain ware, ceramic sanitary ware, electro-porcelain, 
and tile making were included in this group. Products developed for use in 
more techniques, whose mass could be coloured or white, were technical 
ceramics [13].

Traditional ceramics were obtained by firing the raw materials con-
taining metal oxides at high temperatures after mixing them in certain 
proportions. It consisted of inorganic materials such as clay, kaolin, feld-
spar, quartz, calcite, and dolomite. The materials were also mixed and 
shaped in certain proportions. It had a wide range from household build-
ing materials to electrical appliances, from biology, chemical industry to 
machinery industry [14]. In traditional ceramics, clay and silica were the 
most popular materials used in traditional pottery. Traditional ceramics 
had a non-uniform, coarse, and multiphase microstructure. Processing had 
grown more efficient and cost effective because of increased competition 
among producers. Machines were commonly utilized and could be linked 
to computer-assisted process control. Traditional ceramics included brick, 
tile, porcelain, pottery, tile, refractories, glass, cement, and electrical insu-
lation materials. It was made using all-natural ingredients. [15]. Classifica-
tion of traditional ceramics was shown in Figure 3.

Figure 3. Traditional Ceramics [16]
Advanced ceramics had greater purity values and a more controlled 

composition. Modern ceramics, engineering ceramics, technical ceramics, 
and high-tech ceramics were some of the terms used to describe them. 
Advanced ceramic raw materials were usually created artificially or by 
purifying natural raw materials. Nitrides, carbides, oxides, sulphides, bo-
rides, and silicates were all used in modern ceramics. The difference in 
the degree of electronegativity of the elements in their composition de-
termined the ratio of their ionic and covalent bonds. Ceramics’ flexible 
modules and hardness were higher than metals due to the ionic and cova-
lent link between the atoms that made up the material. The most essential 
distinction between engineering ceramics and traditional ceramics was 
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that engineering ceramics had only one or two phases, whereas traditional 
ceramics had numerous [3, 12]. Classification of advanced ceramics was 
shown in Figure 4.

Figure 4. Advanced Ceramics [16]
Advanced ceramic materials had physical and chemical properties 

that chemical reactions were not easy to carry out. It was more suitable 
for abrasion and high temperature applications. Besides, it started to be 
applied in new areas due to its high hardness, high strength, low thermal 
conductivity and biocompatibility, chemical stability, and abrasion resist-
ance. Ceramic materials became increasingly popular in aerospace and 
biomedicine [17].

4. FABRICATION OF CERAMICS

The raw materials were divided into three separate groups.  Clay, ena-
bled the ceramic material to turn into a permanent structure with its plastic 
feature. It was used to keep the quartz plastic structure, which had no plas-
ticity, at the desired level. Feldspars played a role in the formation of the 
crystal structure due to their low melting temperature. The most important 
of these groups was the clay group. For this reason, areas close to clay 
reserves were preferred in the establishment of ceramic enterprises. In ad-
dition, the raw material properties and supply types to be used differ ac-
cording to the type of product to be produced, and synthetic raw materials 
could also be used apart from natural raw materials. Clays were natural, 
soil-like, fine-grained and water-like clays with a definite crystal structure. 
Quartz (SiO2) was a purely material consisting of only silicon and oxygen, 
but natural quartz was found together with one or more of the aluminium, 
titanium, lithium, sodium, and magnesium elements that cause impurities. 
Its non-plastic structure allowed the plasticity from clay to be regulated. 
It prevented volume reduction during the baking process and reduced the 
gas generated during the process and helped to move away from the ce-
ramic body. Quartz sand, quartzite, silex, flint and diatomite types were 
preferred as quartz in the ceramic industry. Feldspar (x·Al2O3·ySiO2) was 
a material that was the main source of clay group raw materials and the 
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alkalis in its structure had a low melting temperature. It was a hard mate-
rial and orthoclase (K2O·Al2O3·6SO2) and albite (Na2O·Al2O3·6SiO2) were 
generally used in the ceramic industry [18-20]. Ceramic production tech-
niques could be examined in 5 different categories (Figure 5).

Figure 5. Production techniques of ceramics [17], [20]

The production processes of all ceramic materials were close to each 
other. Traditional fabrication process consisted of raw material prepara-
tion, grinding, granulation, shaping, glazing, drying, and firing stages. 
Ceramic production began with the preparation of masse raw materials in 
stock areas and ended at the furnace exit. Although traditionally ceramic 
production was similar, it differed according to raw material, product, size 
and working conditions. Crushing and grinding processes had a significant 
effect on rheology, production behavior, sintering behavior, and improve-
ment of microstructure. Masse was the granule produced by taking various 
raw materials from the stock area according to the recipe composition and 
grinding them in ball mills and drying the obtained sludge in a spray dry-
er. During the masse production, control was made at every stage and the 
inappropriate semi-finished product was prevented for next stages. Masse 
raw materials were fed to sludge mills by passing through weighing belts 
and magnetic separators in factories.  Wet grinding systems were widely 
used in the sludge preparation process. The mud from the mill was sent 
to the pool. The sieve balance of the sample sludge taken from the pool 
was checked. The ground material was transferred to sludge pools and fed 
to the spray dryer from there. Granular mass coming to the presses was 
pressed into molds of various sizes and patterns. After the glazing process, 
firing was done as the last step and the process was completed. Ceramic 
firing was the heating of the shaped and dried semi-finished product in a 
system and the cooling of the resulting ceramic in a system again [21, 22]. 
Scheme of the manufacturing process of ceramics was shown in Figure 6. 
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Figure 6. Scheme of the manufacturing process of ceramics [23]

In this process, the raw materials were poured and mixed, extruded, 
shaped by pressing. During manufacturing process, water was used for 
thorough mixing and shaping, then evaporated in dryers. The most widely 
used drying method in the ceramic industry was convection. The heated 
air was circulated around the ceramics and sometimes the heat could be re-
covered from the cooling zone of the kiln. The glazing process was applied 
only to the desired products. Uncooked products were heated from ambi-
ent temperature to 800°C. To avoid ceramic pores, bulges and bubbles, 
outgassing took place.  Mixtures of powder base material, binders and 
stabilizers were subjected to treatment between 800-2500°C. The required 
temperature and baking time changed according to the type of material 
desired to be produced. Depending on the main reaction when heated up to 
1350°C transformations took place. The cooling process started after the 
heat input processes were completed. Before packaging, the products were 
quality checked sorted according to their commercial use [23]. A typical 
example of the ceramic process was given in Figure 7.

Figure 7. Flow chart of ceramic process [24]
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5. APPLICATION AREAS OF CERAMICS AND RECENT 
TRENDS

Ceramic materials were included as functional, religious, ornamen-
tal, cultural ceramic, pipe, and wall, earthenware similar as architectural 
structure, accoutrements, and food-tea-coffee brigades. Tableware kitch-
enware, detergent cleaning products, electrical-electronics-technological 
such as machine/equipment parts, human and vehicle, vehicle armor en-
gineering supplies, refractories, and some aerospace technologies equip-
ment in the form of almost quite common were used in various areas [24]. 
Production value of application areas of the ceramic industry in the Europe 
was shown in Figure 8. 

Figure 8. Production value of application areas of the ceramic industry in the 
Europe [18]

Terracotta figurines which were produced as votive wares since pre-
historic times to protect themselves from the anger of the divine powers 
and to provide their help, carried the religious life of the period. In addition 
to religious use, these figurines were also produced as items such as toys, 
decorative items and, rarely, perfume bottles. Structural architecture of 
ceramic materials coating was used for decoration or surface protection. 
In addition to other materials, the use of ceramic material in creating a 
unique line for the space used, was known to be an option for architecture. 
Ceramics produced with today’s technology it offered a wide variety of 
choices in color, texture, pattern, and form. It provided many advantag-
es with its resistance to climatic changes and ease of application. It was 
possible to come across ceramics, which were used for another purpose, 
as a musical instrument in almost every period and in every culture. The 
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most common ones among ceramic musical instruments were wind and 
percussion instruments. While the production of ceramics was a handi-
craft with regional differences until the industrial revolution, it continued 
in a new field as industrial ceramics after the industrial revolution. With 
Industrial Age, which started in the 19th century, a new era began for 
ceramics and entered technology. Coating materials, sanitary ware, refrac-
tory fire bricks, ceramic raw materials, kitchen and tableware, were all 
sub-sectors of the ceramic industry today. Recently, these included thin 
plates on which electronic circuits for microprocessors were laid. For ex-
ample, ceramic balls used in roller skates and the ceramic sockets were 
also very useful. One of the discoveries of modern science and technology 
was glass ceramics. Glass ceramics that gained machinability were con-
sidered as microwave product windows, sample holders of microscopes, 
seismographic coils, telescope frames. Ceramics also found wide use in 
the defense industry. Protective vests produced for soldiers and police, ar-
mored vehicles and pilot cabins in helicopters were made bulletproof with 
the help of ceramic materials. Now even fabric could be produced from ce-
ramics. 5000 years ago, the Sumerians engraved the clay tablets for giving 
the messages. Now, it was being considered to produce smart cards from 
ferroelectric ceramic, a special high-tech material [25-27].

The usage areas of ceramics in medicine were also very wide. They 
were used for the restoration and reconstruction of hard tissues in the body. 
Bio-glass ceramics were very close to the bone structure due to their high 
apatite content. Bio-glass-ceramic and machinable glass ceramics were 
also widely used. These materials could be used in bones of the spine, 
middle ear, larynx, nose, eyes, whole skull, as well as being used as arm, 
leg, joint, dentistry, maxillofacial surgery, tumor treatment, tooth root and 
tooth structure. Being biologically compatible and inert was one of its 
promising features for use in these areas. It continues to be studied in the 
literature in terms of biological evaluation, cytotoxicity, tissue interface 
compatibility, and cell adhesion [12], [25], [28].

It had also found application in industrial waste treatment and sepa-
ration. Its resistance to high temperatures made it preferred in the aviation 
industry and armor production. Ceramics was also preferred in the pro-
duction of electronic and optical devices due to its technical characteristics 
[19]. Various applications for advanced ceramic materials were shown in 
Figure 9.

 In recent years, the use of ceramic materials as composite materials 
with polymers, glass and metals had become widespread. In last trends, 
the studies in literature showed that transparent ceramics were prepared 
by using nano-powders with co-precipitation method. The results con-
firmed that these ceramic types promised laser materials for lasers. Laser 
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technology started to be used as a new perspective in ceramic processing. 
This area was still in the research and development stage. Ceramic produc-
tion gained important for several applications in the automobile industry, 
gear and mechanical design, hardware [28, 29]. 

Figure 9. Various applications for advanced ceramic materials [17]
The increase in the usage areas of ceramics together with the develop-

ment of the building sector has brought the ceramics industry to a signifi-
cant volume in consumption and production by growing rapidly, especially 
in developed countries. In addition to developed European countries and 
the United States, developing countries have also started to create their 
own ceramic industries. England, Germany, Northern Europe, and the 
United States continue to lead in the field of technical ceramics by de-
veloping the usage areas of ceramics. The country with the largest share 
in world production is China, and it is also the largest exporter country. 
Turkey meets almost all of its domestic market ceramic needs from do-
mestic production. In this respect, the sector is an important sector for the 
economy [25].

CONCLUSION

Consequently, it was aimed for the reader to get an idea about the 
features, classification, and production and application areas of ceramics. 
Ceramics, which were divided into traditional and advanced, have been 
produced for many years and were produced by developing various prop-
erties. Recently, its own features developed and it gained importance in 
the development of advanced technology tools and devices in different sec-
tors. With the developments in the ceramics industry, ceramic materials 
were divided into sanitary wares, coating materials, technical materials, 
refractories, and dining utensils according to their product characteristics. 
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1. INTRODUCTION

Immovable properties are very important for all the peoples of the 
world, economically and socially. Factors such as the gradual increase in the 
world population, the decrease in agricultural activity areas, the migration 
from the village to the city and the rapid urbanization due to these increase 
the value of immovables day by day (Erdem, 2016). Today, the services of 
determining the real estate values have become an indispensable element 
of international global economic relations. Valuation activities have a large 
place in the economic system as a whole and are used for different purposes. 
The task of determining the real estate values and the ability of these values 
to be traded in the market as liquidity are the most important elements of a 
healthy economic structure (HKMO, 2012; IAAO, 1990).

Benefiting from public goods is divided into two parts as “general ben-
efit” and “private benefit”. Unlike general benefit, private use is not free. 
In order to benefit privately from public goods, it is necessary to have a 
legally valid relationship with the administration through license, contract 
or concession. The person who wants to make private use of public goods 
in a way that prevents others from benefiting has to pay for it. Unlawful 
occupation (unlawful user) in Turkish Administrative Law to persons who 
use public goods without any permission or contractual relationship; the 
fee received from these users is called “ecrimisil” (Katipoğlu, 2009).

The problems experienced in determining the value of real estate in a 
realistic way within the framework of current legal regulations in Turkey 
both reduce the efficiency and effectiveness of taxes on real estate and 
have a distorting effect on taxation. Since the real estate market has not 
developed in a healthy way, there are no regulations regarding objective 
criteria, especially the Real Estate Tax Law. Therefore, the values that will 
be subject to real estate tax are based on estimations based on subjective 
criteria rather than objective criteria (Hacıköylü, 2010; Yomralıoğlu and 
Nişancı, 2006; Çağdaş, 2007).

In this study, the determination of the value of the treasury immova-
bles and the problems experienced in the application of the compensation 
will be examined. In the study, first of all, real estate, real estate valuation 
and ecrimisil will be emphasized as a concept, types of ecrimisil, prob-
lems in determining ecrimisil and possible solutions will be presented.

2. ECRIMISIL AND TERMS OF CLAIMS

Cultivating an arable land; to construct buildings or facilities on state-
owned land; Actions such as closing a part of the beach without permis-
sion, preventing others from entering the sea, are examples of occupation. 
Since the regulation mentions “occupation, disposition, seizing, holding, 
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possession or use in any way”, the type of occupation is not important in 
order to be able to demand compensation. All kinds of exploitation without 
a legal basis are accepted as occupation (Katipoğlu, 2009).

“Value” in TDK Dictionary; It is defined as “an abstract measure that 
helps to determine the importance of something, the money of something 
that can be measured in money, the value of something, the value, the 
price, the price” (URL_1). The word “value” for real estate in daily use 
is “market (market) value”, “rent value”, “insurance value”, “use value”, 
“specific value”, “investment value”, “asset value”, “determined value”. 
It appears in various forms such as “tax base value”, “recoverable value”, 
“liquidation or forced sale value”, “special value” and “mortgage-backed 
loan value”. Many value concepts are used in legislation and literature. 
In order to make a real estate valuation, the differences in the concept of 
value should be known (Açlar et all, 2003; Bayram, 2007).

There are many concepts derived from the word value. One of them 
is “valuation”. Valuation; To appraise is to state the value of something, 
to put a value on something. According to another definition, valuation; 
Determining the value of non-monetary economic assets in money, an en-
terprise’s building, land, machinery-equipment, stock of goods, etc. It is an 
appraisal and estimation of the value of total assets in the form of (Candaş, 
2012; Rissi, 2010).

In general, real estate (real estate) valuation; It can be defined as “the 
estimation of the probable value of an immovable, immovable project or 
the rights and benefits attached to the immovable on the valuation day, 
based on independent, impartial and objective criteria” (Açlar and Çağdaş 
2008; CMB). Real estate valuation can be defined as expressing a real es-
tate partially or completely in terms of quality and quantity (Yalpir, 2007).

Ecrimisil receivables and the detection of all kinds of unjustified occu-
pation of public property are carried out by the national real estate services 
affiliated to the provincial directorates of the Ministry of Environment, 
Urbanization and Climate Change. These services are in charge of moni-
toring and detecting occupancy events on public property, and performing 
evacuation and evacuation procedures. The duties of the Directorate of 
National Real Estate / Directorate of National Real Estate are determined 
within the framework of the Provincial National Real Estate Directive. 
According to this (URL_2); 

•	 To carry out the services related to the management of immovable 
properties under the private ownership of the Treasury and under the rule 
and disposal of the State, in cooperation with other public institutions and 
organizations when necessary,
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•	 Selling, leasing, bartering and establishing limited real rights on 
the privately owned immovables of the Treasury, renting the places under 
the rule and disposal of the State and issuing usage permits for these places 
when deemed necessary,

•	 Carrying out the processes of appropriating movable and immov-
able properties and rights to the Treasury, registration of immovable prop-
erties and liquidation of movable properties,

•	 Those that are required to be used for public service from places 
under the private ownership of the Treasury or under the jurisdiction and 
disposal of the State; to allocate it to the administrations with general and 
special budgets and to remove the allocation in case the purpose of alloca-
tion disappears or is used out of purpose; To liquidate the structures and 
facilities belonging to public institutions and organizations other than the 
Treasury on the immovable properties whose allocation has been canceled, 
to determine the principles and procedures regarding the liquidation,

•	 To keep inventory records of immovable properties belonging to 
the treasury and to determine the principles and procedures for keeping 
inventory records of immovable properties of other public institutions and 
organizations,

•	 To sell the out-of-service movable properties of the flats included 
in the general budget,

•	 Programming the construction of the ministry's service buildings, 
executing the purchases and making repairs,

•	 To determine the management principles on immovable properties 
belonging to public institutions and organizations,

•	 To give an opinion on the draft laws, bylaws and regulations to be 
prepared by public institutions and organizations regarding the acquisition 
and management of immovable property,

•	 Within the scope of the projects, the implementation procedures 
and principles of which are determined by the Council of Ministers; To 
develop and evaluate the immovables under the private ownership of the 
Treasury and under the rule and disposal of the State, to purchase, barter, 
expropriation and consolidation of the immovables owned by individuals. 
Surveys, maps, plans, zoning plans, zoning plan amendments and zoning 
applications of all types and scales regarding all immovables within this 
scope are made by the Ministry of Environment, Urbanization and Cli-
mate Change, upon the request of the Ministry, and are put into effect after 
approval.
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In Article 84 of the Regulation on the Administration of Treasury 
Real Estates issued based on Article 74 of the State Tender Law and in the 
General Communique on National Real Estate No. 312, it is stated how to 
determine the places occupied that may be subject to treason. Accordingly, 
among the immovable properties under the private property of the treas-
ury or under the rule and disposal of the state, those that are not rented, 
servitude is not established or permission to use are determined by the 
national real estate services on the spot within a program and their actual 
status is determined on the spot, and due to the occupation and disposition 
of the periods before the determination, the compensation is determined, 
followed and followed up. collection is made (Katipoğlu, 2009). Informa-
tion that can be used at the discretion of Ecrimisil and other information 
that is beneficial to know are included. An “Immovable Detection Report” 
containing all this information is drawn up (Figure 1). In addition, if it is 
determined that the treasury immovables have been occupied by persons, 
the administrative fee is determined based on the " Immovable Detection 
Report" within fifteen days from the date of detection.

Figure 1. Immovable Detection Report in Ecrimisil Transactions
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3. DETERMINATION OF THE ECRIMISIL AMOUNT, AP-
PRAISAL AND TERMINATION OF THE SHAGIL

Real estate valuation; Public practices such as taxation, expropriation, 
privatization, land regulations, registration-based transactions, easement 
rights, and private sector applications such as capital markets, banking, 
lending and insurance are needed intensely. In order to meet this need and 
to ensure the transparency of real estate markets (markets based on pur-
chase and sale), countries need to establish and maintain well-functioning 
valuation systems. As a matter of fact, it is known that legal, institutional 
and technical studies are carried out in many countries in order to establish 
or improve valuation systems (Çete, 2008; Köktürk and Köktürk, 2015). In 
our country, there is a need to establish a system that is compatible with 
world standards and works well in this area as soon as possible (Anton, 
2011; Erdem, 2016).

It is difficult to talk about exact models in determining the real estate 
value. There may be differences in the methods used by each country in 
determining the real estate value according to their unique cultures, loca-
tional or regional characteristics. Most of the methods are based on peer 
comparison. Models or methods, on the other hand, try to analyze the mar-
ket by imitating the thoughts of the users directly (Pagourtzi). and Assi-
makopoulos, 2003). There are basically three types of valuation methods. 
These; Peer Comparison Management is Income Capitalization Method 
and Cost Method.

ecrimisil cost is regulated in Article 75 of the Law No. 2886, Article 
85 of the Regulation on the Administration of Treasury Immovables issued 
based on this law, and Article 5 of the General Communiqué on National 
Real Estate No. 312. According to the first paragraph of Article 75 of the 
State Procurement Law numbered 2886, titled “Ecrimisil and Evacuation”, 
“On the occupation of immovable properties under the private ownership 
of the State or under its jurisdiction and disposal by real and legal persons, 
unnecessarily, from places specified in Article 9 of this Law. By being 
asked, the commission specified in the 13th article is asked to appreciate 
and determine the reward” (Katipoğlu, 2009). The coordinate list obtained 
from TKGM is created for the real estate to be determined (Figure 2).
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Figure 2. TKGM screenshot taken for the Immovable to be Determined

While Ecrimisil is being determined and appreciated, it may affect 
the value of the Treasury real estate; Land type (wet / dry / barren), Ir-
rigation Projects, Land Cover Data (Meadow-Passage, Forest Boundary 
Areas), Soil Type Data (Sandy, Loamy, Humus, Lime), Orchard Cover-
ing/Mixed, Rocky Condition of the Land, Geometry /Number of Broken 
Corners, Land Consolidation Projects, Organic Agriculture, Greenhouse, 
etc. The current value is determined by taking into account all objective 
measures such as Scope of Activity, Characteristics of the Agricultural 
Region/Product Segment, Chemical Structure of the Soil, Groundwater 
Reserves (Figure 3).
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Figure 3. Receipt of Unit Fee from Institutions in Determining the Current Value 
of the Real Estate

By using the unit price data obtained from the Chamber of Agricul-
ture, an ecrimisil appraisal decision is made by the institution (Figure 4).
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Figure 4. Ecrimisil Appraisal Decision Issued by the Institution

3.1. ECRIMISIL IN THE ZONED AREA

The works of applying the zoning plans or building projects to the 
ground are called applications. Today, making applications with the GPS 
system is both sensitive and easy. If GPS cannot be used in the application 
to be made and high sensitivity is not desired, corners of buildings and 
parcels, telegraph, telephone, power transmission line poles and art struc-
tures can be used (Figure 5).
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Figure 5. Application Procedures in the Region where Ecrimisil will be taken

It is essential that the immovables are determined at least once a year. 
However, in mandatory cases, the duration of detection programs can be 
more than one year. However, detection programs cannot be made for 
more than five years (Figure 6).
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Figure 6. Example of Ecrimisil in the Commercial Area

3.2. ECRIMISIL IN AGRICULTURAL AREA

Land; It is defined as “part of the earth, earth, ground, soil” (FIG, 
1995). The land within the scope of the study; Unless otherwise stated, 
it is used as a piece of land that has not undergone a zoning application, 
whose borders are drawn by hills, mountains, roads, streams, walls, trees 
or determined by signs, serving to grow agricultural products, except for 
the meaning of which the boundaries are drawn with this definition. There 
are approximately 8.57 million hectares of agricultural land not registered 
in the Farmer Registration System. About 30% of these unregistered lands 
are used by farmers paying ecrimisil. Since there is no contract between 
the treasury and the people who use these lands, which are used by paying 
ecrimisil, those who use these lands cannot benefit from the supports pro-
vided to the agricultural sector. This situation leads to unfair competition 
and negatively affects agricultural production and yield (Katipoğlu, 2009). 
The data generally needed in land valuation are given in Table 1.
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Table 1. Data generally needed in agricultural area valuation.

Fertility of the Soil
The Age of Trees and their annual Economic Return
Migration Rate (%)
national Income Per Capita 
Manufacturer Sales Prices
Chemical Fertilizer, Seed and Agrochemical Sales Prices
gross Production Value
Capitalization Rate
Production Expenses (Rent / Labor / Capital)
alternating system
acreage
Not to be Opened for Construction _ to the Soil Protection law
WPI (%)
CPI (%)
PPI (%)
Real Interest Rate (%)
population Density
Unemployment Rate (%)
average monthly household Income (%)
national and regional Economic trends
Labor Charges
the Economics future of the farming Profession
the Cost of Transfer Operations
Frequency of Purchase / Sale Transactions in the Region
the development of the region
population Growth Rate (%)
tax Rates
Gold Prices and Exchange Rate
the Speed of Industrialization
Labor potential in the Surrounding area 
Type of terrain (watery / dry / barren)
irrigation Projects
Land Cover Data (Meadow-Pasture, Forest Boundary areas)
Soil Type Data (Sandy, Loamy, Hummus, Calcareous)
orchard Closed /Mixed
the stony State of the Land
Geometry / Number of Broken Corners 
Land Consolidation Projects
Organic Farming, Greenhouse Farming, etc. Scope of Activity
Characteristics of the Agricultural Region /Product Segment
Chemical Structure of the Soil
groundwater Reserves
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3.3. ECRIMISIL FOR LAND QUALIFIED IMPROVEMENTS

Plot; While it is a piece of land divided by local governments accord-
ing to the development projections of the city, the land; It is a piece of land 
that is not used for various purposes such as vineyards, gardens, fields, or 
is not used in any way. Plot; It is defined as “the place reserved for building 
on it” in the Turkish Language Association (TDK) Dictionary (URL_1). 
According to the Zoning Law No. 3194, land (zoning parcel); It is the form 
of the cadastral parcels within the zoning islands, arranged according to 
the Zoning Law and zoning regulations. The data generally needed for 
land valuation are given in Table 2.

Table 2. Data generally needed in land valuation.

frontage to the Main Road (Yes / No)
Construction Area
precedent
Verse Zone Plan
Application Zone Plan
Hmax
Front Garden
Side Garden
TAKS
KAKS
building Layout (Separate / Adjacent)
Plan Notes
parcel Type _ _ Parcel, Cadastral parcel)
the location of the Plot (Corner / Dec)
Infrastructure facilities
Unused Zoning Right
Having a Structure on It
Parcel Size / Geometry
Parcel Depth
The Development Status of the Region
Intensity of Construction

4. FINDINGS AND EVALUATION

Public receivables are revenues included in the budgets of public ad-
ministrations, arising from financial obligations based on public power and 
to meet the financing provided for the continuation and stability of public 
services. There is a difference of opinion in the doctrine as to whether 
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ecrimisil is a public receivable or not. Some skeptics accept that there is 
no public receivable, with the mention that the state has receivables arising 
from unjust enrichment (Katipoğlu, 2009).

In our country, there are many laws, regulations and communiqués 
related to real estate valuation, especially our Constitution. However, none 
of them has a regulation that specifies the rules and standards of valuation 
transactions. There are only some clauses about who will determine the 
value of the real estate and what methods can be used. Valuation stud-
ies should only be carried out by valuation experts who have a valuation 
license in this field, instead of commissions established within the insti-
tutions. The expropriation expertise certificate application used in the val-
uation area should also be abolished. In order to make these and similar 
radical changes, first of all, a strong institutional structure should be es-
tablished in this field. In our country, it is necessary to establish a central 
valuation administration that regulates, supports and supervises real estate 
valuation activities. Thus, the audit of private sector valuation firms will 
be carried out more effectively.

capitalization in valuation is based on the principle that value is de-
termined by the amount and nature of expected income. Income capital-
ization is one of the three basic methods. The income method is basical-
ly a method that can be used in all immovables with or without income 
generating income (Erdem, 2016). Among the valuation methods, it is a 
method that is relatively based on mathematical calculations and has little 
estimation. For this reason, this method is only used on income-generating 
immovables. Income should be taken as the income of the business and 
the real estate. Income may be gross or net income currently provided, 
or it may be possible to calculate a potential (to be obtained in the future) 
income (Katipoğlu, 2009).

Databases containing information on real estate characteristics and 
real purchase and sale values in the real estate market should be estab-
lished in order to access the data needed during the valuation studies and 
to carry out the studies within the framework of a healthy infrastructure 
in our country, as in countries with developed systems in the field of real 
estate valuation . Obtaining information about the real estate from a com-
mon database will enable appraisers to access the data they need in a 
shorter time and easily.

In the TAKBİS system used by TKGM, the classification of immova-
bles should be made healthier, and the immovables sold according to their 
types and their values should be announced on the official website on a 
provincial and district basis. For example, it has been seen below that the 
ecrimisil base price taken from an immovable in a village in the Merkez 
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District in Kilis Province and the ecrimisil base price received from the 
immovable in the Neighborhood of the Center at the border of the adjacent 
area are the same (Figure 7-10). While Ecrimisil is being determined and 
appreciated, it may affect the value of the Treasury real estate; While it is 
necessary to consider issues such as zoning status, Surface Area, Quality, 
Efficiency (in agricultural lands), whether it benefits from infrastructure 
services, its location, the way the immovable is used, and whether there is 
income due to occupation, the formation of ecrimisil transactions in this 
way causes problems.

Figure 7. Satellite Image of the immovable to be purchased Ecrimisil within the 
borders of the village

Figure 8. Base prices received from the MEOP System on the immovable to be 
purchased Ecrimisil within the boundaries of the village
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Figure 9. Satellite Image of the real estate for which Ecrimisil will be purchased 
within the Contiguous Area Boundaries

Figure 10. Base prices received from the MEOP System on the immovable for 
which Ecrimisil will be purchased in the Contiguous Area

During the determination of the immovable transactions, the discov-
ery works made by the experts especially coincide with the crop rotation 
and the ecrimisil costs are taken from the same immovable at different 
times. For example, as can be seen from the screenshots below, different 
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ecrimisil costs have been reflected to the citizens as a result of the determi-
nation processes carried out in different periods, and this situation causes 
great difficulties especially for the villagers who earn their income only 
from the land (Figure 11-12).

Figure 11. Base prices received in Real Estate Transactions (Grain Type)

Figure 12. Base fees received in Immovable Transactions (In Garden)
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In the field of real estate valuation, which is of great importance for our 
country in terms of ensuring both economic development and fair taxation, 
the need to establish a sound and healthy legal, institutional and technical 
infrastructure has become a necessity. For this, first of all, the policies and 
standards needed in the field of real estate valuation should be determined 
and a legislative infrastructure should be established, and then a well-func-
tioning administrative structure and a technical capacity that is open to 
modern and technological developments should be built (Candaş, 2012).

5. POSSIBLE SOLUTIONS

A large part of the immovable properties under the rule and posses-
sion of the state and the private property of the treasury are occupied by 
persons who do not have valid legal rights. If it is learned that the immov-
able properties of the private property of the Treasury have been illegally 
occupied, an immovable should be taken retrospectively from the date of 
occupation, and the said immovables should be rented to prevent future 
occupations (Katipoğlu, 2009).

In cooperation between institutions; Ministry of Finance, General Di-
rectorate of Land Registry and Cadastre and Municipalities come to the 
fore. The values that occur in a district every month will be collected by 
the local finance organization and should be reported to the central unit at 
the end of the month. This includes expropriation and rent appraisals made 
by the courts in that district during the relevant month, appraisals for im-
movables belonging to the Treasury, appraisals based on bank loans, and 
all appraisals made by municipalities. The local finance organization will 
separate these values in terms of land, land, building and housing and send 
them to the center in that way. This information will form the basis for the 
formation of a GIS compatible value map. The local finance organization 
will also receive the transactions made in the Land Registry Office in that 
district on a monthly basis. Storing values as data will guide the practices 
of many public institutions (Değirmenciler, 2008; Erdem, 2017). Although 
an application has been made to the Land Registry Directorates with the 
necessary documents, the requested information cannot be given on the 
grounds that the submitted documents are invalid, and the “owner of the 
immovable” is requested to come.

Some privileges should be given to appraisers in terms of access to 
data within the framework of the law, and if necessary, in return for cer-
tain and appropriate fees, they can be provided to access data online by 
facilitating their access to certain data and minimizing their communi-
cation with officers/officers. Especially the creation and storage of data 
in electronic environment will speed up the processes. For example, data 
such as cadastral charts, land registry records, and zoning charts can be 



 . 211Research & Reviews in Engineering 

presented to appraisers in encrypted form by means of various software in 
online databases. Necessary infrastructure arrangements can be made for 
this. Since the transition process to online systems, which should be imple-
mented in official institutions, can be long, applying a single decision in all 
institutions can be considered as a shorter-term solution. Thus, everyone 
can receive equal service from every institution (Erdem, 2016).

One of the main problems that institutions encounter when using land 
registry and cadastre data during their activities for real estate valuation is 
that some of these data do not reflect the current situation or are far from 
being a basis for valuation studies. Valuation procedures should be carried 
out by professional disciplines such as Agricultural Engineering, who have 
the infrastructure in this field. Survey Engineering, which is a profession 
that produces and manages spatial information, which is among the most 
important data of valuation, should assume the role of the leading disci-
pline that organizes and manages valuation studies.
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Introduction

Reflectarray antenna (RA) designs had become one of the most ac-
knowledged solutions to achieve antenna designs with high gain and radi-
ation characteristics [1]. This is without any doubt is due to their supreme 
capability of merging the advantages of parabolic-reflector antennas, 
phased-array antennas, without a need for a feeding-network for array ele-
ments. RA uses a phasing compensation strategy, as it shown in Fig. 1, for 
each of its element, to manipulate the incoming spherical-wave propagated 
from the feed antenna (usually a horn antenna) into a plane-wave to focus-
ing the reflected Electromagnetic waves in a shape of pencil beam at the 
requested direction (θ0, φ0) [2]-[4]. 
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Fig. 1.Schematic of a typical microstirp RA design.

There is a wide list of application for RA designs starting from the 
space communication (satellite- earth stations), RADAR, or mounted com-
munication systems on vehicles [5-14]. For such interesting topic, many 
researches had presented many different design approach for proposing 
a high efficient RA design based on using RA unit elements with multi 
frequency resonance bands for bandwidth enhancement via implantation 
of stacked metallic rectangular patches [15-17], parallel dipoles [18-19], 
concentric ring patches [20], and dual-reflector configurations [21].

The main challenge in RA designs is optimal determination of each 
and every element in the array. For achieving a RA design with high per-
formance measures, not only designer must struggle against conflicting 
requirements such as size, operation band etc., that can only be achieved 
by implementation of unit element designs with complex configuration, but 
also the designer must carefully determine suitable design value for each el-
ement to meet the mentioned requirements. This problem can be considered 
as a multi-dimension optimization problem. For an example, in a typical 
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array design with 30x30 elements, there would be 900-unit elements that 
requires to design to satisfy the required reflection phase with respect to 
their position and the feed antennas distance. For models without offset 
or special configurations (multi beam, pattern reconfigurable design etc.) 
this value can be reduced by taking design symmetrical both in X and Y 
axis, thus the size would reduce to 15x15. However, even in such case, 
the design process requires to determine 225 different elements that each 
of which would have K number of variables  to meet 
the required reflection phase characteristics that is unique at each array 
element position. This means that this methodology requires 225 number 
of Multi objective (Required reflection phase at different operation fre-
quencies for broad band designs)- K dimension optimization process to be 
run for designing the aimed RA design, of course only if the mentioned 
symmetrical conditions can be used.

With respect to the given example, such design optimization process 
or similar ones for larger scale RA design are computationally expensive 
task which requires a high-end computational setup (High RAM and CPU 
power) and requires a considerable amount of time even with the usage 
of state of the art full-wave Electromagnetic (EM) simulation tools [22]. 
This challenge the designer to make a difficult choice between having a 
highly accurate modeling approach at the cost of computational cost which 
might be not even feasible, or have a modeling approach with low accuracy 
(coarse model) for having computationally feasible design optimization 
process at the cost of realization errors.

One of the feasible and efficient technique for overcoming this or sim-
ilar challenging problems is the deployment of an accurate and reliable 
data driven surrogate regression model representation of unit element. In 
this approach the data driven surrogate model tries to create a regression 
strategy to predict the complex relations between the input space (Geomet-
rical design variables, frequency, material setup etc.) with the output space 
of the given problem [23-26]. For the last decades, many studies had been 
proposed in field of modelling of microwave stages using Artificial Intelli-
gence (AI) based data driven surrogate models. 

Most commonly examples for this field of research can be given as 
(i) accurate prediction of small/ large signal modelling of active devic-
es or scattering parameter character tics of microwave transistors based 
on their DC bias conditions [27-29], (ii) modelling of AC/DC rectifiers 
for RFID applications [30], (iii) prediction of characteristic impedance for 
microstrip based transmission lines [31], (iv) and reflection phase of RA 
designs [32-33]. Commonly in data driven approach for microwave de-
signs either experimental data or 3D EM based simulated data are being 
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used. Here it must be emphasized that, the man computational cost of data 
driven surrogate models is the generation of training & validation data 
sets for surrogate models which requires a considerable effort. However, 
this is only a single time cost, where after this he obtained model can be 
used for many different designs optimization process in a computationally 
efficiency manner. 

Ensemble Learning (EL) is the art of carefully binding series of dif-
ferent surrogate models, also known as learners, for solving the aimed 
regression/classification problem [34]. The principle in EL based surrogate 
models with learner’s models that usually would have low capabilities, are 
used as building blocks for generating surrogates with higher complexity 
and capabilities in generating globally accurate responses. Herein, it is 
aimed to use EL algorithm to create a reliable data driven surrogate model 
representation for predicting the reflection phase characteristics of a unit 
RA element for its design variables. Firstly, a RA unit-element design is 
modelled in a 3D EM simulation tool for creating the training & validation 
data samples needed for generating data driven surrogate models. Then, in 
section III, a brief explanation on the theoretical aspects of EL and other 
state of the art egression algorithms user defined parameters are given 
alongside of the performance evaluation of algorithms. Finally, brief con-
clusion section will end the work.

RA Unit Element Design

In this section a square cross like shape presented in Fig. 2 is taken as 
a novel Reflectarray unit element design which would have a wide range 
of reflection phase manipulation. As it can be seen form Fig. 3, and Table 
1 the design variables allow the element to take shape of many different 
geometrical design values which would also allow the design to manipu-
late the reflection characteristic of the incoming EM waves. As it can be 
seen form Fig. 4, the design variables of unit element model can drasti-
cally change the performance reflection phase characteristics. Thus, with 
respect to this drastic change ability of design variables, the optimal deter-
mination of design variables for each and every element is a crucial step 
for having an accurate design optimization modelling approach.in the next 
section Ensemble learning technique had been used for creating a data 
driven surrogate model representation of the proposed RA unit element 
in Fig. 2, with respect to the design variables defined in range of Table 1.
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Fig. 2. Schematic view of the Square Cross RA unit element.

Table 1. Lower & Upper boundary conditions of the RA unit design variables in 
[mm]. W=L= 15 [mm]. 

L1 1-14 W1 1-14
L2 1-14 W2 1-14
L3 1-14 W3 1-14

 

Fig. 3. Different design views for the proposed Square cross unit element for 
different design values.
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Fig. 4. Reflection phase characteristic of proposed unit element for 5 randomly 
selected model.

Ensemble Learning Based Modelling of RA Unit Element

One of the recently used state of the art techniques for achieving high 
performance numerical modelling is Ensemble Learning (EL). In our daily 
life we also use this strategy for certain decisions or predictions such as in 
case of a serious illness or a required surgery one would ask the opinion of 
several doctors before agreeing to a medical procedure, or before purchas-
ing any product with high value one would read user reviewers.  In each of 
these cases, a final decision had been made based on using combination of 
individual’s knowledge. The main principle of EL is similar, the theory of 
this method is based on using base learners models which usually would 
have low performance measures as structural blocks for a larger and more 
involved surrogates to achieve higher performance in their responses. The 
commonly used techniques for EL can be named as (i) Bagging, a method 
that is based on deterministic averaging process weak learners, (ii) Boost-
ing, an iterative method which is based on improving the weak learners 
performance based on the previously obtained performance measures, (iii) 
Stacking, a method in which N different weak learners are combined us-
ing a meta-model to create the output based on the multiple predictions 
returned by weak learners.

The EL can be divided in three steps (i) Ensemble Generation that is 
consist of generating sets of learners, (ii) Ensemble Pruning where some of 
the generated learners are eliminated for better results, (iii) Ensemble Inte-
gration where a final surrogate model is achieved by strategically combing 
the learners [35-36]. This methodology had been an interesting topic for 
many research in recent years and good results have been reported [37-39]. 
The advantage of ensembles with respect to single models has been report-
ed in terms of increased robustness and accuracy [40]. Some application 
of EL are prediction of flood susceptibility [41], PV power generation pre-
diction [42], Groundwater Potential Mapping [43], Regression for Nonlin-
ear and Non-stationary Systems [44], for solar power forecasting [45], and 
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predication of wind speed [46].

Herein, by using Latin-Hypercube sampling algorithm is used to gen-
erates 600 (500 for training and 100 for holdout data sets) samples for based 
on the given range of design variables in Table 1.  In Table II, regression 
performance of state of the art and commonly used regression algorithms 
are presented alongside of EL performance measures for cross-fold vali-
dation (k=5) and holdout data sets. The hyper-parameters of each model 
are determined via a grid search protocol based on the k-fold validation. 
Mean Absolute Error (MAE) is being used for both cross-validation and 
holdout data sets error metric. Here it is important to achieve a very low 
MAE performance, for reflection phase. Not only the error of surrogate 
models can affect the overall performance, but also other effects such as 
coupling, direction of incident of EM waves would also effect the overall 
performance large scale RA. Usually in unit element modelling approach 
of RA designs an average value of ±10 degrees of MAE is acceptable for 
modelling approach [48-50]. However, this error cannot be included of 
model’s error, other errors such as manufacturing, placement of elements 
etc are also included in this criteria. Thus, the performance of the surro-
gate model must be as low as possible. With respect to this aimed criteria 
and given results in Table 2, the EL based surrogate model can be defined 
as an optimal solution for this modelling approach to be used in design 
optimization of large-scale RA models.

Table 2. Regression performance of series of data driven surrogate models for 
the proposed RA unit element 

Model Hyper-Parameters K-fold/Holdout

MLP
Size of Hidden-Layer: three; size of 
Hidden-Layer Neurons: 10-20-30; 
Activation function tanh.

6.8/8.1

SVRM Kernel-function: Radial, Type: 
Epsilon, Epsilon: 0.25. 5.4/6.8

Gauss ian 
P r o c e s s 
Regression 

Kernel: ard-matern (5/2); 
Prediction-technique: Block 
coordinate; block size: 125

5.9/7.1

EL Method: Bag; N. Learning Cycle: 
250; Learners: Tree. 4.9/5.4

 

Conclusion

As it mentioned before, without any doubt, Reflectarray antenna (RA) 
designs had become one of the most acknowledged solutions for high gain 
antenna designs. However these designs requires a computationally ex-
pensive design optimization process due to the complexity of design and 
large scale of optimization design variables. In this work for achieving a 
computationally efficient optimization process for large scale RA design, 
a data driven surrogate modelling approach based on Ensemble Learning 
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is presented. The proposed methodology is applied on a data set with 500 
samples for training and validate on a holdout data set with 100 samples. 
The performance evaluation of the EL is compared with series of state of 
the art and commonly used regression algorithm rom the literature. Based 
on the obtained results, the Ensemble learning is a good candidate for cre-
ating a data driven surrogate model representation of Reflectarray unit 
element modelling which can be deployed for design optimization of large 
scale RA design optimizations. In feature works, author aims to extend 
this research with more detailed analyses including effects such as cou-
pling, direction of incident on unit element modelling stage and have a 
computational design optimization of a large scale RA design alongside of 
experimental results.
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INTRODUCTION

Transportation systems, their present applications, and the limitations 
and benefits of geographical information systems. Somalia is one of the 
countries participating in the process of recovering from the war. It is in 
the process of developing its economic infrastructure. Several technolog-
ical advances have been made around ticket cutting as well. The reason 
for this is that CC cameras can be used to do this from home, so a person 
has complete knowledge of what happens in their community. Somalia 
has also made technological progress in airports by making daily flights 
between the country and abroad with less accidents. This has led to the use 
of ITS services that they have implemented.

INTRODUCTION TO GIS:

Various authors have defined the geospatial information system in 
various ways. A set of software, technology, and methods meant to aid in 
the capture, control, processing, evaluation, mapping, and presentation of 
geographically referenced information to resolve management and plan-
ning issues. (Rhind, 1989).

A computer system that can create, modify, keep, and show geo-
graphically related data. (USGS, 1997). A collection of computer-based 
technologies used to organize geographic data and address geographical 
challenges. The computer system that allows for the evaluation and display 
of geographic data. In general, it is a computer-based system that allows 
for the capture, managing, transformation, evaluation, planning, and vis-
ualization of spatial data in order to give management, strategic planning, 
development, and humanitarian responses. (Omol, 2019).

GIS combines technology, software, and data to store, organize, pres-
ent, and interpret all forms of geographically related information. Patterns, 
correlations, and trends will be presented in the shape of GIS-based maps, 
graphs, and statistics. When your information is placed in a broad setting, 
it can be easily shared and understood. GIS technology can be utilized to 
connect any company’s current information system. GIS can assist you in 
obtaining solutions to issues and inquiries. So, if your data is placed in a ge-
ographic location, it can be made readily available and accessed. GIS tech-
nology is able to connect any enterprise’s information system.(ESRI, 2011).

The Geographic Information System (GIS) is among the most signifi-
cant recent breakthroughs in the study of geography. GIS has had a major 
impact on spatial assessment and corporate business practice in both the 
public and private sectors since its inception in the 1970s. A geographic in-
formation system (GIS) is, in generally, a system that focuses in the input, 
administration, assessment, and presentation of geographical (geographi-
cally linked) data.(Yadav, 2020).
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HISTORY OF GEOGRAPHIC INFORMATION SYSTEM

In his 1968 work, A Geographic Information System for Metropolitan 
Management, Roger Tomlinson invented the term “geographic informa-
tion system” for the first time. Tomlinson is also known as the “Father of 
GIS. (Omol, 2019).

When it comes to GIS vocabulary, fundamental GIS texts will provide 
numerous definitions. This is due to the recognition that there are two 
basic approaches to GIS. It can be seen from a tool-oriented standpoint, 
which investigates how software models the world, or from an attitude 
standpoint, which investigates what GIS enables us to achieve. The instru-
ment approach to GIS explains it in terms of software, such as ArcGIS or 
Maps. These are typically regarded as sophisticated computer mapping 
programs. This is a common misconception: GIS software integrates 
computer mapping with a database management system (DBMS) format 
such as dbase, Microsoft Access, or Oracle. High-quality graphic output 
is produced by computer mapping systems such as Adobe InDesign or 
CorelDraw. Create characteristics, transfer features through one location 
to another, modify coloring and spacing, and so on. Include geographically 
referenced database functions. 

As a result, the data are presented in two different ways. First, there are 
rows of organized data, like those found in a typical database. In GIS, this is 
known as attribute data. Some GIS software programs support the saving of 
data source in standard database management systems such as those men-
tioned previously. GIS software is unique in that each row of feature data 
is also represented by a spatial feature expressed by the coordinate and so 
network of related. Depending on the data format, this spatial feature could 
be a point, lines, polygons (technical name for a region or region), or pixels. 
This is known as spatial data. GIS data combine information about what an 
object is with information about where it is kept in the database using this 
mix of an attribute and geographical data. (Gregory, 2005).

Today, there is hardly a sector that has not been influenced by informa-
tion systems. Today, several applications have been developed to make the 
best use of information technology. At the same time, it should be noted that 
maps and geographic information systems are currently very important pro-
grams in constructing a location strategy. Geographic information systems 
are illustrated by the preceding modern software. ArcGIS software, Pano-
rama software, Oasis software, AutoCAD software, and the SAS planetary 
program are examples of such applications. Cards of various scales are now 
created in these applications utilizing Global Mapper (and other) software. 
When it comes to the evolution and development of all these Geographic 
Information Systems, the concept of Geographic Information System first 
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appeared in Canada in the mid-1960s under the name Canadian Geographic 
Information System CGIS. (Kadyrovich-, 2022)

FUNCTIONS OF GEOGRAPHIC INFORMATION SYSTEMS

Seven GIS functions or groupings of functions are used to character-
ize and identify GIS-T applications:

•	 Fundamental functions (editing, display, measurements)

•	 Use an overlay.

•	 Division that is dynamic.

•	 The surface modeling is the fourth step.

•	 Display and analysis of roasters

•	 Scheduling
•	 Connects to other applications (for example, transportation mode-

ling packages))(Jain & Kumar, 2016).

Some countries such as Egypt and Somalia had a long history of GIS 
development and highly competent private sector services in this area. 
Here, mechanisms such as 'self-contained units' (financially autonomous 
entities, but subsidized by the state), links with other donor-supported pro-
grams, and private-sector commercial operations provide viable options 
to maintain as well as increase the use of Africaover development and 
services. Forseveral other countries, cost sharingrecovery for services 
provided by NFPIs to other national users were seen as possible future 
options. However, clear policies and methods in this regard still seem to 
be lacking. Therefore, for most of the project countries, the dissemination 
and continued use of Africover will depend on government funding and/or 
donor assistance in the near term.(Lai, 2003).

COMPONENTS OF GIS

Hardware, software, data, people, and methods are the fundamental 
five components of a GIS.

•	 GIS software runs on a wide range of hardware types, from central 
computer servers to desktop PCs, and in standalone or network settings.

•	 GIS software provides the functionality and resources needed to 
store, analyze, and show geographic information.

•	 Data is probably the most crucial component of a GIS. Geographical 
and related tabular data might be gathered in-house or obtained from a com-
mercial data provider. A GIS integrates spatial data with other data sources 
and may even use a database management system (DBMS), which is used by 
most enterprises to organize and keep their data. spatial information
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•	 User/People: GIS technology is useless unless it is controlled and 
plans to be applied to real-world problems are developed.

•	 Methods include: A effective GIS uses models and function-
ing techniques that are unique to each enterprise, in accordance with a 
well-designed plan and business principles.(Ali, 2020).

•	 Geographical Information Systems( GIS) have many advanta-
gesSince data is linked to a common reference system, GIS may contribute 
to new ways to think about it and working with old problems; it is simple 
to use the same data in several applications and to connect previously sep-
arate datasets for combined effort.(Ali, 2020).

TRANSPORTATION SYSTEMS ENGINEERING APPLICA-
TIONS OF GIS

Because transportation is geographical in nature, GIS has the poten-
tial to generate considerable increases in productivity and efficiency as 
well as the chance to build new applications for many classic transporta-
tion applications. Applications of GIS to transportation, (I) Data retrieval; 
(II) Data integrator; or (III) Data analysis (Olba, 2006).

INTELLIGENT TRANSPORTATION SYSTEMS

Transportation systems that are intelligent.  Urbanization, suburban-
ization, population expansion and the preference for dispersed communi-
ties, as well as the ongoing dependence on the internal combustion as a 
transportation technology, are all exerting unfavorable consequences on 
economies and personal life quality in many cities worldwide. Traditional 
means to addressing these issues boost use of by constructing new roads 
and extending existing routes. However, we can’t construct our way through 
the bottleneck, as many (but not all) political leaders, decision-makers, and 
actors recognize. ITS seeks to improve system efficiency using advanced 
processing, real-time data sensing, and communication technologies, but 
instead of increasing the physical supply of transportation infrastructure. 
Decision-makers and stakeholders are becoming aware of the goal. ITS 
strives to enhance system efficiency with advanced processing, real-time 
data sensing, and communication technologies, rather than increasing the 
physical supply of transportation infrastructure. The purpose is to improve 
the efficiency, safety, and environmental friendliness of transportation net-
works.(Miller & Shaw, 2001).

Applying ITS to increase transportation safety and efficiency could be 
an answer to this problem. This can be accomplished by employing sensor 
technologies, as well as modern communication, information processing, 
and control technologies(Nengroo et al., 2022.).
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AUS provides services and applications in navigation systems, air 
transportation systems, water transportation systems, and rail systems in 
addition to road traffic. The Intelligent Transportation System has been sep-
arated into generations due to its rising popularity, as well as the demands 
and improvements in transportation systems.(Qureshi & Abdullah, 2013).

Figure 1. A diagram highlighting the evolution of Intelligent Transportation 
System (ITS) infrastructure over time, from a minimal/no communication 

technology baseline to automated. ITS data acquisition systems for the average 
driver. The developments sit alongside a red exponential growth curve to convey 

the explosive growth of data generated by these new developments in ITS 
crowdsourcing technologies, emphasizing the need to design ITS crowdsourcing 

systems with scalability in mind(Lucic et al., 2020).

SOMALIA’S TRANSPORTATION SYSTEM 

Somalia's transportation system covers all types of transportation in 
the country. The transport infrastructure includes highways, airports, and 
seaports, as well as a variety of public and private types of vehicles, as well 
as maritime, aerial, and maritime transportation services. 

Roads: Those roads in Somalia are 21,830 km long. Currently, 2,757 
km (12%) of the roads are paved, 844 km (3,9%) are gravel, and 18,229 km 
(83.5%) are unpaved, according to 2010 data. As of May 2015, Puntland 
had 2,559 km of primary highways, 4,850 km of secondary roads, and 
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14,421 km of rural or feeder roads. According to the Puntland Ministry 
of Works and Transport, as of May 2015, there were more than 70,000 
registered automobiles in the region. In order to remain competitive on the 
country's road network, the Puntland Highway Authority (PHA) complet-
ed rehabilitation work on the key artery between Garowe and Galkayo in 
2012. This artery runs for 750 kilometers through the country's northern 
regions, including Bosaso, Galkayo, and Garowe. The transportation au-
thority has also undertaken a massive renovation and restoration project 
on the Garowe-Bosaso Highway since June 2012. Furthermore, in October 
2012, the principal arterial connecting Bosaso and Qardho was being ren-
ovated. Furthermore, plans are currently being developed for the construc-
tion of new roads enabling the littoral communities of the region to have 
access to the one of the country's major thoroughfares.

Aviation airports:This is a list of airports in Somalia, categorized ac-
cording to their location and accessibility. It is estimated that Somalia had 
62 airports as of 2012.Seven of these airports have asphalt runways, while 
one has paved runways. Four of the latter have runways that are longer 
than 3,047 meters, two that are between 2,438 and 3,047 meters, and one 
that is between 1,524 and 2,437 meters long. There are 55 airports with 
dirt runways. I believe there are at least three runways that are longer than 
3,047 meters; four that are longer than 2,438 meters but less than 3,047 
meters; twenty that are between 1,524 meters and 2,437 meters; 24 that 
are between 914 meters and 1,523 meters; and six that are shorter than 914 
meters.

In ports: There are various maritime transport infrastructures in and 
around the city of Somalia, which is the country's capital and boasts one 
of the longest coasts on mainland Africa. There are over 15 seaports in 
all. Mogadishu has several important ports, including Bosaso, Berbera, 
and Kismayo, all of which are on the coast. Las Khorey and Merca both 
have two jetty-class ports. Apart from Maydh, Lughaya, A&B, and Eyl, 
there are also a few minor ports you may be able to find in Aluula, Maydh, 
Lughaya, Eyl, Qandala, Hafun, Hobyo, Garacad, and El Maan in addition 
to the major ports.

Railroads: In the beginning, Somalia had only one railway line, which 
went from Mogadishu to Jowhar. To promote people movement, this rail-
way was known as Villaggio Duca degli Abruzzi at the time. This railway 
remained in use until the 1960sA railway of 114 kilometers was built by 
the colonial authorities of Italian Somaliland in the midst of the 1860's. 
The rail gauge was 950 mm (3 feet and 38 inches). During the British mil-
itary control of the territory in the 1940s, it was demolished. There were 
intentions to rehabilitate the railway in the late 1970s.
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RESULTS
Unfortunately, Somalia is one of the underdeveloped countries. When 

the transportation systems of Somalia are examined, it is seen that it is 
quite behind in terms of highways. Although In ports; there are various 
maritime transport infrastructures in and around the city of Somalia, 
which is the country's capital and boasts one of the longest coasts on main-
land Africa. For this GIS and ITS application can be used inports. Espe-
cially in the ship transportation in the port, arrangements can be made to 
save on damages and costs. This is acceptable for GIS and ITS applications 
as a starting point in Somalia. The results of the implementations by the 
decision makers can also be applied to other transportation networks with-
in the country. Training courses can be opened for manpower trained in 
the field of GIS and ITS. Knowledge is power. Using the right information 
correctly can always bring prosperity to the countries.
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INTRODUCTION

Stating that the coast is unique because it is where land and oceans 
meet may appear rather obvious, but it is a fact of great significance. The 
contrast between land and ocean may be dramatic where ocean swells 
crash against rock cliffs, or more gradual where tides ebb and flow over 
marshes. It is this interaction between marine and terrestrial environments 
that makes the coast unique – and uniquely challenging to manage (Kay 
& Alder, 2002).

Coastal area management aims to increase the environmental qual-
ity and to ensure sustainable development in coastal areas within the 
framework of a sustainable development approach and within the scope 
of preparation of the environmental management plan. Also, coastal area 
management is the determination of policy, strategy, program, and land 
use planning principles and implementation techniques within the frame-
work of environmental management mechanisms in these matters. 

The general aim of integrated coastal management in Turkey is to 
determine the current uses and effects of coastal areas, to provide an in-
tegrated policy and sound decision-making process covering all relevant 
sectors to promote the harmonious and balanced use of the coasts, to carry 
out protective and precautionary approaches on the coasts, to ensure the 
development of methods such as national resource and environmental ac-
counting reflecting the value changes that occur as a result of the use of 
marine areas, and to ensure that relevant individuals, groups and non-gov-
ernmental organizations have access to reliable data. 

Integrated coastal zone management (ICZM) operates in the critical 
zone where land and sea interact. It is a comprehensive system which both 
manages development and conserves natural resources. And while so do-
ing, ICZM integrates the concerns of all the stakeholders; i.e. the relevant 
economic sectors, governmental agencies, and societal interests (Clark, 
1997).

The integrated coastal area management studies aim to protect and 
control the marine environment in front of the coastline (Kapdaşlı, 1992).

To direct the expected developments in the coastal area in harmony 
with the environment, coastal planning targeting sustainable development 
is required. For the management of coastal areas to be sustainable, the 
system must be consistent and have administrative, social, and technical 
content in a way that will guide the practices. It is also necessary to make a 
strategy and plan for the legal, regulatory, economic, and public participa-
tion tools in administrative, social, and technical content and to put them 
into practice within the framework of study planning over time.

Oylum GÖKKURT BAKİ
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There are two main oppositions regarding coastal resources. The first 
is the necessity of using and, hence, consuming coastal resources for hu-
man benefit, and the second is the necessity of storing and protecting these 
resources for long-term uses. In many countries, these two oppositions 
have reached a critical stage, and coastal areas and resources have been 
irreparably damaged (World Bank, 1993; Gökkurt Baki, 2011). 

Since coastal areas are such important and valuable areas for Turkey, 
the present study mainly aimed to increase the capacity of local govern-
ment institutions by improving their knowledge and skills for integrated 
coastal management, to present the existing legal and institutional regu-
lations, and to reach an appropriate management system, to identify the 
deficiencies that prevent the effective implementation of the integrated 
coastal method in the management system, and to reveal the techniques 
that should be applied in administrative mechanisms and planning to en-
sure sustainability by revealing the current status in the management of 
coastal areas. 

Coast, Coastal Area, and Management Planning

The coast is an intersection of land and water. A coast should not be 
regarded only as a demarcation line between the sea and the land. Accept-
ing the coast as a narrow line can bring along various problems in coastal 
management. Because, a different view of the coast will mean that the pol-
icy, strategy, method, and tools to be used for the coast will also vary. The 
borders of the coast can be determined according to the natural structure 
of the coastal area, based only on physical criteria, and the areas under 
the influence of the sea or land environment can be evaluated within the 
concept by including the economic, social, political, administrative and 
planning criteria in terms of the area to be managed, as well as the natural 
characteristics of the coast. (Beatley et al., 1994; Kaypak, 2012). Coasts 
are the areas where all kinds of water sources such as rivers and lakes meet 
with the land, not just the sea. Coastal areas are very complex areas where 
many living and non-living things are located and interact with each other. 
Coasts can also be used as a shelter, tourism, industry, trade, education, 
food production, natural, and cultural resources. Coastal areas constitute 
the intersection of land and sea and have a highly variable natural struc-
ture, and are affected by almost all kinds of changes that occur in their 
vicinity. The fact that coastal areas are used for various purposes including 
providing living environments for all living things and people, unfortu-
nately in some cases serving as a warehouse where wastes are emptied, 
shows that the consequences of human activities in these areas are very 
severe. Therefore, coastal management is much more comprehensive than 
just coastal protection, or simply the regulation of the coastal environment. 
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Coastal management can be defined as providing the protection-use 
balance of the coasts, planning the precautionary and protective measures 
by considering the possible negative effects and potentials on the coasts 
in advance, planning the environmental changes in the coastal area, and 
taking immediate action against them with both technical, managerial and 
social factors. The main purpose of arranging coastal areas should be to 
transfer the natural and cultural values of the region and all its beauties 
to future generations and to rationally use these rich resources (Gökkurt 
Baki, 2011).

Coastal Management Planning and Technical Specifications

At the onset of the management and planning techniques for coastal 
areas, the desired objectives, policies and strategies should be planned. 
Accordingly, it is necessary to plan and arrange some administrative, so-
cial and technical titles and to work in an integrated manner with these 
titles (Figure 1). 

At the onset of coastal management, the management approach must 
be made with an integrated understanding, the responsibilities are shared 
with a multi-disciplinary working logic, and it is planned in a structure 
where coordination can be fully realized. Evaluating the dimensions of 
integration, it is necessary to provide geographical integration, time inte-
gration, sectoral integration, and political/institutional integration (Kap-
daşlı, 1992). With the integrations expected in these titles, the direction of 
sustainable techniques and planning is also revealed. 

Figure 1. General coastal management and planning techniques (modified from 
Kay & Alder, 2002)
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The management plan puts forward an institutional framework for its 
implementation and recommendations to decision-makers at the national 
and local levels for the sustainable use and protection of the coastal ecosys-
tem (Gökkurt Baki, 2011; DHKD-WWF, 1996). Urbanization and economic 
effects put pressure on coastal areas, leading to new environmental problems 
emerging or the existing problems changing in terms of quantity and quality. 
These small areas, where two-thirds of the world’s population (Agenda 21, 
1993) live, appear as the places where social, economic, and political rela-
tions are realized most vividly. When traditional solution methods became 
inadequate to solve these problems, new solutions emerged on a world scale 
and integrated coastal management aims to strengthen sustainable man-
agement in coastal areas as a dynamic, multi-disciplinary and interactive 
process. Also, integrated coastal management includes processes such as 
information collection, ecological-based planning, decision-making, man-
agement, and monitoring of implementation and practice. Integrated coastal 
management describes all uses of coastal areas and the planning process. 
Integration is realized in different dimensions. Vertical integration can be 
between public institutions, and local, regional, and national administrative 
authorities. Horizontal integration takes place across sectors. This is how the 
integration between public institutions and non-governmental organizations 
or between social, natural, and engineering sciences, coastal, and marine 
managers takes place. International integration describes the international 
coordination that becomes mandatory when the problem areas are located 
within the borders of two different countries. Regional integration means 
that the central government takes the lead for solutions to domestic or for-
eign regional problems (Kaypak, 2012). As seen in the types of integrat-
ed coastal zone management, when sustainable management and planning 
techniques are applied, a management mechanism in accordance with the 
integrated coastal zone management logic will also be adopted. Thus, the 
balance of environmental, economic, social, cultural, and recreational goals 
will be achieved in the long run. 

Administrative mechanisms

In the management of coastal areas, it is necessary to deal with the is-
sue from many perspectives. Among these perspectives, it is necessary to 
examine the policies and legislation, which are included in the administra-
tive mechanisms. Important legal and administrative practices including 
policy, legislation, directives, zoning plans and status will be discussed 
under this title. 

Ownership in coastal and marine areas is quite complex. Ownership 
status and responsible management units in the existing coastal and sea 
areas in these areas where there are many officials and representatives are 
given in the Table 1.
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Table 1. Ownership and responsible management units in coastal and marine 
areas (Cicin-Sain & Knetch, 1998)

Offshore 
land areas

Land areas 
adjacent to the 
coast

Sea areas 
adjacent to 
the coast

Offshore 
areas of the 
sea

Open seas

Ownership Private Public/Private Public in 
general

Public in 
general

Public in 
general

Management 
level

Local or 
Regional

A Mixture 
of National, 
Regional and 
Local

A Mixture 
of National, 
Regional and 
Local

National in 
General

National in 
General

Working 
subjects of 
management 
units

Multi-
purpose 
institutions

Multi-purpose 
institutions

Single-
purpose 
institutions

Single-
purpose 
institutions

Single-
purpose 
institutions

Coastal Legislation in Turkey

An important step in the development of coastal legislation was taken 
with the 1982 Constitution and the coasts were constitutionally guaranteed 
with Article 43 of the Constitution. The article in the Social and Economic 
Rights and Duties section; “The coasts are under the rule and disposal of 
the state. In making use of the shores of seas, lakes, and streams and the 
coastlines surrounding the shores of seas and lakes, the public interest is 
primarily considered. The depth of the coasts and coastlines according to 
their intended use and the possibilities and conditions for people to ben-
efit from these places are regulated by law. (Turkish Constitution, 1982; 
Yalçınkaya, 2021).

The first legal regulation regarding the planning and construction in 
the sea, lake, and river coasts in Turkey and the coastlines that are under 
the influence of these places and are the continuation of these places, was 
added to the Zoning Law No. 6785 with the Law No. 6785 dated 11.7.1972. 
Thus, coastal areas have been included in the zoning scheme. 

There are provisions related to coasts in many law texts, especially the 
1982 Constitution and Coastal Law No. 3621. The primary purpose of the 
state’s savings on coasts can be expressed as “public interest” within the 
framework supported by the legislation. However, in the processes carried 
out for the realization of the purpose of public interest, the existence of 
immovables owned by the people who own property in the coastal region 
within the scope of property law is a reality that should be taken into ac-
count (Yalçınkaya, 2021). 

The Coastal Law No. 3086, which came into force after being pub-
lished in the Official Gazette dated 01.12.1984 and numbered 18592, is 
a first in terms of being a law that collects regulations about the coast. 
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The relevant law states a minimum of 10-meter-wide coastline in the sea, 
natural and artificial lakes and stream and zoning planned areas, and a 
minimum of 30-meter-wide coastline in other places (Eke, 1995; Sesli & 
Akyol, 1999; Yalçınkaya, 2021).

The purpose of the Coastal Law No. 3621 published in the Official 
Gazette dated 17.4.1990 and numbered 20495 and the Implementation 
Regulation published in the Official Gazette dated 3.8.1990 and numbered 
20594 is to preserve the natural and cultural characteristics of the sea, a 
natural and artificial lake and river shores and the coastlines that are under 
the influence of these places and are the continuation of these places, to 
determine the principles of protection and use for the public benefit, which 
is open to the benefit of the society, and to cover the regulations on the sea, 
natural and artificial lakes and river coasts, and the coastlines surrounding 
the shores of seas and lakes, and the principles of the possibilities and con-
ditions of benefiting from these places for the public benefit. This law is 
an important step in making a clear and precise definition of coastal areas, 
specifying the means to protect these areas with methods related to their 
use, and determining the limits of physical changes that can be made in 
coastal areas. 

Law No. 3830, Implementation Regulation of this law published in the 
Official Gazette dated 13.10.1992 and numbered 21374, amendments to the 
said law and regulation published in the Official Gazette dated 30.3.1994 
and numbered 21890 and dated 27.7.1996 and numbered 22709. Also, the 
most important feature of the Regulation on the Implementation of the 
Coastal Law published in 2004 is to determine the principles of protection 
and use for the public benefit, open to the benefit of the society, by taking 
into account the natural and cultural characteristics of the sea, natural-ar-
tificial lake and river coasts and the coastlines that are under the influence 
of these places and are the continuation of these places (Ministry of Public 
Works and Settlement, 1993). 

Different institutions are authorized within the framework of many 
laws containing regulations on coasts (Table 2). Authorized institutions re-
lated to coastal areas in Turkey and the legal basis of these institutions are 
given in the Table. This is an indication that the authority for the coasts is 
not gathered on one hand, since different institutions are authorized about 
the coasts within the framework of the relevant legislation.
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Table 2. Authorized institutions related to coastal areas in Turkey and the legal 
basis of these institutions

Ministry of Internal Affairs (Coast Guard Command Law, Municipality Law)

Ministry of Treasury and Finance (Expropriation Law) 
Ministry of Public Works and Settlement (Coastal Law, Zoning Law, Law 

on Building Inspection)

Ministry of Transport, Maritime Affairs and Communications (Ports Law)

Ministry of Environment, Urbanization and Climate Change 
(Environmental Law, EIA Regulation, Zoning Law, Coastal Law, Regulation on 
the Implementation of Coastal Law, National Parks Law, Building Supervision 
Law, Bosphorus Law)

Ministry of Transport and Infrastructure (Ports Law)

Ministry of Agriculture and Forestry (National Parks Law, Forest Law, 
Law on the Principles of Emergency Response and Compensation of Damages 
in Pollution of the Marine Environment with Petroleum and Other Harmful 
Substances, Fisheries Law)

Ministry of Culture and Tourism (Cultural and Natural Heritage Protection 
Law, Tourism Promotion Law)

Special Provincial Administrations (Coastal Law, Regulation on the 
Implementation of Coastal Law)

Metropolitan Municipalities (Metropolitan Municipality Law, Law on 
Building Inspection)

Municipalities (Municipal Law, Law on Building Inspection)

Coastal areas are within the scope of various legal regulations. In Tur-
key, there are many legal regulations that directly or indirectly concern 
coastal areas. This may sometimes also be the reason for the confusion of 
authority in the coastal area, and accordingly, some problems in the coast-
al areas are not resolved in the long term. 

Zoning status and plans

Development plans in the coastal area are the planning of the econom-
ic and social activities carried out in the coastal and marine areas and the 
ways of benefiting from the coastal areas. These plans should be prepared 
with a long-term perspective, and be created by considering not only the 
current use of the coasts but also the future uses. To prepare such a plan, 
firstly, research is carried out on the coastal environment and utilization 
forms, usage zoning is conducted, new forms of utilization are envisaged, 
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and arrangements are made to facilitate the access and use of the coast and 
sea by the people (Gökkurt Baki, 2011).

One of the most important titles of the administrative mechanisms 
applied for this purpose is “zoning plans”. 

Zoning has also come into common use for allocating publicly owned 
resources. Zoning serves two main purposes in coastal conservation: 

(1) regulatory - for regulatory programs to designate certain areas for 
particular uses, and 

(2) custodial - for nature reserves, to sub-divide them into particular 
use allocation zones (e.g. diving, nature study, fishing, protection of breed-
ing areas) (Clark, 1997).

In general, zoning plans include the purposes of preserving natural 
beauties, planning practices for eliminating environmental impacts as a 
result of urbanization and industrialization, and arranging urbanization 
according to a modern and sustainable plan and program. Also, it aims to 
ensure that the structures allowed on the coasts under the legislation are 
built under a certain plan. Zoning planning in coastal areas is important in 
terms of determining the current and future use of these areas and creating 
conditions suitable for the usage requirements of the current legal status of 
the coasts and coastlines. In this case, to get the expected efficiency from 
coastal planning, the planning should take all environmental impacts into 
account as a precautionary measure, be socially acceptable, be compatible 
with the economic structure, have an architectural and technical aspect, 
and contain legally appropriate qualifications.  

Social Factors

It is known that the management of coastal areas is policies that should 
be carried out in a sustainable and integrated manner. Another of these 
policy titles is social requirements and their regulation and harmonization 
with all environmental, economic, technical, and managerial mechanisms 
in the management of coastal areas. 

In the management of coastal areas, it will be possible to provide sus-
tainable management at a local scale by including all “local” collaborators 
in an integrated manner and also by creating management plans for social 
and economic goals. Because each region has its local problems and prior-
ities. Therefore, it is recommended to make plans for local problems rather 
than general and route planning. 

Raising people’s living standards is an important requirement for 
sustainable coastal areas management that all partners that provide and 
improve nature, people, and the requirements for life are determined cor-
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rectly and take all decisions together. 

There are five common principles in the development of communi-
ty-based management (Drijver and Sajise, 1993; Kay & Alder, 2002) (Ta-
ble 3).

Table 3. Common principles in developing community-based management 

Characteristics Developing Community-based managament

Process approach
Managers and stakeholders agree on overall objectives, 
and then develop ideas and activities step-by-step towards 
achieving these objectives.

Participation
All relevant public institutions and organizations 
authorized with the subject should take joint and 
sustainable decisions.

Conservation and 
sustainable use

Sustainable planning needs to be socioeconomically 
acceptable. For this, it must be developed jointly with all 
sectors of the society and a consensus must be achieved.

Linkages Between local management prescriptions, and regional or 
national level policies and strategies. 

Incentive packages

There are an integral part of any community-based 
management programme. Stakeholders must perceive 
some benefit from participating in the planning and 
management of an area. 

A community-based management programme has a number of com-
ponents: community organization, education, civil society organizations 
involvement, social benefits, government support and institution building 
(Kay & Alder, 2002). 

Capacity Building

Integrated coastal management, in effect, represents a new paradigm 
of management for the managers, and a new way of thinking and educat-
ing for the scientists. The principle of capacity building, one of the key 
factors for sustainable coastal area management, is one that can overcome 
implementation problems in long term. This involves raising awareness, 
participation and increasing capacity (Gökkurt Baki, 2017).  “Capacity 
building” is a central concept in Agenda 21 and in other UNCED agree-
ments. As defined by the UN Development Programme (UNDP) and the 
UN Division of Law of the Sea (UNDOALOS) in 1994, “Capacity building 
involves human resource development, the development of organizations 
and promoting the emergence of an overall policy environment conducive 
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to the generation of appropriate responses to emerging needs” (Cicin-Sain 
&Knetch, 1998; UNDP/UNDOALOS, 1994). The components that should 
be in capacity increase programs are given in the Table 4.

Capacity building efforts thus need to be made in two areas: 

1) to re-orient existing managers of ocean and coastal areas toward a 
more holistic perspective of understanding the interrelationships that exist 
among multiple human use activities in coastal areas and their ecological 
impacts and, 

2) to train and educate a cadre of coastal professionals in a multi-
disciplinary manner emphasizing the inter-relationships among multiple 
human activities, and natural and physical processes in the coastal zone 
(Gökkurt Baki & Bat, 2015).

Table 4. Components that should be in capacity building programs (modified 
from Kay & Alder, 2002; CLBS, 2011; Gökkurt Baki & Bat, 2015)

Capacity building 
group Tools Aim

Human capacity Education Addressess the 
preparation of the 
required coasytal actors 
and focus on building an 
individual’s knowledge.

Training

Professional development

Institutional capacity Policy development

Improving institutional 
arrangements for coastal 
management. 

Legislative change
Restructing
Communication
Marketing
Education
Training of professionals 
(govenrments, business, 
non-governmental groups, 
Information dissemination
Database management

Research Data collection and analysis
Database management
Results dissemination

Professional trainers must be employed in the training of professional 
teams for the sustainable and integrated management of coastal areas. The 
training of trainers must be carried out by professionals and experts. 
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Recreation and tourism management

Coastal tourism, together with its sand, sea, and sun features, is con-
sidered one of the fastest-growing areas of current tourism. To create a 
safe, durable, and attractive coastal environment with clean water and 
healthy coastal habitats, a well-managed sustainable coastal tourism needs 
to be developed (Figure 2; Figure 3). Integrated coastal zone management 
is a viable approach to best achieve this goal.

  
Figure 2. Images of coastal recreational area (original)

Sustainable coastal tourism should include the following statements;

	Sustainable coastal management practices,

	Drinking water, air, and healthy coastal ecosystems,

Figure 3. Image of uncontrolled discharges in the coastal area (original)

	Ensuring adequate levels of safety for safe swimming and oth-
er recreational water uses by managing coastal hazards such as erosion, 
storms and floods includes beach restoration efforts that emphasize recrea-
tional and attractive values, and committed policies to protect wildlife and 
habitats (Coastlearn, 2009).
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Technical aspects

Environmental Impact Assessment

Coastal ecosystems provide numerous services that benefit humans 
and their communities, including physical protection from natural events, 
maintenance of species habitat, carbon storage, and recreational opportu-
nities (Comisión Europea, 2009). 

“Environmental Impact Assessment (EIA) is a process by which the 
impacts of a proposal (whether as a policy, management plan or intended 
development) are identified early on in the decision-making process, so 
that these considerations are taken into account in the desing and approval 
of the proposal.”(Kay & Alder, 2002). 

The goal of taking protective and precautionary approaches on the 
coasts, included in the logic of environmental impact assessment is of 
great importance. Under the principle of sustainable development, deter-
mining the environmental effects of structuring in coastal areas and ana-
lyzing the results to decide on new measures is one of the basic practices 
of contemporary coastal management (Kapdaşlı et al., 1997). Although 
there is no coastal-specific environmental impact assessment, the gener-
ally applied environmental impact assessments are also valid for coastal 
areas. However, various tools including land use planning, sectoral devel-
opment planning, environmental impact assessment, specially protected 
areas, coastal law, restrictions, and penalties have been used for a long 
time concerning coastal management, but the desired results cannot be 
achieved. Accordingly, the efficacy of these tools in practice should be 
increased (Kaypak, 2012). 

Various methods used in environmental impact assessment: 

	- Regarding the effects of various situations, a checklist for a quick 
assessment. 

	-Key patterns, indicating the effects of proposed activities on var-
ious environmental factors. 

	- The creation of models that obtain quantitative values to carry 
out more detailed studies using a database and to determine the environ-
mental impacts (Rakıcı, 2008).

The primary way to reduce all environmental impacts and human-in-
duced pressures on coastal areas is to adopt ecosystem-based manage-
ment. Accordingly, some titles and possible implementations are summa-
rized below. 

The working framework of ecosystem-based management for coastal 
zones can be summarized as follows: 
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(1) Delineation of the management boundary, including both determi-
nation of the management area in the coastal zone and identification of the 
range and types of ecosystems and related stakeholders,

(2) Setting of management goals based on management needs and 
functions of coastal ecosystems,

(3) Assessment of coastal ecosystems, involving a comprehensive as-
sessment of coastal ecosystems, which should be carried out at a range of 
temporal and spatial scales, 

(4) Formulation of management strategies and actions based on com-
prehensive assessment and analysis of varying scenarios for coastal eco-
systems, 

(5) Implementation of coastal zone ecocsystem-based management 
actions through engagement of stakeholders,

(6) Monitoring and assessment of coastal zone ecocsystem-based 
management processes, focussing on the evaluation of the effectiveness of 
the ecosystem-based management plan, 

(7) Promoting adaptive adjustment, including changes that are likely 
to improve the likelihood of successful management in future (Yuan et al., 
2014).

Risk management

Increasing developments in coastal areas are putting the people living 
here, their property, flora, and fauna at great risk. Especially, a vulner-
able situation arises for disasters such as floods, landslides, and tanker 
accidents. For example, earthquakes are an important coastal risk for the 
Mediterranean region. On the Black Sea coast, erosion constitutes a coast-
al risk. Factors that may pose an ecological risk in coastal areas are given 
in the Table 5. 

To reduce the effects and risk of occurrence of natural disasters, these 
hazards should be evaluated in advance and managed by taking them un-
der control. The standard "environmental risk management" strategy iden-
tifies what could go wrong and lists the most serious damage. It examines 
the probability of these events occurring, how long these disasters can be 
tolerated if they happen, how these disasters can be prevented, mitigated, 
or controlled, they can be predicted and planned.

The most appropriate policy option is realized. It evaluates the effica-
cy of the selected risk mitigation method.  

Risk assessment should be a standard part of integrated coastal zone 
project assessments (Coastlearn, 2009).
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Table 5. Factors that may pose an ecological risk in coastal areas (adapted from 
Yanes et al., 2019) 

Factor High value assessment factor for 
ecological risk in coastal areas

Uncontrolled pollution 
effects (solid waste and other 
environmental problems)

All solid wastes negatively affect the coastal 
area. Especially inorganic solid wastes (metal, 
plastic, glass and all hazardous wastes) are the 
ones that negatively affect the coastal area.

Over-urbanization
It is one of the most important and permanent 
problems arising from the lack of planning and 
management in coastal cities.

Land use changes Changes in land use have significant effects on 
coastal ecosystem. 

Coastal erosion and 
sedimentation

Antropogenic activities that generate coastal 
erosion and sedimentation (Yanes et al., 2019)

Species diversity

Deltas and lagoons are very important in terms 
of invasive species diversity in the coastal area. 
In addition, these areas are important in terms of 
oxygen production and water quality.

Vulnerability

Intense land uses and unplanned urbanization 
on the coasts and confusion of authority create 
security vulnerability in coastal areas and 
ecosystems.

The titles based on UNESCO, 2006 reference the damages and eco-
logical risks that may occur during the use of coastal areas are as follows; 
(adjusted from UNESCO, 2006; Yanes et al., 2019). 

These are; eutrophication, habitat loss or fragmentation, hypoxia, af-
fectation of the water column, bottom disturbance, introduction of exotic 
species, changes in regimes, implications of endangered species or critical 
habitats, alterations in turbidity, loss of landscape integrity, productivity 
affects, affections on more sensitive species, deterioration of environmen-
tal quality, impairment of coastal edge integrity, changes in biodiversity, 
changes in sediments, overfishing—accidental catch—return of fish to the 
sea, changes in the composition of communities, effects on trophic struc-
ture, health effects on populations, habitat degradation.

Economic analysis (Benefit-cost analysis)

Coastal zones are vital economic hubs in terms of settlement, indus-
try, agriculture, trade and tourism, as well as being of great environmental 
significance (Yuan et al., 2014).

Difficulty in applying economic techniques to evaluate investments 
with nature values; nature values are difficult to describe in currency. 
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Also, the features of coastal systems are not always fully understood. The 
positive or negative effects (benefit and cost) of one activity on another can 
be neglected. Some economic sectors in coastal cities are given in Table 6.

Table 6. Examples of some economic sectors located in coastal cities (Sorensen 
& McCreary, 1990; Clark, 1996)

Sectors that generally belong to 
coastal areas

Sectors that are not in the coastal area 
but affect the coasts

Navy and other national defense 
operations

Forestry

Port and harbor development Fish and wildlife management
Shipping and navigation Parks and recreation
Recreational boating and harbors Water pollution control (Deep See 

Discharge)
Commercial and recreational fishing Energy generation
Mariculture Transportation
Tourism
Marine and coastal research
Shoreline erosion control
Housing
Mining
Industrial development
Uncontrolled agriculture

As an example of techniques that can be used in economic evaluation: 

	benefit/cost analysis: In this analysis, discounted earnings and 
costs are compared. For a development to sustain, the gains must exceed 
the costs. 

 lowest cost analysis: earnings are not taken into account in this 
analysis. This method is used when earnings cannot be determined or 
there are no significant differences between alternative earnings. In this 
case, considering the discounted costs, the alternative with the lowest pos-
sible cost is taken into account (Coastlearn, 2009).

CONCLUSION 

The main purpose of coastal management and planning is to make 
the life of people, as well as all living things, sustainable, and to meet the 
needs and wishes of all living things. There is a lack of reliable data to 
meet the need for spatial data for the application of sustainable techniques 
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in coastal zone management and planning, and this deficiency is still ex-
perienced and continues to be a problem for scientists and subject experts. 
Access to an accessible and reliable data bank is very important for the 
sustainable management and planning of coastal areas and the healthy im-
plementation of necessary techniques. 

In the management of coastal areas, it will be possible to ensure sus-
tainability in the planning of coastal areas by creating plans with approach-
es that will emphasize administrative, environmental, economic, and so-
cial factors. Thus, it will be possible to protect the resources in coastal 
areas and ensure the continuity of the ecosystem. 

While determining the problems and solutions of coastal areas, rote 
understanding should be avoided and local problems should be determined. 
All levels of government within a country should be involved in coastal 
management and planning. Local problems of each area may vary. These 
differences mean that there will be a need for different solutions. Also, if 
the coastal area problems are of international and/or regional dimensions, 
the logic of integration can reach international dimensions and regional 
dimensions within or outside the country. 

Increasing the capacity is very important for the sustainable use of 
coasts. There are two ways to do this. This is in the form of personal and 
institutional-based capacity building. In particular, increasing the capacity 
at the institutional level, in other words, the training of trainers, should be 
carried out with a professional team. 

Traditional management plans and practices should be avoided on 
the coasts. In the management of coastal areas, comprehensive and eco-
system-based management planning should be adopted immediately and 
coastal management units should be established for implementation. Be-
cause they are both ecologically and economically important areas.

Coastal areas fall under the application area of various legal regula-
tions and there are many legal regulations that directly or indirectly con-
cern coastal areas in Turkey. Since legal regulations are within the juris-
diction of various institutions, confusion may arise among the authorities 
in coastal areas. 

This study will be a guide for managers who are in the decision-mak-
ing process in the complex and multi-disciplinary management of coastal 
areas. It is thought that the arrangements to be made in the titles specified 
in the study will guide the sustainable management of coastal areas. 
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1. INTRODUCTION 

In heat transfer experiments, it is often very difficult to determine 
the heat transfer coefficient if the temperature changes rapidly over a small 
region. Such measurements may contain a high rate of wall-transmission 
errors. Precise temperature measurement in such complex geometries or 
flows requires high technology. New methods have been developed in 
recent years in order to save both money and time during the 
measurements. One of them is naphthalene sublimation technique based 
on mass transfer technique. 

The impinging jet technique, in which mass transfer measurements 
are frequently and successfully applied, is very useful in terms of providing 
a high and controlled local heat/mass transfer coefficient, and many 
processes such as heating, cooling and drying can be carried out effectively 
by impinging jets. Applications of this technique are seen in high 
temperature gas turbine cooling system, cooling of electronic components, 
drying of wood, textile, paper, film industry, glass processing applications 
and industrial food processing. 

The best known mass transfer method is undoubtedly naphthalene 
sublimation technique. In this technique, the heat transfer coefficient is 
determined by utilizing the analogy between mass transfer and heat 
transfer. With this method, even the most intricate geometries can be 
measured. For example, thanks to this technique, measurements can be 
made easily on the inner surface of a pipe, at the edge of a hole, at the end 
corners of a surface, or in the recesses and protrusions. 

This book chapter, which aims to find the heat transfer based on 
the mass transfer caused by the sublimation of naphthalene, consists of 5 
sections. In the second part, which follows the first part of the introduction, 
literature research, general introduction of naphthalene sublimation 
technique and its applications, as well as heat-mass transfer analogy are 
explained. In the third section, the experimental study and the calculation 
method are introduced. In the fourth section, the experimental results are 
presented. Finally, the results are evaluated in the fifth section. 

2. LITERATURE SURVEY 

Impinging air jets have high heat and mass transfer capabilities. 
Therefore, they are used in many applications such as drying paper, textile 
and ink, tempering glass, hardening of metals, cooling of electronic 
devices, cooling of turbine blades. However, constantly developing 
technology and increasing demands create a desire to increase the already 
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high heat and mass transfer even higher. However, the increasing value of 
energy day by day necessitates this increase with the minimum possible 
cost. Therefore, many experimental and numerical studies have been done 
and are being done on this topic. 

Surface average heat/mass transfer in impinging jet systems is very 
important especially in cooling, heating and drying processes. For this 
reason, it is necessary to obtain experimental data on the surface average 
mass transfer coefficient and to determine whether the jet is used or not. It 
is important to develop the mass transfer relationship on the surfaces. In 
this study, the determination of the heat transfer coefficient in impinging 
jets was carried out by the naphthalene sublimation technique based on the 
mass transfer method. Since, it is a very broad subject the literature review 
of impinging jets is limited to studies using mass transfer techniques, 
especially the well-known naphthalene sublimation technique. 

Solak (2017) has been examined the mass transfer that occurs 
when the jet immersed in a jet cell is impinged on a surface positioned at 
different angles. The local mass transfer coefficients on the impact surface 
were determined by using the electrochemical confining diffusion current 
technique. It was determined that the mass transfer measurements 
performed on the impact surface reached a maximum value around the jet 
stagnation point. Sara et al. (2008) described the mass transfer that occurs 
when a liquid jet is impinged on a rotating surface. The mass transfer 
coefficients were measured by using the electrochemical confining 
diffusion current technique. Arzutug's (2003) study covers an analysis on 
mass transfer between the surface and the rotating jet impinging in a cell. 
The mass transfer measurements were made with a circular tube jet and it 
was determined that the mass transfer coefficients gave a maximum around 
the stopping point. A detailed mass transfer study was also done by 
Arzutug and Yapici (2009). Local mass transfer coefficients were obtained 
using the electrochemical limit diffusion current technique. It has been 
determined that the peak Sherwood values at the impact point increase with 
the Reynolds number. Feroz and Prasad (2006) presented experimental 
results regarding the mass transfer coefficient in the impact region of the 
assembly consisting of multiple jets. The relationship between the nozzle 
diameter width and the mass transfer coefficient was investigated. Mass 
transfer increases with nozzle width; The height of the nozzle decreases 
with increasing surface area and electrode size. Chen et al. (1998) 
experimentally investigated the mass transfer that would occur with a 
single impinging air jet. In the study, the air coming out of a circular cross-
section jet was again blown onto a circular flat surface. The number of 
Sherwoods, which increased in proportion to the number of revolutions 
until a certain period, started to climb after a certain period by disrupting 
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its linearity. Pekdemir and Davies (1998) experimentally investigated the 
drying of a rotating cylinder surface with a rectangular jet. Photo-
evaporative technique developed by Pekdemir was used in the study. 
According to this technique, the surface is covered with chromatographic 
paper and the color change due to wetness is infrared observed under 
(infrared) light. It is concluded that the optimum jet-to-target surface 
distance shifts from 4 to 8 as the jet Reynolds number increases. Rhe et al. 
(2003) conducted an experimental study on heat and mass transfer in 
multiple jets. At the end of the study, it was reported that for low jet-to-jet 
values, counter-current effects on heat and mass transfer are dominant, and 
an increase in local heat and mass transfer coefficients at the impact points 
occurs at these specified distances. Hong et al. (2009) experimentally 
investigated the heat and mass transfer to be created by the impinging air 
jet in the duct. The results obtained from the study are briefly as follows; 
at H/D = 6, for both output configurations, the average Sherwood number 
obtained when the duct is placed horizontally on the rotating table is 
significantly reduced relative to that when placed perpendicular to the 
stationary and rotating table.  

The naphthalene sublimation technique has been widely used in 
various experiments since the 1950s. The experiments aim to find the 
average and local mass transfer at the surface. Average coefficients are 
weighed and local coefficients are measured by measuring the depth with 
special devices. For complex geometries under desired boundary 
conditions, we can obtain detailed information about mass transfer through 
local measurements. The geometry of test specimens can be shapes that are 
easy to cast and measure, such as a flat plate, circular or rectangular 
cylinder. In the experiments conducted in recent years, local measurements 
are made in detail in curved shapes such as turbine blades (Chen and 
Goldstein, 1992) and in difficult geometries such as in-hole surface. The 
mass transfer of circular discs (Sporrow and Geiger, 1985) and square or 
rectangular plates at rest at various angles can be studied. Goldstein and 
Cho (1995) examined the naphthalene sublimation technique in detail. In 
the study, general information such as the physical properties of 
naphthalene and its diffusion in the air are given, and then the application 
of the technique is presented in detail. In the study, information about many 
naphthalene sublimation applications made in the literature is also given. 
In addition, limitations in the use of this technique have been stated and 
recommendations have been made about the places where it will be used. 
Goldstein et al. (1985) investigated the heat transfer of a protruding 
cylinder placed perpendicular to the axis on a naphthalene coated flat plate. 
While simulating heat-mass transfer, they took the naphthalene vapor 
density in the free stream to zero and created a constant density boundary 
condition on the surface. This is similar to the constant temperature 

boundary condition in heat transfer. Russ and Beer (1997) investigated the 
heat transfer and flow field on the inner surface of a sinusoidal curved pipe. 
Since there is mutual symmetry from the axis, half of the pipe is taken. 
This piece is covered with naphthalene by casting method. A computer-
controlled micrometer-level moving table scanned the sinusoidal surface 
to measure depth. Local Sherwood numbers were determined by using the 
data obtained. Nusselt number variation could be determined by using the 
appropriate analogy. Cho et al. (1997) determined the mass/heat transfer 
occurring around and inside a simple hole drilled on a flat plate using 
naphthalene sublimation technique. In the study, local and average 
Sherwood numbers were found for different angles of the hole. Jets form 
the wide range of uses of naphthalene sublimation technique. In the 
experimental study conducted by Sparrow and Lovell (1980), mass transfer 
was measured by striking a circular air jet on a naphthalene surface at right 
and oblique angles, and the heat transfer rate was passed with an 
appropriate analogy. The change of the jet tilt angle has displaced the 
stagnation point. It was observed that the maximum heat and mass transfer 
rate was not highly sensitive to the jet inclination angle. Sparrow and Wong 
(1975) investigated the impact of an initially laminar fully developed slit 
jet onto a water and airtight unbounded plane plate using the naphthalene 
sublimation technique. Ward and Mahmood (1982), in an experimental 
study on turbulent rotating and impinging jets, investigated the mass and 
heat transfer rates of rotating air jets striking a flat plane perpendicularly. 
Mass transfer data were determined using naphthalene evaporation 
(sublimation) technique as a thin film. Chilton-Calburn analogy was used 
to determine the heat transfer rates by using mass transfer. The 
applicability of this analogy to jet impact systems has been determined by 
studies. Popiel and Baguslowski (1988) studied the flow patterns of 
heat/mass transfer formed by the circular jet hitting a flat surface. The mass 
transfer coefficient formed in the radial direction was measured using the 
naphthalene sublimation technique. As a result of the study, flow 
characteristics, radial distribution of mass transfer, mass transfer 
measurements at stopping point and correlations are given. Chen et al. 
(1998) used naphthalene sublimation technique in their experimental study 
to investigate the heat (mass) transfer of the circular jet striking the rotating 
disk. As a result of the experiments, it was found that; heat (mass) transfer 
is divided into three regions; impact-dominated region, mixing region, and 
rotation-dominant region. Kataoka and Mizushina (1974) investigated the 
effect of free current turbulence on the local heat transfer rate in an 
impinging circular jet using the electrochemical confining diffusion 
current technique. As can be seen from the literature review, the 
naphthalene sublimation technique has proven to be an excellent method 
for obtaining heat transfer results (Goldstein and Cho, 1995).  
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Many researchers using the technique have argued that the mass 
transfer process can be established with cleaner boundary conditions and 
that it can be studied more easily and more accurately than the related heat 
transfer process (Sparrow et al., 1985). 

3. NAPHTHALENE SUBLIMATION TECHNIQUE  

3.1. What is Naphthalene? 

 Naphthalene is a bright crystalline white compound with its own 
specific odor. It has an organic structure and belongs to the aromatic 
compounds class of organic chemistry. The structure of naphthalene is 
cyclic. Naphthalene is obtained from coal tar by a special method called 
sublimation. There is plenty of naphthalene in the tar separated from the 
raw gas while producing gas. Compounds such as naphthol, 
naphthylamine, naphthoquinone derived from naphthalene serve to obtain 
dyestuffs.  

Naphthalene is insoluble in water, cold alcohol, but soluble in hot 
alcohol and ether. It has sublimation feature. Picric forms a solid 
compound with acid. The melting point of this compound is 151°C. By 
utilizing this reaction, naphthalene is characterized. Since the smell of 
naphthalene is repellent to moths, it is used to protect woolen goods. 
Naphthalene has a poisonous effect on the eyes.  

3.2. What is Sublimation? 

Sublimation is the transformation of a solid into a vapor state 
without going into a liquid state, or, conversely, the transition of a gaseous 
material from liquefying to a solid state. This process can be done at normal 
atmospheric pressure or vacuum. The basis of this process is the 
equalization of the vapor pressure to the atmospheric pressure before 
reaching the melting point as a result of heating the solid material. If a 
compound with a melting point under normal atmospheric pressure is 
desired to be sublimated, this can be done in a low pressure environment. 
To do this, first find the vapor pressure of the compound at the moment of 
its melting point. The substance can then sublimate if the working pressure 
is applied below the vapor pressure at this melting point. 

There is no liquid state in sublimation. Dry ice (solid carbon 
dioxide), naphthalene, iodine, arsenic, and camphor are examples of 
sublimating substances. Sublimation is a process that takes place by taking 
heat. The force of attraction between the particles of subliming substances 
is weak. Therefore, they go directly from the solid state to the gas state. 
Since the structure of the substance does not change in the sublimation 
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event, the event is a physical change. Open air pressure is important in 
sublimation. By reducing the air pressure, the sublimation rate is increased. 
Sublimation is used to purify some substances in closed containers. 

The odor removers we use in the toilets are the naphthalene 
sublimation substances we use to prevent our clothes from getting 
mothballs. We feel that naphthalene or deodorizers decrease over time and 
emit odor, but we do not see the liquid form of these substances. The reason 
for this is sublimation. Snow and ice sublime, albeit slightly. Laundry hung 
out to dry in winter is provided to dry even though they are frozen. The 
direct conversion of gaseous matter to solid is called deposition. Defrosting 
is the opposite of sublimation. Especially in the winter months, icing 
occurs on the windows of the cars. The water vapor in the air is directly 
converted to ice.  

One of the most important applications of sublimation is vacuum 
freeze drying. Some substances that deteriorate when dried with normal 
techniques are placed in a vacuum chamber and cooled slightly below the 
triple point temperature of the liquid to be removed by drying. The frozen 
liquid (usually ice) sublimes and leaves the substance. The resulting steam 
is either pumped out of the vacuum chamber or refrozen. A common 
process in stage effects is the production of artificial smoke or fog with 
solid carbon dioxide (dry ice). Since the triple point pressure is above 
atmospheric pressure, carbon dioxide evaporates before reaching its 
melting point and does not liquefy at atmospheric pressure. The vapor that 
comes out of dry ice by sublimation, because it is very cold, causes the 
water vapor in the air to condense by giving fog. The most common 
example of sublimation is the gradual disappearance of falling snow, 
although the temperature does not drop to 0 C.  

3.3. Properties of Naphthalene 

The naphthalene sublimation technique let us to obtain very 
accurate measurements and is very advantageous in obtaining boundary 
conditions compared to the heat transfer method. However, the success of 
this method depends on the correct determination of naphthalene 
properties. The properties are given in Table 1. 

 

 

 

 



264 . Abdullah BINGOL, Nevin CELIK, Ihsan DAGTEKIN

Table 1 Properties of naphthalene (Goldstein ve Cho, 1995) 

    Explanation Unit 

Chemical formula C10H8  

Molecular mass 128.17 kg/mol 

Melting point 80.2 C 

Normal boiling point (Pair  = 1.01325 bar) 217.993 C 

Freezing point (Pair  = 1.01325 bar) 80.285 C 

Triple temperature point 80.28 C 

Critic temperature 472.5 C 

Sublimation enthalpy  70.36 kJ/mol 

Liquid density (Pair  = 1.01325 bar, Tair = 80.23 C) 

   “         “          (Pair  = 1.01325 bar, Tair = 120 C)     

   “         “          (Pair  = 1.01325 bar, Tair = 130 C)     

0.978 

0.946 

0.938 

kg /m3  

“ 

“ 

Critic pressure 40.51 Bar 

Critic volume 413x10-6 M3/mol 

Solid density (at 20 C) 1175.0 kg/m3 

Solid thermal conductivity 0.333 W/m-K 

 Air properties of naphthalene are given in Table 2.  

 

Table 2 Properties of naphthalene vapor in the air (Ambrose vd., 1975) 

T (K) Pv (Pa), (napth.)   x 106 (m2/s) Dnapth  x 106 (m2/s) Sc (napth.-air) 

290 4.918 14.811 6.455 2.290 

295 8.206 15.268 6.671 2.284 

300 13.434 15.731 6.891 2.278 

305 21.604 16.200 7.115 2.272 
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Schmidt number and the diffusion coefficient of naphthalene in air 
and are calculated by various researchers. The diffusion coefficient of 
naphthalene in air was estimated as the average of 0.066 to 0.0702 values 
at 298.16 K (Goldstein and Cho, 1995). Thus, the diffusion coefficient was 
found to be 0.0681. As a result, the most generally accepted correlations 
for diffusion coefficient and Schmidt number are as follows: 

𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ = 0.0681 ( 𝑇𝑇
298.16)

1.93
(1.013𝑥𝑥105

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎
)   𝑐𝑐𝑐𝑐2/𝑠𝑠                                       (1) 

𝑛𝑛𝑎𝑎𝑎𝑎 = 0.1556 ( 𝑇𝑇
298.16)

1.7774
(1.013𝑥𝑥105

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎
)    𝑐𝑐𝑐𝑐2/𝑠𝑠                                  (2) 

𝑆𝑆𝑐𝑐 = 2.28 ( 𝑇𝑇
298.16)

−0.1526
                                                                            (3) 

In all three of the empirical correlations given here, pressures are 
calculated in Pascal and temperatures in Kelvin. 

3.4. Application of Naphthalene Sublimation Technique 

The naphthalene surfaces used in the studies where naphthalene 
sublimation technique is applied are generally seen as naphthalene coated 
surfaces. Naphthalene coating on test samples includes machining, 
dipping, spraying, casting, or a combination of these processes. Let's take 
a brief look at these methods. 

Machining: In this method, test samples are obtained from 
naphthalene blocks obtained by casting or dipping using milling machine 
or something similar. Our effort is to obtain a large number of products of 
the same type and to ensure that the samples are smooth. There is a 
difference between samples from casting and samples that are out of 
production. 

Immersion: This method is perhaps the easiest of all methods. 
Coating is done by immersing the test piece in a liquid naphthalene 
furnace. Alternatively, you can dye a test sample with liquid naphthalene. 
However, with this method we could be reproducible and problems such 
as uniformity of thickness arise. You can see the immersion especially in 
thin fin applications. 

Spraying: A substrate is formed by spraying molten naphthalene 
using the spraying method. The coating is a thin layer approximately 
0.015-0.115 mm thick. The spray coating process is more suitable for 
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complex geometries. However, obtaining smooth enough surfaces to make 
local measurements is difficult in this technique. 

Pouring: The pouring method is the most known and most 
convenient method. This method is simple and can be successfully 
repeated. The most important point in this method is that the mold surface 
should be very smooth and polished very well.  

3.5. Measurements 

There are two ways for measuring the mass transfer rate. These are 
the weighing method, which is used to measure the average transfer 
coefficients, and the local measurement method, which is used to measure 
the local coefficients and requires the use of a special measuring device. 

An average coefficient is obtained by weighing the test sample 
before and after measurement. This method requires a high precision scale. 
In the weighing method, the natural convection is lower than the local 
measurements during the measurement. Because the measurement time is 
as short as 5 seconds.  

In order to detect the natural convection losses, an experiment 
including all process steps should be performed. However, natural 
convection losses from measurement, installation, assembly and 
disassembly, re-measurements are included in the losses on the measuring 
table. Natural convection losses are determined experimentally as the test 
sample is removed from the measuring table.  

3.6.  Heat-Mass Transfer Analogy (Analogue) 

Mass transfer by convection can be defined as the transfer of mass 
between a surface and a moving fluid. We know from heat transfer that; If 
the hot fluid close to the surface is removed and replaced with a colder 
fluid, the fluid movement significantly affects the heat transfer. Similarly, 
if the high-concentration fluid near the surface is removed and replaced 
with a lower-concentration fluid, fluid motion significantly affects mass 
transfer. 

The basis of mass transfer is understood together with the analogy 
between the heat and mass transfer processes. Dimensional analysis on the 
equations describing the heat and mass transfer processes shows that 
equations of the same formula can be obtained for geometrically similar 
structures and similar boundary conditions. It is concluded that there is a 
simple relationship between the Sherwood number describing the mass 
transfer process and the Nusselt number describing the heat transfer 
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process. The boundary condition for mass transfer experiments 
corresponds to an isothermal surface for the similar heat transfer problem. 
Both the non-dimensionalized concentration difference profile and the 
mass transfer coefficient remain constant in the fully developed region. 
This is similar to the fact that the friction and heat transfer coefficients 
remain constant in the fully developed region. 

4. EXPERIMENTAL STUDY 

4.1. The Experimental Setup 

The schematic view of the experimental setup is given in Fig. 1. 
The experimental setup essentially consists of a round soap-shaped 
naphthalene placed on a precision balance placed on a simple tripod setup 
and a heated air jet impinged on it. Solid naphthalene was obtained by the 
casting method. This process is essentially nothing but filling and 
solidifying molten naphthalene into a circular cross-section mold.  

During the melting process, a sufficient amount of naphthalene 
powder was kept with an electric heater until it liquefied. The liquefied 
naphthalene was removed from the heater and after a short wait, that is, 
when the temperature of the liquid naphthalene was 70 – 80 °C, the molten 
naphthalene was put into the mold under the condition of room 
temperature. Casting at high temperature (>80 °C) causes bubbles to form 
on the naphthalene surface and turns the naphthalene color into a dark 
color. Low temperature (< 60 °C) causes the formation of traces in the form 
of waves on the surface during casting. 

The mean mass transfer coefficient is obtained by weighing the 
sample before and after the test. High resolution scales are required for this 
method. The natural sublimation that occurs during measurement should 
also be taken into account. High resolution scales currently available have 
limited weight capacity that they can measure. The weight of the sample 
may be limited in some cases by the limited weight capacity of the scale. 
In this study, naphthalene molds with a mass of 20 g were used and mass 
measurements were carried out with a RADWAG brand WTC 2000 coded 
balance with 200 gr / 0.01 gr measurement accuracy. 

A special hot air fan is prepared to obtain hot air flow. In the heater 
fan, which was prepared based on the working principle of a hair dryer, the 
internal apparatus of the hair dryer, which operates with a 2000 W heater, 
has 3 different power and 3 different speed settings. A heater unit is 
mounted on one end of a long pipe, which is long enough to provide a fully 
developed hydrodynamic flow, while a narrow mouth nozzle is attached to 
the other end to form a flow jet. 
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The vertical pipe to which the heating unit is connected is 
connected to the adjustable stand with the help of a clamp. This stand 
actually consists of a second bar pipe connected to the upper bar of the 
serum carrier stand used in hospitals at an angle of 90°. At the end of the 
second pipe connected by welding, the heating unit was connected with a 
clamp and the verticality of the position was checked with a spirit level 
(Fig. 2).  

The inner diameter of the pipe, through which hot air is passed, is 
6 cm long and 32D, i.e. 192 cm, was chosen to obtain a fully developed 
hydrodynamic flow. Narrowed orifices of various diameters were used to 
create a jet stream to the pipe outlet. The constricted half-cone inserted to 
obtain the jet flow. D = 3 cm was chosen as the jet outlet diameter. The 
narrow mouth nozzle formed is given as dimensionless diameter ratio (d/D 
= 0.5). 

 

 

 

Fig. 1 Setup 
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a) b) c) 

 

Fig 2. a) Hot jet equipment; b) smooth pipe c) carrier mechanism 

 

In the experimental setup described in detail above, first of all, the 
average outlet temperature and velocities of the hot air in the free state were 
determined at the jet outlet without the naphthalene hitting the surface. Air 
velocity was measured as average velocity with a brand anemometer. The 
flow velocity sent by the heated fan unit to the pipe was measured as Uj= 
8 m/s, 15 m/s and 22 m/s, from low to high, in 3 different stages of the hot 
air jet, respectively. Thus, the Reynolds number could be determined at the 
jet exit. The same anemometer also gives the average outlet temperature of 
the current. For verification purposes, temperature measurements were 
taken at the jet exit with the help of a datalogger and thermocouples 
installed in the laboratory, and since the results were compatible, the values 
in the anemometer were taken as basis. Accordingly, the air temperatures 
in the 3 stages coming out of the hair dryer were recorded as Tj= 30 C, 55 
C and 80 C. Ambient temperature and pressure were continuously 
determined by the pressure and temperature sensors on the datalogger. It 
was observed that the average ambient temperature was 25 C and the 
ambient pressure was around 0.98 atm and the values did not change. 
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4.2. Data Reduction  

  In the experimental study, the mass of the naphthalene block, 
which was placed properly in the container on the precision balance, was 
recorded before the air was blown. Hot air was blown onto the naphthalene 
surface for a certain period of time by keeping the time with a stopwatch. 
There was a mass change during the impact, but the exact value was taken 
as soon as the fan was turned off so that the air weight would not affect it. 
The difference was calculated as the lost mass, and the mass flux was found 
by dividing the time. The experiment was repeated in a similar way for 
each speed, temperature and nozzle diameter change. Measured mass 
differences, or in other words mass transfer, are due to heat transfer that 
develops in the system. Therefore, starting from the analogy between heat-
mass transfers, the average heat transfer is obtained in terms of Nusselt 
number with the calculation method given in the following section. The 
mass transfer data obtained were obtained in terms of heat transfer with the 
help of heat-mass transfer simulation (analogue). In section 2.9, it was 
explained that there is a relationship between the Sherwood number, 
known as the dimensionless number of mass transfer and depends on the 
Reynolds number and the Schmidt number, and the Nusselt number 
depends on the Reynolds number and Prandtl number. From this point of 
view, a functional expression can be formed between the Sherwood 
number and the Nusselt number. In order to establish this relationship, let's 
first recall the transport equations of the constant-property stream. 

Energy equation: 

𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷 = 1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝜕𝜕

𝜕𝜕�̂�𝑥𝑖𝑖
[[1 + 𝛼𝛼


𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑡𝑡

] 𝜕𝜕𝐷𝐷
𝜕𝜕�̂�𝑥𝑖𝑖

]                                                             (4) 

The turbulence Prandtl number is a function of the following parameters: 

𝑃𝑃𝑃𝑃𝑡𝑡 = 𝑓𝑓(𝑅𝑅𝑅𝑅, 𝑃𝑃𝑃𝑃,  𝑥𝑥𝑖𝑖)                                             (5) 

In heat convection, velocity and momentum in the thermal boundary layers 
and the relative humidity magnitudes of heat diffusion are expressed as the 
dimensionless Prandtl number. The local Nusselt number is functionally 
written as: 

𝑁𝑁𝑁𝑁 = 𝑓𝑓(𝑅𝑅𝑅𝑅, 𝑃𝑃𝑃𝑃,  𝑥𝑥𝑖𝑖)                           (6) 

Diffusion equation for two and single phases systems (mass 
transfer): 
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𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷 = 1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝜕𝜕

𝜕𝜕�̂�𝑥𝑖𝑖
[[1 + 𝛼𝛼


𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑡𝑡

] 𝜕𝜕𝐷𝐷
𝜕𝜕�̂�𝑥𝑖𝑖

]                                                          (7) 

The local Sherwood number can be written functionally as: 

𝑆𝑆ℎ = 𝑓𝑓(𝑅𝑅𝑅𝑅, 𝑆𝑆𝑆𝑆,  𝑥𝑥𝑖𝑖)              (8) 

Here, it would be useful to make a brief explanation about the Sherwwod 
number. As seen in the formula, the Sherwood number is equal to the 
dimensionless concentration gradient at the surface and is a measure of the 
mass transfer by convection at the surface. The Sherwood number 
performs the same function as the Nusselt number in the thermal boundary 
layer. 

As can be seen, the heat and mass transfer equations have similar 
expressions. Therefore, if the boundary conditions are similar for the given 
geometry, Nu and Sh have similar solutions as seen in Eq. (6) and Eq. (8) 
when Pr and Prt numbers are equal to Sc and Sct numbers, respectively. 
The heat transfer results obtained from the experiments are also found with 
empirical equations: 

𝑁𝑁𝑁𝑁 = 𝑆𝑆𝑅𝑅𝑅𝑅𝐷𝐷𝑃𝑃𝑃𝑃𝑛𝑛                (9) 

According to the heat and ass transfer analogy:  

 𝑆𝑆ℎ = 𝑆𝑆𝑅𝑅𝑅𝑅𝐷𝐷𝑆𝑆𝑆𝑆𝑛𝑛                (10) 

It can also be shown as follows:  

 𝑁𝑁𝑁𝑁
𝑅𝑅ℎ = (𝑃𝑃𝑃𝑃

𝑅𝑅𝑅𝑅)
𝑛𝑛

                                       (11) 

Here, the n exponent was found in the experimental equations in the range 
of 1/3 to 0.4 (1/3 in flow over a flat plate in laminar flow). If Prt = Sct, the 
relation is valid for turbulent flow as well as for laminar flow. However, 
as the flow patterns change, the number of n will also change. 

In a naphthalene sublimation test to determine the local and average 
heat transfer, the calculation technique in its simplest form is as follows: 
firstly, if local measurement can be made and the sublimation depths on 
naphthalene surfaces can be precisely measured; These sublimation depths 
are used to find the mass transfer coefficient. For this, first of all, the heat 
transfer coefficient should be remembered as follows: 



272 . Abdullah BINGOL, Nevin CELIK, Ihsan DAGTEKIN

ℎ = 𝑞𝑞𝑤𝑤
𝑇𝑇𝑤𝑤−𝑇𝑇∞

                                                                                              (12) 

hence local mass transfer coefficient is:  

𝐾𝐾𝑥𝑥 = �̇�𝑚
𝜌𝜌𝑣𝑣,𝑤𝑤 −𝜌𝜌𝑣𝑣,∞ 

= 𝜌𝜌𝑠𝑠(𝛿𝛿𝑧𝑧/𝛿𝛿𝜏𝜏)
𝜌𝜌𝑣𝑣,𝑤𝑤 

 (for local)                                                                 (13.a) 

Average (mean) mass transfer coefficient: 

𝐾𝐾𝑚𝑚 = 𝛿𝛿𝑚𝑚/𝛿𝛿𝜏𝜏
𝜌𝜌𝑣𝑣,𝑤𝑤 

   (for average)                                    (13.b) 

where v, = 0 is the vapor density of naphthalene at free flow. Hence:  

𝐾𝐾𝑚𝑚 = �̇�𝑚
𝜌𝜌𝑣𝑣,𝑤𝑤 

                                                                                           (13.c) 

In the comparison between Eq. (12) and Eq. (13.a), it is seen that; 
the terms h, qw and (Tw-T) in heat transfer mechanism respectively 
correspond to K, and (𝜌𝜌𝑣𝑣,𝑤𝑤 − 𝜌𝜌𝑣𝑣,∞ ) in mass transfer mechanism. The 
vapor density of naphthalene is determined by 

𝜌𝜌𝑣𝑣,𝑤𝑤 = 𝑃𝑃𝑣𝑣,𝑤𝑤/𝑅𝑅𝑇𝑇𝑤𝑤                                                                                          (14) 

Sherwood number depends on the mass transfer coefficient, 
diffusion coefficient and characteristic length. Since the geometry of the 
characteristic length impinging jet is circular, the jet exit diameter will be 
taken as “d” here. 

𝑆𝑆ℎ = 𝐾𝐾𝑚𝑚𝑑𝑑
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ

                                                                  (15) 

Here, the Stanton number, which is the mass transfer coefficient, removes 
the uncertainty of the diffusion coefficient. For average measurements of 
the Stanton number with a mass transfer coefficient: 

𝑆𝑆𝑆𝑆𝑚𝑚 = 𝑆𝑆ℎ
𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 = ℎ𝑚𝑚

𝑈𝑈∞
                (16) 

However, here the Schmidt number comes into play in the heat and mass 
transfer analogy. The Schmidt number is the ratio of the momentum and 
mass dissipation coefficients, expressed as: 

𝑆𝑆𝑆𝑆 = 𝑛𝑛𝑎𝑎𝑎𝑎
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ

                                                                                            (17) 
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As it will be remembered from the formula expansion, the Schmidt number 
is similar to the Prandtl. 

𝑆𝑆ℎ
𝑁𝑁𝑁𝑁 = g(𝑆𝑆𝑆𝑆)

𝑔𝑔(𝑃𝑃𝑃𝑃)                                                                                                                               (18) 

Sherwood number can be shown as a parameter of Schmidt number:  

𝑆𝑆ℎ = 𝐾𝐾𝑚𝑚𝑑𝑑
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ

= 𝐾𝐾𝑚𝑚𝑑𝑑
𝑛𝑛𝑎𝑎𝑎𝑎

𝑛𝑛𝑎𝑎𝑎𝑎
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ

= 𝐾𝐾𝑚𝑚𝑑𝑑
𝑛𝑛𝑎𝑎𝑎𝑎

𝑆𝑆𝑆𝑆                                                                   (19) 

Similarly, Nusselt number can be written as:   

𝑁𝑁𝑁𝑁 = ℎ𝑚𝑚 𝑑𝑑
𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎

                                                                                                                                (20)   
If Eq.(19) and Eq.(20) are rearranged, then 

𝐾𝐾𝑚𝑚𝑑𝑑
𝑛𝑛𝑎𝑎𝑎𝑎

𝑆𝑆𝑆𝑆
ℎ𝑚𝑚𝑑𝑑
𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎

= 𝑔𝑔(𝑆𝑆𝑆𝑆)
𝑔𝑔(𝑃𝑃𝑃𝑃)                                                                                                                        (21) 

Considering that the exponent of the Prandtl number in the empirical 
relations predicted for the Nusselt number is also valid for the Schmidt 
number, let's write the following analogy: 

g(Sc) = Sc0.333,   g(Pr) = Pr0.333                                                                                                (22) 

𝐾𝐾𝑚𝑚 𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎
ℎ𝑚𝑚𝑛𝑛𝑎𝑎𝑎𝑎

= (𝑆𝑆𝑆𝑆
𝑃𝑃𝑃𝑃)

0.333 1
𝑆𝑆𝑆𝑆                                                                                                                   (23) 

ℎ𝑚𝑚 = 𝐾𝐾𝑚𝑚 𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎

(𝑆𝑆𝑆𝑆
𝑃𝑃𝑎𝑎)

0.333 1
𝑆𝑆𝑆𝑆𝑛𝑛𝑎𝑎𝑎𝑎

                                                                                                                        (24) 

𝑁𝑁𝑁𝑁 = 𝐾𝐾𝑚𝑚 𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎

(𝑆𝑆𝑆𝑆
𝑃𝑃𝑎𝑎)

0.333 1
𝑆𝑆𝑆𝑆𝑛𝑛𝑎𝑎𝑎𝑎

𝑑𝑑
𝑘𝑘𝑛𝑛𝑎𝑎𝑎𝑎

                                                                                           (25)                                                                   

5. EXPERIMENTAL RESULTS 

5.1. Sherwood and Nusselt Numbers 

The presentation of the test results will be made together with the 
explanations of the calculated values. Thus, it will be understood more 
clearly which result is obtained and how. Before starting the experiments, 
the Reynolds number of the jets should be calculated. 



274 . Abdullah BINGOL, Nevin CELIK, Ihsan DAGTEKIN

𝑅𝑅𝑅𝑅 = 𝑈𝑈𝑗𝑗𝑑𝑑
𝑎𝑎𝑎𝑎𝑎𝑎

                                                                                                                               (26) 

Here, jet exit velocities were measured at three different values as Uj = 8, 
15 and 22 m/s. Jet outlet diameter is d = 0.03 m. The viscosity of the air 
was calculated with the help of the Eq.(2): 

 𝑎𝑎𝑎𝑎𝑎𝑎 = 0.1556 ( 𝑇𝑇
298.16)

1.7774
(1.013𝑥𝑥105

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎
)    𝑐𝑐𝑐𝑐2/𝑠𝑠           

All experiments were completed on the same day, without changing 
the laboratory conditions. During the experiments, the temperature of the 
ambient air was measured as T= 25 C. The temperature Tj of the jet stream 
sprayed into the naphthalene mold was measured as 30 C, 55 C and 80 C 
as mentioned before. In this case, the temperature that affects the viscosity 
of naphthalene and even the naphthalene sublimation coefficient is actually 
the mean temperature (Tb=(T∞+Tj)/2). The ambient pressure remained 
constant at Patm = 0.98 atm. The pressure and temperature values were 
replaced in Eq. (2), and the viscosity in cm2/s was found and then converted 
to m2/s. 

Table 3 shows the calculation of Reynolds numbers found by taking 
Eq. (2) into account. As it can be seen from the table, since the temperature 
of Tb changes, the changing viscosity value has changed the Re number 
considerably. 

Table 3 Reynolds numbers 

Jet velocity  

Uj (m/s) 

 

Jet 
diameter 

d (m) 

 

Bulk 
Temperature   

Tb (K) 

Pressure  

Patm (Pa) 

 

Viscosity   

air (m2/s) 

 

Re number 

 

 

8 0.03 303.16 99298.5 1.61884E-05 14825.3891 

15 0.03 303.16 99299.5 1.61883E-05 27797.8844 

22 0.03 303.16 99300.5 1.61881E-05 40770.6411 

8 0.03 328.16 99298.5 1.86368E-05 12877.7239 

15 0.03 328.16 99299.5 1.86366E-05 24145.9755 

22 0.03 328.16 99300.5 1.86365E-05 35414.454 
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8 0.03 353.16 99298.5 2.12347E-05 11302.2569 

15 0.03 353.16 99299.5 2.12345E-05 21191.945 

22 0.03 353.16 99300.5 2.12343E-05 31081.8324 

 

For mass loss measurement, sublimation was calculated by 
considering the mass differences of the samples weighed before and after 
the experiment and the time elapsed during this time. Let's rewrite the Eq. 
(13.c) clearly: 

𝐾𝐾𝑚𝑚 = ( ∆m
∆𝑡𝑡 𝜌𝜌𝑣𝑣,𝑤𝑤 

)                                                                      

where ∆m represents the difference in naphthalene amounts measured 
before and after the experiment, in other words, the amount of sublimated 
naphthalene. Δt represents the time elapsed during sublimation, ρ(v,w) 
represents the density of naphthalene gas on the surface. To calculate 
ρ(v,w), the ideal gas equation given by Eq. (14) is used or it is obtained from 
experimental measurements. Say, if the mass flow rate is divided by the 
volume flow rate, the residual density will be. The volumetric flow rate is 
equal to the product of the jet velocity and the surface area of the 
naphthalene mold. 

The sequence of operations to calculate the mass transfer coefficient Km is 
as follows: 

  �̇�𝑚 = (∆𝑚𝑚𝑠𝑠
∆𝑡𝑡𝑠𝑠

)     �̇�𝑄 = 𝑈𝑈𝑗𝑗𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡ℎ     𝑣𝑣,𝑤𝑤  = (�̇�𝑚
�̇�𝑄 )   𝐾𝐾𝑚𝑚 = ( ṁ

𝜌𝜌𝑣𝑣,𝑤𝑤  
)                                                                                                                  

The mass transfer coefficient Km from naphthalene mold was found. The 
Sherwood number is calculated by substituting the km value in Eq. (15). 

 𝑆𝑆ℎ = ( 𝐾𝐾𝑚𝑚 𝑑𝑑
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ

)                                                                                                                  

It should be remembered that the naphthalene diffusion coefficient in the 
Sh number was found with the help of the empirical equation given in Dnapth 
Eq. (1). 

𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡ℎ = 0.0681 ( 𝑇𝑇
298.16)

1.93
(1.013𝑥𝑥105

𝑃𝑃𝑛𝑛𝑛𝑛𝑚𝑚
)   𝑐𝑐𝑚𝑚2/𝑠𝑠                                
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In Table 4, the steps to find the Sh number and the obtained values are given 
for all Tb values. Each measurement time was taken as 120 s. A total of 9 
experiments were carried out, each experiment was carried out with a new 
mothball mold, which was poured beforehand and kept in the refrigerator 
without sublimation. Thus, sublimation due to natural convection was 
carried out only in 1 s when the mold is weighed without hitting the jet, 120 
s when the jet is dipped, and 1 s when the final temperature is weighed 
again, i.e. 122 s. According to the information obtained from the literature, 
122 s is not a high time period for natural convection and the result is the 
most more than 0.5%. Therefore, natural convection loss is neglected. 

 

Table 4 Mass Transfer coefficient, diffusion coefficient, and Sherwood 
numbers 

Loss 
mass 

ms (kg) 

 

Time  

t (s) 

 

 

Mass 
Flowrate  

�̇�𝑚 (kg/s) 

 

Volumetric 
flowrate 

�̇�𝑄 (m3/s) 

 

Naphthalene 
density 

v,w (kg/m3) 

 

Mass 
Transfer 

coefficient 
Km (m/s) 

Naphthalene 
diffusion 

coefficient  

Dnapth  (m2/s) 

Sherwood 
number  

Sh 

 

0.00130 120 1.017 E-05 0.050868 0.00021313 0.050868 7.105E-06 214.842 

0.00376 120 0.00003138 0.0953775 0.00032901 0.0953775 7.108E-06 402.834 

0.00545 120 4.543 E-05 0.139887 0.00032496 0.139887 7.101E-06 590.830 

0.00314 120 2.621 E-05 0.050868 0.0005153 0.050868 8.282E-06 184.375 

0.00567 120 0.0000473 0.0953775 0.00049592 0.0953775 8.276E-06 345.707 

0.00712 120 5.935 E-05 0.139887 0.00042429 0.139887 8.275E-06 507.042 

0.00488 120 0.00004074 0.050868 0.0008009 0.050868 9.581E-06 160.015 

0.00678 120 5.656 E-05 0.0953775 0.00059307 0.0953775 9.531E-06 300.032 

0.00904 120 7.538 E-05 0.139887 0.00053887 0.139887 9.536E-06 440.229 

Based on the Sherwood number, the Schmidt number, the heat 
transfer coefficient hm and then the Nusselt number are found and given in 
Table 5. 

𝑆𝑆𝑆𝑆 = 𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎
𝐾𝐾𝑚𝑚𝑑𝑑          ℎ𝑚𝑚 = 𝐾𝐾𝑚𝑚 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎

(𝑆𝑆𝑆𝑆
𝑃𝑃𝑎𝑎)

0.333 1
𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎

            𝑁𝑁𝑁𝑁 = 𝐾𝐾𝑚𝑚 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎

(𝑆𝑆𝑆𝑆
𝑃𝑃𝑎𝑎)

0.333 1
𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎

𝑑𝑑
𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎

                                          



 . 277Research & Reviews in Engineering 

Here, the thermal conductivity of kair is found from the tables. The Prandtl 
number is 0.701 for air.  

 

Table 5 Schmidt numbers, heat transfer coefficients and Nusselt numbers 

Sc hm (W/m2K) Nu 

2.24578594 97.60975155 146.4146273 

2.24578594 183.0201273 274.5301909 

2.24578594 268.4322232 402.6483348 

2.07201626 86.04416443 129.0662466 

2.07201626 161.334433 242.0016495 

2.07201626 236.626218 354.9393271 

1.92781752 76.49158699 114.7373805 

1.92781752 143.42317 215.1347549 

1.92781752 210.356101 315.5341515 

 

5.2. Graphical Presentations 

In this section, the mass transfer results and the heat transfer results 
obtained by analogy will be evaluated graphically. In Figs. 3, 4 and 5, the 
calculated Nusselt number versus Sherwood numbers are presented for the 
jet exit temperatures of 30 C, 55 C and 80 C respectively (H/D = 2). In 
Fig. 6, the three mentioned graphs are shown in a single graph. In Fig. 7 
Schmidt number versus Sherwood number for H/D= 2 is plotted.  
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Fig. 3 Nusselt number versus Sherwood number for Tj = 30 C, H/D = 2 

 

 

Fig. 4 Nusselt versus Sherwood for Tj = 55 , H/D = 2  
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Fig. 5 Nusselt versus Sherwood for Tj = 80 , H/D = 2  
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Fig. 6 Nusselt number versus Sherwood number for H/D= 2  
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Fig. 7 Schmidt number versus Sherwood number for H/D= 2  

 

In Fig. 8, for H/D = 4, the Nusselt number and the Sherwood 
number are shown on two separate vertical axes, and the variation of both 
depending on the similar Reynolds number is compared. As can be seen, as 
the change in jet exit temperature increased, mass transfer and heat transfer 
increased at the same rate. Increasing the Reynolds number, on the other 
hand, increased both mass transfer and heat transfer. Although the Nusselt 
number and the Sherwood number have never been exactly the same 
numerically, the change trends, increase-decrease rates have always 
progressed similarly. Similar to the Fig. 8, the Nusselt number and the 
Sherwood number with respect to Reynolds number is presented for H/D = 
6 and H/D = 10 respectively in Fig. 9 and Fig. 10. 

 

 

Fig. 8 Nusselt number and Sherwood number versus Reynolds number for 
H/D= 4  
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Fig. 9 Nusselt number and Sherwood number versus Reynolds number for 
H/D= 6  

 

 

Fig. 10 Nusselt number and Sherwood number versus Reynolds number 
for H/D= 10 
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