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1. Introduction

Non-linear loads that increasing use of with the development of 
technology, caused disorders in the sinusoidal form of current and voltage 
signals. Non-linear waveform contains harmonic components. These 
harmonic components occur in integer multiples of the main components 
(50 Hz), such as 150Hz, 250Hz, 350Hz and 750Hz are the 3rd 5th, 7th,.., and 
15th harmonic components of a 50Hz fundamental waveform. Harmonic 
distortion is generally caused by a nonlinear waveform in electrical power 
systems networks. Harmonic components in the power system will cause 
in the following hazards at electricity networks:

•	 Overheating in power lines.

•	 Resonance in power systems.

•	 Shortening of life transformers and electrical devices.

•	 Drilling of the compensation capacitor.

•	 Protective devices in power systems open timeless due to the 
harmonic components.

•	 Parasites in communication facilities.

Converters, rectifiers and frequency drives are used in power 
electronics. They are the most important sources of harmonic sources. 
Today, renewable energy sources have great importance in power system. 
These systems do not have hazards to the environment. In contrast, they 
are environment friendly. DC/AC converter and inverter are used in these 
systems Converters and inverters are accomplished by power transistors. 

During the production, transmission and distribution of electrical 
energy, it is desired that the waveform of current and voltage magnitudes 
be in sinusoidal form. This condition is one of the main factors that 
determine the quality of electrical energy. However, for many reasons, 
these fundamental sizes lose their basic properties, causing unwanted 
harmonics to occur in the system.  Harmonic components disrupt the 
sinusoidal current and voltage waveforms. These waves are called non-
sinusoidal waves. The non-linear wave consists of the basic component 
and sinusoidal waves. Non-sinusoidal waves are expressed in terms of 
fundamental component and other harmonic components with the help of 
Fourier analysis.

Also most electronic power supply switching circuits such as rectifiers, 
silicon controlled rectifier (SCR’s), power transistors, power converters 
and other such solid state switches which cut and chop the power supplies 
sinusoidal waveform to control motor power, or to convert the sinusoidal 
AC supply to DC. Theses switching circuits tend to draw current only at 
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the peak values of the AC supply and since the switching current waveform 
is non-sinusoidal the resulting load current is said to contain harmonics.

Harmonic components in electrical facilities; they cause additional 
energy losses, additional voltage drops, resonance events in the power 
system, low power factor, and consumer low quality energy. Especially AC/ 
DC converters are an important harmonic source in electrical installations. 
The six-pulse controlled rectifier effectively contains 5th, 7th, 11th, 13th 
harmonic components. The principle diagram of the power system is as 
given in Fig. 1.

Fig.1. Principle scheme of the power system containing non-linear elements

The harmonic distortion observed in the electrical systems is gradually 
increasing due to the power electronics-based converters, the use of 
uninterrupted power supplies with their choppers and their application 
areas, and the resulting harmonic components cause the energy quality to 
decrease. As a result of increased harmonic distortion, they damage the 
devices and cause power losses. Harmonic components are expressed 
in the power system as exactly multiples of the fundamental frequency. 
Frequency of harmonic components is found from equation (1).
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Where, n is the degree of harmonic component, f1 is basic component. 
According to equation (1), the third harmonic component is calculated 
as f3 = 150 Hz, the fifth harmonic component, f5 = 250Hz The six-pulse 
controlled rectifier effectively contains 5th, 7th, 11th, 13th harmonic 
components. Non-linear characteristic elements cause serious harmonic 
pollution in power systems and decrease the quality of the energy given to 
the consumer.  To ensure reliable and stable operation of the power system, 
non-linear elements or harmonic components produced by non-sinusoidal 
sources should be determined. 

In power systems,  passive filters  are used to suppress harmonic 
currents and decrease voltage distortion appearing in sensitive parts of 
the system. A passive filter component is a combination of capacitors and 
inductors that are tuned to resonate at a single frequency, or through a 
band of frequencies. In power systems, passive filters are used to suppress 
harmonic currents and decrease voltage distortion appearing in sensitive 
parts of the system. A  passive filter  component is a combination of 
capacitors and inductors that are tuned to resonate at a single frequency, or 
through a band of frequencies. 

2.  Modeling and analysis of the power system

In electrical power systems, harmonic distortion often affects the 
entire system at great distances from the original sources. Harmonics 
components are pollution in power systems. As the use of static converters 
and non-linear elements in energy systems, this pollution rate increases 
day by day.  As a result, harmonic distortion for current or voltage also 
increases.

The purpose of passive filters is to determine the L and C values that 
will resonate at the harmonic component frequency that is desired to be 
destroyed. For each harmonic component, a separate filter arm should be 
placed to resonate that component. Passive filters can be adjusted to the 
frequency that makes inductive and capacitive reactance equal to each 
other. The quality factor Q determines the setting acuity. Depending on the 
Q factor, the filter is either high pass or low pass. Filter calculations are 
made by making use of the power formula to be compensated. Reactive 
power value required for compensation in power system;

Where Cos φ1  pre-compensation power factor, Cos φ2 power factor 
after compensation, P the active power of the power system.  The most 
used method for compensation of power systems is compensation made 
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with passive filters. Distribution of reactive power to passive filters;

Where, Qfh, reactive power of the “h” harmonic component, QKom is 
the reactive power required for compensation in the power system, Ih the 
amplitude of the “h” harmonic current component, ∑Ih shows the sum of 
harmonic currents. As a result of non-linear loads in the power system, 
the additional loss and total harmonic distortion (THD) values reach high 
values.Total harmonic distortion for current, 

    					   

It is defined as the ratio of the effective values of the harmonic 
components to the main component effective value. It is usually expressed 
as a percentage. This value is a measure of the deviation of the non-linear 
waveform from the sine waveform. The amount of waveform distortion 
present giving a complex waveform its distinctive shape is directly 
related to the frequencies and magnitudes of the most dominant harmonic 
components whose harmonic frequency is multiples (whole integers) of 
the fundamental frequency. The most dominant harmonic components are 
the low order harmonics from 2nd to the 19th with the triplens being the 
worst. The principle diagram of the power system is as given in Fig. 2.

Fig.2. Simulink equivalent of power system (before filtering) 
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Before filtering, the total harmonic distortion was measured as 9,517%. 
These value is high and exceed the limit values specified in the standards. 
In this book, power quality indices are analyzed for an industrial three 
phase full wave controlled rectifier as a non-linear load. The amplitudes 
of the harmonic currents and voltages are inversely proportional to their 
order, and as the order gets larger, the harmonic amplitude decreases.

Harmonic components currents flow from the harmonic source to 
the lowest impedance in the power system. The impedance seen by the 
harmonic current source is the impedance of the system source impedance 
and other loads connected in parallel to the system. The principle diagram 
of three phase full wave controlled rectifier is given in Fig. 3.

Fig. 3 Three-phase full-wave controlled rectifier and  input current waveform

Fig. 3 shows the controlled rectifier circuit and the input current 
waveform. Fourier series for the controlled rectifier as follows:
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is found. In short, harmonics are undesirable quantities in energy 
systems, as they affect all elements in the system. The forms of non-
sinusoidal waves consist of the sum of other sinusoidal waves with different 
frequency and amplitude. Sinusoidal waves other than the basic wave are 
called "harmonic components". The graph of the nonlinear load current is 
as given in Fig. 4.
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Fig. 4. Non-linear characteristic load current waveform

Power electronics-based choppers, transformers and inverters used 
in power systems are harmonic sources. Because of their operating 
characteristics, deviations occur in the sinusoidal waveform of current 
and voltage. High pulse rectifiers should be used to reduce harmonic 
components in power systems. As the number of pulses at the rectifier 
output increases, the waveform resembles the sine curve and the THD 
value decreases.

Table 1 Harmonic components in the power system (without filter)

Harmonic components
The amplitude of harmonic 
components 
(A)

Phase angle 
of harmonic 
components 
(Degrees)

h1 116.4 -0.0459
h3 0 0
h5 8.374 144.2
h7 4.129 21.47
h9 0 0
h11 3.347 -133
h13 2.327 104.4
h15 0 0
h17 2.081 -50.1
h19 1.6 -172.5
h21 0 0
h23 1.499 32.83
h25 1.204 -89.33
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h27 0 0
h29 1.162 115.9
h31 0.9541 -5.97
h33 0 0
h35 0.9401 -161
h37 0.7812 77.56
h39 0 0
h41 0.7827 -77.66
h43 0.6544 161.3
h45 0 0
h47 0.6647 5.808
h49 0.5576 -114.8

Power electronics-based choppers, transformers and inverters used 
in power systems are harmonic sources. Because of their operating 
characteristics, deviations occur in the sinusoidal waveform of current 
and voltage. High pulse rectifiers should be used to reduce harmonic 
components in power systems. As the number of pulses at the rectifier 
output increases, the waveform resembles the sine curve and the THD 
value decreases.

Even if non-linear characteristic loads are low power, they disrupt the 
sinusoidal current and voltage waveform in power systems. Considering a 
large number of non-linear loads connected to power systems, they result in 
increased harmonic distortion values with additional losses. The harmonic 
components of the nonlinear current wave are as shown in Fig. 5.

Fig. 5.  Amplitude of harmonic components of the non-linear load(before 
filtering)

In short, harmonic components are undesirable quantities in power 
systems, as they affect all elements in the system. Therefore, it is absolutely 
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necessary to install filter circuits that will filter harmonics. Passive filters 
are placed in parallel in the power system. Among these filters, bandpass 
and highpass filters are used very often in the power system. The power 
transformer secondary current waveform as shown below.

	

Fig. 6. Secondary voltage of the power transformer

Resonance conditions must be calculated separately for each harmonic 
component. It causes damage to equipment in  power system. High-grade 
harmonic components can affect the entire power system. These effects 
also reduce the performance of the power system and other equipment.

3. Reducing of total harmonic distortion in power system

In power systems, it is desired that the current and voltage waveform 
be in sinusoidal form and at a 50 Hz frequency. This condition is one of 
the main factors that determine quality of energy. However, due to many 
reasons, the waveform of this current and voltage loses its basic properties 
and harmonic components are occured in the power system. 

To operate electric energy system  and their loads reliably,  the 
waveform  of the system magnitudes should be in the form  of sinusoidal  
with 50 Hz . However, owing to elements  connected to the power system 
and some events the voltage and current  waveform are deviated from 
pure sinusoidal form, which cause to undesired harmonics. It has long 
been known that nonlinear loads cause to voltage and current waveform  
distortion in distribution networks. In addition importance of the research 
on this subject has recently intensified due to both the widespread use 
of power electronic devices and the increase in the number of sensitive 
electrical devices to waveform distortion. Voltage and current waveform 
distortion due to harmonics can make the electrical system and electrical 
consumer  either demaged or  out of order. 
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Fig.7 Non-linear loads (harmonic current sources)

Important harmonic sources that cause harmonic components in power 
systems are as follows;

•	 One and three phase transformers,

•	 Rotary electric machines,

•	 Converters,

•	 Arc furnaces,

•	 Gas discharge armatures,

•	 Static VAR compensators (SVC), 

•	 Photovoltaic solar systems,

•	 Computers,

•	 Uninterruptible power supplies (UPS), :Uninterruptible Power 
Supply),

•	 High voltage energy transport with direct current,

•	 Electric locomotives.

The analysis of these elements, which are the source of harmonic, is 
great importance. Non-linear characteristic load current is as given below. 
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The graph of this non-linear characteristic current wave is as shown in Fig. 8. 

Fig. 8. Non-linear waveform with the harmonic components

Power electronics equipment is an important source of harmonics. In 
general terms, rectifiers, inverters, frequency inverters and choppers are 
harmonic sources. These devices produce harmonics because they work 
with the principle of electronic switching. One of the harmonic sources is 
one-phase and three-phase line commutated converters.

 DC transmission systems, battery and photovoltaic systems are fed via 
line commanded converters. One of the uses of the big powerful converter 
is electric energy transfer system. The advantage of a three-phase converter 
over a one-phase converter is that it does not generate solid harmonics of 
three and three. Harmonic components produced by an ideal converter,  

h=kp±1                                                                                                                                (18)

                             

Here, p the number of pulse, k is any number from 1 to infinity, h 
indicates the harmonic order.  Thus, the three-pulse rectifier generates 
all harmonics except the multiples of three and three. A 6-pulse rectifier 
generates 5th, 7th, 13th, 17th, 19th, 23rd, 25th, etc. harmonics. 12 pulse 
rectifier produces 11th, 13th, 23rd, 25th, 35th, 37th, etc.  harmonics. 
Generally, six pulse rectifiers are used in industrial power system. Between 
the fundamental component current I1 and the harmonic component 
current  In,

                                                                                                                                           (19)  
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It is found by this  analytical formula. In order to increase energy 
quality, the efficiency of non-linear loads in power systems should be 
reduced. 

4. Reducing harmonic distortion with passive filters

Harmonic filter is equipment consisting of passive circuit elements 
such as capacitor, reactor and resistor. It is used for reactive power 
compensation while eliminating unwanted harmonic currents. It provides 
a low impedance path at one or more specified frequencies in the network, 
which prevents the currents at those frequencies from flowing to the 
grid. Moreover, since they also make reactive power compensation, they 
provide voltage support to the network. They are used mostly in heavy 
industries such as cement, textile, iron & steel factories, etc. Passive filters 
are generally used to eliminate harmonic components in the power system. 
Passive filters used in power systems are shown in Fig. 9. 

Fig. 9 Types of passive filters 

Passive Filters Types:

•	 High pass filters are also named as damped filters.

•	 Generally used for the filtering of harmonics higher than 13th 
harmonics.
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•	 Tuned filters are generally tuned to a specific frequencies like 
3rd,5th,7th,11th and 13th to present low impedance to a particular harmonic 
current.

•	 C-type filter is generally used for attenuation of low order 
harmonics and inter-harmonics created by   an electric arc furnace (EAF) 
and HVDC transmission systems.

Passive filters consist of inductance, capacity and ohmic resistance. 
Passive filters eliminate harmonic components other than the basic 
component. They are placed between the source and the load. L and C 
elements are brought to resonance at the frequency value of the harmonic 
components to be eliminated. Single-tuned filters are used for low-grade 
harmonic components while filter design.

A passive filter can consist of several steps which are tuned to different 
frequencies. It can also consist of several steps for a certain frequency. 
The tuning frequency, capacity and network impedance determine the 
effectiveness of the filter. One step is required for each harmonic up to the 
desired frequency. With passive filters, the tuning frequencies of the filter 
steps are not precisely tuned to the harmonic currents to be filtered so that 
extremely high filter currents are avoided.

In addition, passive filtering is not only possible in the range from 
the 3rd to the 25th harmonic, but also possible even beyond this. Filter 
steps for all possible harmonics of a lower order must be present for each 
filter circuit, namely for higher harmonics, to prevent their reinforcement. 
Passive filters are frequently implemented as tuned filters. In industrial 
networks, these filters are usually tuned to the harmonics of the order h 
= 5, 7, 11, 13, . . . which are typical for inverters. Passive filters – and 
reactor-protected compensation systems – are made of a series circuit of 
reactor and capacitor. The characteristic of series resonance is used here 
intentionally to divert harmonic currents for the specific frequency by 
using lower impedance. 

This means that the network impedance/filter step current divider 
reduces the harmonic current flowing into the network and thus also 
the harmonic voltage in the network impedance. In addition to the 
‘fundamental frequency compensation power’ (basic harmonic reactive 
power) that is provided, the harmonic load ability thus becomes an 
important characteristic for passive filtering. 

4.1. The Series (Single-Tuned) filter

It is the most used filter type.Fig.10 shows the circuit schematic and a 
typical impedance characteristic for the series or single-tuned filter.
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Fig.10   Series (Single-Tuned) Filter

 This filter is tuned to suppress a single frequency and is designed based 
on three quantities: The harmonic current order that requires blocking, the 
capacitive reactive power that it is going to provide, and its quality factor. 
The voltage level and the fundamental frequency, which are given by the 
system, must also be considered during the design process.  The quality 
factor is a quantity that defines the bandwidth of the filter and, in this case, 
is expressed as the ratio between the reactance and the resistance of the 
filter. A typical range for Q is between 30 and 60. The following equations 
can be applied for designing the filter:

Where, X is the reactance of the inductor or the capacitor at the tuned 
frequency, h is Tuning point of the filter (harmonic order), Qc is reactive 
power of the filter [MVAr], Q  Quality factor, f is  system frequency [Hz], 
V System voltage [kV].
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4.2Band-pass filter

This component can be used in to model high-order filters. Probably 
the most popular is the double-tuned filter (depicted in Fig.11), which is a 
combination of a band-pass filter in series with an inductor and a capacitor. 
This type of filter works by combining the parallel resonance of the 
band-pass filter, with the series-resonance of the inductor and capacitor 
combination. Two new resonant frequencies are optioned, as shown in the 
graph. This configuration makes the filter less expensive to build than the 
parallel combination of two independent series filters.

Fig.11  Impedance characteristic of a double-tuned filter

Due to tuning, filter circuits cannot be controlled like reactor power 
compensation. The generation of harmonics does not correlate with the 
compensation requirements. This means that the steps of the same tuning 
frequency can thus be overloaded if they are only switched on and off 
based on reactive power requirements. 

4.3. High-pass filter

This filter is designed to have an impedance characteristic that is flat 
for high frequencies. Fig. 12 shows the circuit schematic and a typical 
impedance characteristic for a high-pass filter.
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fig.12  High-pass filter

It can be shown that low resistance values will increase the losses, due 
to that parallel connection with the inductor, and having higher inductance 
is easier to achieve when designing the filter to work at high frequencies. 
Thus, this type of filter is applied to suppress 5th harmonic order currents 
or higher.  The resistance also establishes an asymptotic behaviour in the 
impedance, limiting the maximum value at high frequencies. This means 
wide bandwidth that can be measured by the quality factor, which is the 
inverse of that for the series filter, and it is designed to have values between 
0.5 and 2. 

Application areas of passive harmonic filters:

•	 Transmission and Distribution Systems

•	 Metal Industry

•	 Mining Industry

•	 Textile Industry

•	 Commercial Facilities 

•	 Power systems converters

 As the harmonic degree grows, it is not economical to design filters 
for each harmonic component. In addition to the highpass filter design, 
bandpass filter should be designed for harmonic components above a 
certain frequency.  
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Fig.13  Passive filter

As the passive filters offer very low impedance at the resonance 
frequency, the corresponding harmonic current will flow in the circuit 
whatever its magnitude. Passive filter always provides a certain amount of 
reactive power. This is not desirable when the loads to be compensated are 
alternating current (AC) drives, which already have a good power factor 
(PF). In that case, the risk of overcompensation exists as a result of which 
the utility may impose a fine.

The degree of filtering provided by the passive filter is given by its 
impedance in relation to all other impedances in the network. As a result, 
the filtration level of a passive filter cannot be controlled and its tuning 
frequency may change in time due to aging of the components or network 
modifications.The quality of the filtration will then deteriorate. It is also 
important to note that a passive filter circuit may only filter one harmonic 
component. A separate filter circuit is required for each harmonic that 
needs to be filtered.

Passive filters can get overloaded under which condition they will 
switch off or be damaged. The overload may be caused by the presence 
of unforeseen harmonics on the supply system or caused by structural 
modifications in the plant itself (such as the installation of a new drive).
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Generally, the dimensioning of the filters is as much as the load 
reactive power requirement for power factor correction. In this case, when 
the power factor correction capacitor is converted to a harmonic filter, the 
capacitor size is given. The principle schema of the power system after 
using filters is given in Fig. 14.

Fig. 14 Simulink equivalent of power system (after filtering) 

After filtering, the total harmonic distortion was measured as 4,351%. 
This value overlaps with the values given in the standards. In this article, 
Matlab/Simulink software is used to filter the power system and filter 
harmonics. 

In this book, various filters were used to mitigate harmonic 
components, such as 5th and 7th harmonic components with single tuning 
filters, 11th and 13th harmonic components with a double tuned filter, 
high harmonic components with a high pass filter. As a result of this study, 
it was observed that both harmonic distortions were reduced and power 
factor was improved.

Over-saturated magnetic circuits, arc-operated operating tools, and 
power electronics-based devices are harmonics in the power system. 
Because the current and voltage waveforms of these systems are non-
linear. These harmonic components, which are formed in current and 
voltage waveforms, damage electrical facilities and consumers connected 
to these facilities and make power systems inoperable.
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Table 2 Harmonic components in the power system (after filtering)

Harmonic components
Amplitude of harmonic 
components
(A)

Phase angle of the harmonic 
components
(Degrees)

h1 102.9 21.38
h3 0 0
h5 2.88 75.6
h7 1.427 -43.79
h9 0 0
h11 0.397 147.3
h13 0.1728 29.59
h15 0 0
h17 0.601 -51.72
h19 1.28 -174.5
h21 0 0
h23 1.216 30.11
h25 0.9919 -92.10
h27 0 0
h29 0.9504 112.4
h31 0.7905 -9.481
h33 0 0
h35 0.768 -165
h37 0.6468 73.51
h39 0 0
h41 0.636 -82.17
h43 0.54 156.8
h45 1.157 87.41
h47 0.5363 0.9027
h49 0.4579 -119.7

Harmonics cause loss of copper and iron and leakage fluxes in 
transformers. In rotary electrical machines, they affect the slip and moment 
and cause noise and vibration operation. At the same time, they cause false 
signals to be triggered by systems triggering the transition of the sine 
wave from zero. In the power system, resonance occurs due to harmonics 
components. This means that the fuses in the power system will open 
frequently, irregular operation of the protection relays and shorten the life 
of all devices in the power system.
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Fig. 15 Amplitude of harmonic components (after filtering)

Harmonics that are active in the power system are the fifth harmonic 
component, the seventh harmonic component and the eleventh harmonic 
components. 

4.4. Comparison of harmonic components before and after 
filtering

Harmonic currents tend to flow from the harmonic source to the lowest 
impedance. The total impedance in the power system is the impedance of 
the system source and loads impedance which connected in parallel to the 
system.  In the power system, the waveform of the voltage and current 
must be in the sinusoidal waveform.

However, the sinusoidal waveform of current and voltage lose their 
sinusoidal characteristics due to nonlinear loads in electrical networks.  
As an example of these loads; uninterruptible power supplies, AC / 
DC converters, soft starters and various office equipment. it is a highly 
preferred method to use passive harmonic filters for reduction total 
harmonic distortion (THD) and to improve the system power factor. The 
proposed power system is a combination of three-phase voltage supply, 
three-phase power transformer, six-pulse controlled rectifier, passive filter 
and resistive inductive load.

The six-pulse controlled rectifier in the power system is like a harmonic 
source and produce 5th, 7th, 13th, 17th, 19th, etc. harmonic components. 
Passive filters were used to reduce the total harmonic distortion of the load 
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current and to improve the power factor of the system. The power system 
was modeled and analyzed using the Matlab/Simulink software program.  
Before using the filter in the power system, the total harmonic distortion 
for current (THDI) value was measured as 9,517%. It was observed that 
the THDI value decreased by 4,351% after using the passive filter.

Table 3 Harmonic components in the power system (before and after filtering)

Order of harmonic 
components

Amplitude of the harmonic 
component (before filtering) 
(A)

The amplitude of the 
harmonic component (after 
filtering)
(A)

h1 116.4 102.9
h3 0 0
h5 8.374 2.88
h7 4.129 1.427
h9 0 0
h11 3.347 0.397
h13 2.327 0.1728
h15 0 0
h17 2.081 0.601
h19 1.6 1.28
h21 0 0
h23 1.499 1.216
h25 1.204 0.9919
h27 0 0
h29 1.162 0.9504
h31 0.9541 0.7905
h33 0 0
h35 0.9401 0.768
h37 0.7812 0.6468
h39 0 0
h41 0.7827 0.636
h43 0.6544 0.54
h45 0 1.157
h47 0.6647 0.5363
h49 0.5576 0.4579

Some measures should be taken to overcome the technical and 
economic problems of harmonics in the energy system. Harmonic filters 
should be used in order to reduce harmonic distortion in the power system 
below the limit values given in the standards.
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Fig. 16  Amplitude of harmonic components (before and after filtering)

As shown by  Fig. 10, after 5th, 7th harmonic filters installation, the 
5th harmonic  content is decreased from 8.374 A to 2.88 A,  and  the 7th 
harmonic  content is decreased from 4.129 A to 1.427 A.  The 11th harmonic 
decreased from 3.347 A to 0.397 A, and the 13th harmonic decreased from 
2.327 A to  0.1728 A, respectively.

Harmonic components in the power system cause additional heat 
losses. This additional loss increases the cost of energy used. In addition, 
harmonic components other than the basic harmonic on the system create 
additional voltage drops. Office equipment, mainly used in electrical 
facilities, uninterrupted power supplies and gas-discharge lamps are 
produced in the third harmonic component. As far as possible, three phases 
of these devices should be selected. The third harmonic components are 
zero on three-phase converters.

Harmonics have only been around in sufficient quantities over the last 
few decades since the introduction of electronic drives for motors, fans and 
pumps, power supply switching circuits such as rectifiers, power converters 
and thyristor power controllers as well as most non-linear electronic phase 
controlled loads and high frequency (energy saving) fluorescent lights. 
This is due mainly to the fact that the controlled current drawn by the load 
does not faithfully follow the sinusoidal supply waveforms as in the case 
of rectifiers or power semiconductor switching circuits.
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5. Conclusion

(1)	The increase in the use of power electronics-based devices every 
day causes an increase in    harmonic components in the energy system. 
Because the characteristics of the switching elements used in these devices 
are nonlinear. As a result, the harmonic distortion increases for current 
or voltage in the power system. In electrical power systems, harmonic 
distortion often affects the entire system at great distances from the original 
sources.

(2)	Harmonics are pollution in power systems. Today, with the increase 
of the use of static converters, this pollution rate is increasing day by day. 
Passive filters are widely used to filter harmonic components, because it has 
a simple structure, low cost, high reliability, etc. Total harmonic distortion, 
which was measured before filtering 9,517%  and this value was reduced 
to 4,351% after filtering.

(3)	Passive filters are connected between source and load. They 
destroy harmonic components other than the fundamental frequency. It 
consists of a combination of series connected capacitor and inductance. In 
some cases, ohmic resistance can also be connected. In order to filter the 
harmonic components in the power system, 2 single tuned filters, 1 double 
tuned filter and 1 second-order damped filter were used.

(4)	Harmonics in the electrical power distribution system combine 
with the fundamental frequency (50Hz or 60Hz) supply to create distortion 
of the voltage and/or current waveforms. This distortion creates a complex 
waveform made up from a number of harmonic frequencies which can 
have an adverse effect on electrical equipment and power lines.
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1. Introduction

Meat has significant nutritional importance due to the fact that it 
contains adequate and balanced levels of macro compounds (protein and fat) 
and micro compounds (mineral and vitamins) (Lawrie, 1991). It is known 
that some micro compounds that are spontaneously present in meat are not 
found or have a low bioavailability in plant-based foods (Oz, 2019). Of the 
animal-based products, chicken meat is one of the most frequently consumed 
products due to some reasons such as its low-fat content, high and qualified 
protein content, rich in vitamins (especially B complex) and minerals, 
preparation for consumption in a short period of time, easy to transfer and 
low price compared to beef meat (Soyer et al., 1998; Zorba, 2009).

Cooking is an important process to obtain a tasty and reliable product 
in terms of food safety. The aim of the cooking process is to provide basic 
characteristics such as taste-aroma and tenderness desired by consumers. 
The cooking process, which is usually applied immediately before 
consumption of meat and meat products, also increases the hygienic quality 
of the meat by inactivation of pathogenic microorganisms and extends the 
shelf life. On the other hand, many negative reactions could occur in foods 
during the cooking process (García-Arias et al., 2003; Tornberg, 2005; 
Gerber et al., 2009). For example, cooking may cause the formation of 
various food toxicants (Oz and Kaya, 2011). Among these food toxicants 
formed, heterocyclic aromatic amines (HAAs) have an important place. 

HAAs were firstly detected in grilled fish and meats by Japanese scientists 
in 1977 (Nagao et al., 1977). It has been declared that many of HAAs are 
mutagenic, and almost all are carcinogenic (Sugimura, 1995; Skog et al., 1998). 
It has been reported that about 30 HAAs have been isolated and identified in 
foods until today (Savaş et al., 2021). HAAs are 100 times more mutagenic 
than aflatoxin B1 and 2000 times more mutagenic than benzo[a]pyrene that 
is an indicator for polycyclic aromatic hydrocarbons (Oz and Kaya, 2011). In 
addition, the International Agency for Research on Cancer (IARC) classifies 
some of the HAAs include MeIQ, MeIQx, PhIP, AαC, MeAαC, Trp-P-1, 
Trp-P-2, and Glu-P-1 as “possible human carcinogens” in class 2B and one 
HAA, IQ, as “probable human carcinogens” in class 2A (IARC, 1993).

HAAs are basically divided into two classes. The first one is 
aminoimidazoazoarenes and the second one is aminocarbolines (Puignou et al., 
1997; Skog et al., 2000; Skog and Solyakov, 2002). Aminoimidazoazoarenes 
(IQ-type compounds, thermal HAAs) are generally formed at temperatures 
below 300°C as a result of reactions between creatine/creatinine, free amino 
acids, and hexoses (Jägerstad et al., 1983; Laser-Reuterswärd et al., 1987a 
and 1987b). The second group of HAAs, aminocarbolines (non-IQ-type 
compounds or pyrolytic HAAs), are usually formed by pyrolysis of proteins 
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and amino acids at temperatures above 300°C (Sugimura, 1997; Sugimura 
and Adamson, 2000; Knasmüller et al., 2001; Toribio et al., 2002).

Many factors such as meat type, pH, water activity, cooking conditions 
(temperature, duration, method, surface, etc.), free amino acids, and creatine 
etc. influence the formation and contents of HAAs in foods (Felton et al., 
1997; Reistad et al., 1997; Pais et al., 1999; Keating and Bogen, 2001). In 
addition, heat and mass transfer, lipid, lipid oxidation, and antioxidants 
have an effect on the variety and concentration of HAAs formed (Jägerstad 
et al., 1998; Oz, 2019; Savaş et al., 2021; Oz, 2021a and 2021b). Oven 
cooking is one of the traditional cooking methods and is frequently used in 
cooking of meat and meat products including chicken meats. By the way, 
oven bags are also frequently used during the oven cooking of chicken 
meats due to some benefits (Savaş et al., 2021). Until now, there have been 
published a lot of articles showing the effect of different cooking methods 
on the formation of HAAs in chicken meats. However, the articles showing 
the effect of oven bag usage duration of oven cooking on the formation of 
HAAs in chicken meats are very limited (Savaş et al., 2021). Therefore, in 
the present study, the determination of the effect of oven bag usage on the 
formation of HAAs in chicken meats cooked in the oven was aimed. 

2. Material and method 

2.1.Materials

The chicken meats were obtained as fresh from the distributor of a 
nation-wide known company in Erzurum, which only sells poultry meat. 
We paid much attention to obtain the chicken carcasses from the same party 
with approximately the same size and same gender. The chicken carcasses 
were brought to the laboratory under the cold chain (2ºC), the breast and 
leg meats were properly removed from the carcasses and used as material 
in the present study. The oven bags belonged to five different companies 
were purchased from local markets.

2.1.1. Chemicals

All of the chemicals used in the present study were analytical or high 
performance liquid chromatography-grade. The HAAs standards were 
obtained from Toronto Research Chemicals (Downsview, ON, Canada).

2.2. Methods

2.2.1. The cooking of chicken meats
In the present study, the oven-cooking process was selected as a 

cooking method in order to determine the effect of oven bag usage on 
the formation of HAAs in chicken meat samples. After the meat samples 
were placed in the oven bags, the mouth of the oven bags was closed 
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with a clip given by the company, and the oven bags were pierced with 
a toothpick. Then, the cooking process was started. No additives and/or 
spices were used during the oven cooking process in order to determine 
the only effect of oven bag usage. The oven cooking process was done 
using a domestic oven (Arçelik, Turkey). The cooking temperature was 
selected as 200ºC due to the fact that the temperature of the oven cooking 
process was suggested as 200 ºC by the oven bag companies. The cooking 
time was determined as 75 min as a result of the preliminary tests at this 
temperature. At the end of the cooking, all meat samples were well cooked 
and consumable.

2.2.2. Determination of HAA Content

The extraction of HAAs was performed according to Messner and 
Murkovic (2004) with some modifications (Savaş et al., 2021). For this 
aim, 1 g of meat sample was mixed with 12 ml of 1 M sodium hydroxide 
for 1 h at 500 rpm on a magnetic stirrer. After stirring, 10 g of Extrelute 
NT packaging material was added and the mixture was treated with ethyl 
acetate, hydrochloric acid, and methanol on an Oasis MCX (3cc, 60mg, 
Waters, Milford, MA) cartridge connected to a vacuum manifold system. 
The HAAs in the samples were eluted with a solution of methanol:ammonia 
(95:5, v/v). The samples were kept at -18°C until HPLC analysis and dried 
in an oven at 45°C one day before the analysis. HPLC analysis was started 
by adding 100 µl of methanol (including internal standard) in the vial. 
To determine the HAAs in the chicken meats, a reverse phase analytic 
colon (AcclaimTM 120 C18, 3µm, 4.6x150 mm, Tosoh Bioscience GmbH, 
Stuttgart, Germany) was used in a HPLC (Thermo Ultimate 3000, Thermo 
Scientific, USA) containing a Diode Array Detector (DAD-3000). The 
separation process was conducted at 35°C, at a flow rate of 0.7 ml/min 
(Savaş et al., 2021).

2.2.3. Statistical analysis

The experiment was set up according to a completely randomized 
design and employed (in two replicates for each meat pieces, n=4). The 
average of the analysis results determined in the breast and leg meats 
were given as the analysis results in the current study. The data obtained 
in the present study were subjected to analysis of variance. Duncan multi 
comparison test was applied to data in order to determine the statistical 
differences between the values detected by using the Statistical Package for 
the Social Sciences 20.0 statistical software package (Yıldız and Bircan, 
1991).
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3. Results and discussion

3.1. Method validation

The standard addition method was used to determine the recoveries of 
HAAs and the HAA mix stock solution at known concentrations (10, 7.5, 
5, 2.5, 1 and 0.5 ng/g) was added to the samples prior to the extraction. 
Then, the recoveries were determined. The limit of detection (LOD), limit 
of quantification (LOQ), and recoveries were given in Table 1. The LOD 
and LOQ values and recoveries of the HAAs were consistent with the data 
in the literature (Murkovic et al., 1998; Balogh et al., 2000; Messner and 
Murkovic, 2004).

Table 1. The limit of detection (LOD), limit of quantification (LOQ), and 
recovery values of heterocyclic aromatic amines investigated in the present study

Compound LOD (ng/g) LOQ (ng/g) Recovery (%)
IQx 0.004 0.013 75.65
IQ 0.009 0.029 60.04
MeIQx 0.024 0.081 78.48
MeIQ 0.014 0.047 55.63
7,8-DiMeIQx 0.005 0.018 75.87
4,8-DiMeIQx 0.008 0.025 76.96
PhIP 0.025 0.085 87.16
AαC 0.012 0.039 79.71
MeAαC 0.010 0.035 69.01

3.2. HAA contents in the samples 

In the present study, the HAA contents of the samples cooked without 
and with oven bags belonged to different companies were given in Table 2 
by taking the average of two replications of the breast and leg meats (Savaş 
et al., 2021). IQx, IQ, MeIQ, 4,8-DiMeIQx, AαC, and MeAαC compounds 
were not determined in any of the samples analyzed in the present study, 
while MeIQx (up to 39.34 ng/g), 7,8-DiMeIQx (up to 0.74 ng/g), and 
PhIP (up to 2.60 ng/g) compounds were determined. Each compound was 
discussed in detail below.

Table 2. The HAA content of the cooked chicken meats (ng/g)*

Sample MeIQx 7,8-DiMeIQx PhIP Total HAAs Inhibition (%)

Control 28.84±14.85 0.37±0.52 2.42±0.26 31.63±15.12 -

A 20.56±14.84 nd nd 20.56±14.84 35.00

B 21.43±7.07 nd nd 21.43±7.07 32.25
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C 21.69±21.44 nd 0.20±0.28 21.89±21.72 30.79

D 24.00±10.63 nd nd 24.00±10.63 24.12

E 24.95±11.37 nd nq 24.95±11.37 21.12

*IQx, IQ, MeIQ, 4,8-DiMeIQx, AαC and MeAαC were not detected, 
nd: not detected (<LOD), nq: not quantified (LOD<…<LOQ)

3.2.1. The IQx content of the samples

In the present study, IQx compound could not be detected in any of the 
meat samples analyzed. There are other studies in the literature showing 
that IQx compound could not be detected in poultry meat cooked by 
different methods. Indeed, IQx was not detected in chicken meat cooked 
in microwave for 5-15 min by Chiu et al. (1998), in turkey breast meat and 
chicken meat fried at 275°C for 30 min by Pais et al. (1999), in chicken meat 
grilled at 220°C until the internal temperature reach to 82°C by Gasperlin 
et al. (2009), in chicken and duck meat cooked with different methods 
(pan-frying without fat or oil, deep-fat frying, barbecue and oven) at 180-
200°C for 10-20 min by Liao et al. (2010). On the other hand, IQx was 
detected as 0.17 ng/g in chicken meat fried at 200°C for 10 min by Chen 
and Yang (1998). While Oz et al. (2010) could not detect IQx compound 
in chicken chops cooked in microwave for 3-12 min, IQx was detected up 
to 0,30 ng/g in chicken chops cooked in oven at 200ºC for 5-20 min, up to 
0.29 ng/g in chicken chops cooked on hot plate at 200ºC for 5-20 min, up 
to 0.33 ng/g in chicken chops fried at 200ºC for 5-20 min and up to 0.49 
ng/g in barbecued chicken chops for 3-12 min by the same researchers. 
Chiu et al. (1998) determined IQx up to 0.51 ng/g in chicken meat fried at 
100-200°C for 5-15 min. On the other hand, Oz et al. (2016) determined 
0.05 ng/g, 0.07 ng/g and 0.08 ng/g IQx in goose breast meat cooked on hot 
plate, goose breast meat cooked in microwave and goose leg meat cooked 
in microwave, respectively.

3.2.2. The IQ content of the samples

In the present study, IQ compound could not be detected in any of the 
chicken meats analyzed. There are other studies in the literature showing 
that IQ compound could not be detected in poultry meat cooked by different 
methods. Indeed, IQ compound was not detected in chicken meats (Knize 
et al., 1995, 1997a; Skog et al., 1997; Knize et al., 1998; Pais et al., 1999; 
Busquets et al., 2004; Warzecha et al., 2004; Wong et al., 2005; Gasperlin 
et al., 2009; Oz et al., 2010, Viegas et al., 2012), duck meat (Wong et al., 
2005, Liao et al., 2010) and turkey meat (Pais et al., 1999) cooked by 
different methods. However, Turesky et al. (2005) determined 0.12 ng/g IQ 
in barbecued chicken meat for 20 min, while IQ content ranged between 
0.10 and 0.51 ng/g in chicken meat fried at 200°C for 5-15 min by Chiu et 
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al. (1998). Liao et al. (2010) found 1.76 ng/g IQ in chicken meat pan-fried 
without fat or oil at 180°C for 10 min. On the other hand, Pais and Knize 
(2000) reported that the amount of IQ in fried chicken meat could be up 
to 5 ng/g.

3.2.3. The MeIQx content of the samples

One of the most common HAAs found in cooked meats is MeIQx 
compound (Murray et al., 1993; Knize et al., 1997a; Murkovic et al., 1997; 
Pais et al., 1999; Warzecha et al., 2004; Turesky et al., 2005; Liao et al., 
2010). In the present study, MeIQx compound was detected in all of the 
cooked meat samples analyzed. 28.84 ng/g MeIQx was detected in the 
control group meat samples, while the MeIQx content ranged between 
21.43 and 24.95 ng/g in the samples cooked with the oven bags. MeIQx 
was determined as 0.3 ng/g in barbecued chicken meat by Murray et al. 
(1993), as 0.34 ng/g in chicken meat barbecued for 20 min by Turesky 
et al. (2005), as 0.36 ng/g in deep-fat fried chicken meat, as 1.26 ng/g in 
pan-fried chicken meat, 0.19 ng/g in roasted duck meat by Wong et al. 
(2005), as 1.8 ng/g in chicken meat barbecued for 30 min by Warzecha 
et al. (2004), as up to 6.1 ng/g in chicken meat grilled for 14-26 min by 
Knize et al. (1997a). Liao et al. (2010) determined MeIQx content as 1.83 
and 3.44 ng/g in chicken and duck meats pan-fried at 180°C for 10 min 
respectively, as 0.77 and 0.68 ng/g in chicken and duck meats deep-fat 
fried at 180°C for 10 min respectively, as 1.16 and 2.40 ng/g in chicken and 
duck meats barbecued at 200°C for 20 min, respectively. There are also 
studies in the literature showing that higher levels of MeIOx compounds 
present in cooked poultry. Indeed, Pais and Knize (2000) reported that the 
amount of MeIQx in fried chicken meat could reach up to 270 ng/g. On 
the other hand, there are also studies in the literature showing that MeIQx 
could not be detected in poultry meat. It was reported that MeIQx was not 
detected in chicken meat cooked in microwave for 5-15 min (Chiu et al., 
1998), in chicken meat fried at 175-200°C for 12 min (Busquets et al., 
2004) and in chicken and duck meats roasted at 200°C for 20 min (Liao et 
al., 2010). 

3.2.4. The MeIQ content of the samples

In the present study, MeIQ compound could not be detected in any 
of the chicken meat samples analyzed. There are other studies in the 
literature showing that MeIQ compound could not be detected in poultry 
meat cooked by different methods. Indeed, MeIQ was not detected in 
chicken meat fried at 175-225ºC for 30 min and chicken meat cooked in 
oven at 150-200ºC for 30 min (Skog et al., 1997), in chicken meat cooked 
in microwave for 5-15 min (Chiu et al., 1998), in chicken meat fried at 
275°C for 30 min (Pais et al., 1999), in chicken meat fried at 175-200°C 
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for 12 min (Busquets et al., 2004), in chicken meat grilled at 220°C until 
the internal temperature reached 82°C (Gasperlin et al., 2009), in chicken 
and duck meats cooked with different methods at 180-200ºC for 10-20 min 
(Liao et al., 2010) and in turkey meat fried at 275°C for 30 min (Pais et 
al., 1999). On the other hand, while Oz et al. (2010) did not detect MeIQ 
compound in chicken chops cooked in microwave for 3-12 min and oven 
at 200°C for 5-20 min, MeIQ was determined up to 0.43 ng/g in chicken 
chops grilled at 200°C for 5-20 min, up to 0.96 ng/g in chicken chops fried 
at 200°C for 5-20 min and up to 1.06 ng/g in barbecued chicken chops for 
3-12 min by the same researchers.

3.2.5. The 7,8-DiMeIQx content of the samples

In the present study, 7,8-DiMeIQx compound was only determined in 
the control group samples. In the literature, 7,8-DiMeIQx compound could 
not be detected in chicken meat cooked in microwave for 5-15 min (Chiu et 
al., 1998), in chicken meat fried at 175-200°C for 12 min (Busquets et al., 
2004) and in chicken and duck meats cooked with different methods at 180-
200ºC for 10-20 min (Liao et al., 2010). On the other hand, 7,8-DiMeIQx 
was determined as 0.015 ng/g in fried chicken meat by Salmon et al. 
(2006), as 0.16 ng/g in chicken meat fried at 200°C for 10 min by Chen and 
Yang (1998), up to 0.87 ng/g in chicken meat fried at 200°C for 15 min by 
Chiu et al. (1998). On the other hand, while Oz et al. (2010) did not detect 
7,8-DiMeIQx compound in chicken chops cooked in microwave for 3-12 
min and oven at 200°C for 5-20 min, 7,8-DiMeIQx was determined up to 
0.42 ng/g in chicken chops grilled at 200°C for 5-20 min, up to 1.11 ng/g in 
chicken chops fried at 200°C for 5-20 min and up to 0.78 ng/g in barbecued 
chicken chops for 3-12 min by the same researchers. On the other hand, 
Pais and Knize (2000) reported that the amount of 7,8-DiMeIQx in fried 
chicken meat could be up to 5 ng/g.

3.2.6. The 4,8-DiMeIQx content of the samples

In the present study, 4,8-DiMeIQx compound could not be detected 
in any of the chicken meat samples analyzed. There are other studies in 
the literature showing that 4,8-DiMeIQx, one of the most investigated 
compound, could not be detected in poultry meat cooked by different 
methods. Indeed, 4,8-DiMeIQx was not detected in chicken meat cooked 
in microwave for 5-15 min by Chiu et al. (1998) and in chicken and duck 
meat roasted at 200°C for 20 min by Liao et al. (2010). Solyakov and Skog 
(2002) reported that 4,8-DiMeIQx was not formed in chicken meat boiled 
at 100°C for 23 min. On the other hand, 4,8-DiMeIQx was determined up 
to 0.5 ng/g in chicken meat fried at 175-225°C for 30 min (Skog et al., 
1997), as 0.09 ng/g in chicken meat fried at 200°C for 10 min (Chen and 
Yang, 1998), up to 0.18 ng/g in chicken meat grilled at 220°C until the 
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internal temperature reached 82 °C (Gasperlin et al., 2009), up to 0.78 
ng/g in chicken meat fried at 200°C for 5-15 min (Chiu et al., 1998), as 
3.55 ng/g in chicken meat pan-fried at 200 °C for 20 min and as 1.05 ng/g 
in chicken meat grilled at 180 °C for 5 min (Gibis and Weiss, 2010) and 
as 2.85 ng/g in chicken meat pan-fried at 180 °C for 24.1 min (Iwasaki 
et al., 2010). Wong et al. (2005) reported that 0.48 ng/g and 0.23 ng/g 
4,8-DiMeIQx were determined in pan-fried chicken meat and deep-fat 
fried chicken meat, respectively. On the other hand, Pais and Knize (2000) 
reported that the amount of 4,8-DiMeIQx in fried chicken meat could be 
up to 4 ng/g.

3.2.7. The PhIP content of the samples

One of the most common HAAs found in cooked meats is reported 
to be PhIP compound (Pais et al., 1999; Busquets et al., 2004; Warzecha 
et al., 2004; Turesky et al., 2005; Iwasaki et al., 2010; Liao et al., 2010; 
Viegas et al., 2012). In the present study, 2.42 ng/g PhIP was determined in 
the control group samples, while the PhIP content ranged between nd and 
0.20 ng/g in the samples cooked with the oven bags belonged to different 
companies. On the other hand, there are other studies showing that PhIP 
compound could not be detected in poultry meat cooked by different 
methods. Indeed, Chiu et al. (1998) reported that PhIP was not detected in 
chicken meat cooked in microwave for 5-15 min. In addition, PhIP could 
not be detected in chicken meat (Oz et al., 2010) and goose meat (Oz et al., 
2016) cooked by different methods. On the other hand, there are studies in 
the literature showing that very high levels of PhIP compound were formed 
in cooked meats. Indeed, PhIP was determined as 18.33 and 21.88 ng/g in 
chicken and duck meat fried at 180°C for 10 min, respectively, as 37.5 ng/g 
in chicken meat fried at 275°C for up to 30 min (Pais et al., 1999), as 38.1 
ng/g in fried chicken meat (Wakabayashi et al., 1993), up to 46.9 ng/g in 
chicken meat fried 175-200 °C for up to 12 min (Busquets et al., 2004), up 
to 270 ng/g in grilled chicken meat (Knize et al., 1997b), up to 315 ng/g 
in chicken meat grilled for up to 26 min (Knize et al., 1997a). In addition, 
Pais and Knize (2000) reported that the amount of PhIP in fried chicken 
meat could be up to 480 ng/g.

3.2.8. The AαC content of the samples

In the present study, AαC compound could not be detected in any of 
the chicken meat samples analyzed. There are other studies in the literature 
showing that AαC, one of the few-studied compounds, could not be 
detected in poultry meat cooked by different methods. Indeed, AαC was 
not detected in commercial cooked chicken meat samples by Knize et al. 
(1997a), in chicken meat cooked with different cooking methods such as 
oven, microwave, hot plate and pan-frying at 200 °C for 3-20 min by Oz et 
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al. (2010). On the other hand, AαC was determined as 0.2 ng/g in chicken 
meat grilled at 175-200 °C for 13 min  (Busquets et al., 2004), as 0.23 ng/g 
and 1.26 ng/g in chicken and duck meat pan-fried at 180 °C for 10 min, 
respectively (Liao et al., 2010), as 1.77 ng/g in chicken meat at 230-300 
°C for 30-90 min  (Viegas et al., 2012) and as 8.70 ng/g in chicken meat 
barbecued for 20 min (Turesky et al., 2005). There are also studies in the 
literature showing that higher levels of AαC present in cooked poultry. 
Indeed, Pais and Knize (2000) reported that the amount of AαC in fried 
chicken meat could be up to 100 ng/g.

3.2.9. The MeAαC content of the samples

In the present study, MeAαC compound could not be detected in any 
of the chicken meat samples analyzed. Similarly, there are other studies in 
the literature showing that MeAαC, one of the few-studied compounds, 
could not be detected in poultry meat cooked by different methods. Indeed, 
MeAαC was not detected in chicken meat fried at 200°C for 10 min by 
Chen and Yang (1998), in chicken meat fried at 200°C for 5-25 min by 
Chiu et al. (1998), in chicken and duck meats fried at 275°C for 30 min 
by Pais et al. (1999) and in chicken meat fried at 175-200°C for 12 min by 
Busquets et al. (2004). On the other hand, MeAαC was determined up to 
0.14 ng/g in chicken meat cooked in microwave for up to 15 min by Chiu et 
al. (1998), as 0.23 ng/g in chicken meat barbecued for 20 min by Turesky 
et al. (2005) and up to 2.05 ng/g in chicken meat grilled at 230-300°C for 
30-90 min by Viegas et al. (2012).

3.2.10. The total HAA content of the samples

In the present study, the total HAA contents of the chicken meats cooked 
without and with the oven bags belonged to different companies were also 
given in Table 2. While 31.63 ng/g total HAA content was calculated in 
the control group samples, the total HAAs contents in the samples cooked 
with the oven bag belonged to different companies ranged 20.56 and 24.95 
ng/g. As can be seen from the Table, the use of oven bag during the oven 
cooking of the chicken meats caused a decrease in the total HAA contents 
of the chicken meats. The use of the oven bag is thought to result in a lower 
total HAA content due to a more humid cooking environment. Indeed, it 
is stated in the studies that some kind of HAAs are mostly formed in dry 
cooking environments (Robbana-Barnat et al., 1996; Oz and Kaya, 2011). 
In the present study, it was found that the total inhibition rates as a result 
of oven bag usage ranged between 21.12 and 35.00%. However, these 
inhibitions were not statistically significant (P>0.05). 

In the literature, it is stated that oven cooking usually causes low or 
moderate HAAs formation (Skog et al., 1997; Oz et al., 2016). This could 
be due to the fact that the heat transfer is carried by the air stream (Solyakov 
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and Skog, 2002), and the presence of steam, which affects the heat transfer 
and decreases the surface temperature of the product (Skog et al., 1998). It 
is stated that during oven cooking, which is a traditional cooking method, 
there is a decrease in the level of HAA in the meats cooked in the oven due 
to the fact that the conventional heating inside the oven caused the uniform 
heat distribution on the product surface and the prevention of overheating 
(Skog and Jägerstad, 1991; Shabbir et al., 2015). 

Oz and Yüzer (2016) reported that total HAA content of turkey breast 
meat cooked with different cooking methods such as boiling, frying, 
deep-fat frying, hot plate, microwave and oven ranged between 2.90 and 
52.34 ng/g, while total HAA content of turkey leg meat cooked with the 
same cooking methods ranged between 2.38 and 21.35 ng/g. In addition, 
44.58 ng/g and 58.57 ng/g MeIQx was determined in turkey breast and 
leg meat cooked in oven, respectively. In another study conducted by the 
same researchers, it was determined that total HAA content of goose breast 
meat and goose leg meat cooked with different cooking methods (boiling, 
grilling, pan-frying without fat or oil, pan-frying with oil, deep-fat frying, 
microwave and oven) was found up to 2.20 ng/g and 2.42 ng/g, respectively 
(Oz et al., 2015).  

Tengilimoğlu-Metin and Kızıl (2017) determined total HAA content 
as 0.92 ng/g in chicken breast meat cooked at 150 ºC, as 0.52 ng/g in 
chicken breast meat cooked at 200 ºC and as 83.06 ng/g in chicken breast 
meat cooked at 250 ºC.

Total HAA content in chicken breast meat was determined as 4 ng/g 
in samples cooked in oven at 200ºC for 20 min, as 21.30 ng/g in deep-
fat fried samples, as 27.4 ng/g in pan-fried samples and as 112 ng/g in 
barbecued samples by Liao et al. (2010). Oz et al. (2010) found that the 
highest total HAA content (5.10 ng/g) in chicken leg meat, cooked with hot 
plate, pan, grill, oven and microwave, was belonged to the samples cooked 
with microwave.

It is known that a lot of factors such as HAA numbers analyzed, 
meat and muscle type used as material, product type, dimensions of the 
product, cooking method, cooking temperature, cooking duration, analysis 
technique etc. affect the formation of individual HAAs and total HAAs 
content. In this context, in the present study, the results of HAA number 
and total HAA content detected in the chicken meats cooked in the oven 
without and with oven bags belonged to different companies are generally 
in agreement with the literature data.

The exposure of human beings to HAA is influenced not only by the 
type of food and cooking method but also by the size of the portion and 
the frequency of consumption. Studies have shown that the daily intake of 
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HAA varies from 60 to 1820 ng per person (Chiu et al., 1998; Nowell et 
al., 2002, Butler et al., 2003) and the maximum uptake is 5000 ng. On the 
other hand, Skog (2002) estimates that the acceptable daily consumption of 
HAAs per person is between 0 and 15 μg/day. It is noted that the differences 
in the amounts arise from differences in dietary habits for the consumers 
and methods of analysis. In the present study, it is seen that even if 100 g of 
the control group chicken meat whose total amount of HAA content is the 
highest (31.63 ng/g), is eaten, the intake amount is below 5 μg.

4. Conclusion

In the present study, of nine different HAAs investigated, only MeIQx 
(up to 39.34 ng/g), PhIP (up to 2.60 ng/g), and 7,8-DiMeIQx (up to 0.74 
ng/g) compounds were determined. The results obtained in the present 
study showed that the use of oven bag resulted in a lower formation of the 
carcinogenic and/or mutagenic HAAs in the chicken samples cooked in the 
oven. Therefore, in terms of the formation of HAAs, it can be suggested to 
use of oven bag during oven cooking of the chicken meats.
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1. INTRODUCTION

1.1. Background

Alzheimer’s disease is known as a neurodegenerative brain disease 
which has gained significant interest especially in recent years. It is 
also the most common type of dementia which is a broader range of 
neurodegenerative disease group. The death of human brain cells over 
time causes memory loss, dementia, and decreased cognitive functions, 
and this medical abnormality eventually results in Alzheimer’s disease. 
The disease, which manifests itself only with simple forgetfulnesses in 
the initial phase, may progress as time passes until the patient forgets 
recent events and is unable to recognize family members and immediate 
surroundings. In the more advanced stages of the disease, patients have 
difficulty meeting their basic needs and become in need of care. Social 
skills, behaviours, and logical thinking are also adversely affected over 
time. Although the disease mostly affects individuals aged 65 and over, it 
cannot be considered as an old age disease because younger-onset samples 
are frequently encountered.  

The total number of people suffering from Alzheimer’s and other 
dementias worldwide is approximately 50 million according to the World 
Dementia Report 2020 announced by the World Health Organization 
(WHO) [1]. It is also worth noting that this number is increased by 10 
million every year. The announced report states that the percentage of 
dementia patients in the population aged 60 and over is between 5-8%. 
Alzheimer’s Disease Facts and Figures 2020, an annual report released 
by the Alzheimer’s Association, shows that the number of Americans over 
the age of 65 suffering from Alzheimer’s dementia is more than 5 million 
in 2020 [2]. The same report states that the estimated money spent on 
Alzheimer’s and other dementia diseases is $305 billion while this amount 
is estimated to increase to $1.1 trillion in 2050.
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Figure 1. Costs spent on caring for Alzheimer’s patients in billion dollars

Figure 2. Number of people with Dementia in High and Low-Middle income 
countries

Although Alzheimer’s is a disease that has been the subject of scientific 
research for many years, the cause of the development of the disease has not 
been determined yet. There is no differential diagnostic test that can give 
clear information about the diagnosis of Alzheimer’s disease. Therefore, 
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many medical diagnostic tests are evaluated together in the diagnosis of 
the disease. After the medical history is taken, various scans are performed 
to measure neurological functions, balance, sensation, behaviour, memory 
and reflexes. In the brain tissue examinations performed on Alzheimer’s 
patients, beta amyloid plaques seen around the dead brain cells are found. 
The brain shrinks due to cell loss. 

1.2. Role of Deep Learning in Disease Diagnosis

Mankind has thought about reviving and activating inanimate objects 
for centuries [3]. Although its history dates back to ancient times, the 
main development in Artificial Intelligence (AI) and Artificial Neural 
Network (ANN) has occurred in the last sixty years. If Machine Learning 
(ML) is a sub-branch of Artificial Intelligence (AI), then Deep Learning 
(DL) can also be considered a sub-branch of ML. The evolution of the 
subject proceeded as AI > ML > DL [4]. Deep Learning (DL) is a class 
of Machine Learning (ML) that emerged with the further development of 
AI [5], [6]. Although the first studies on DL have a long history, one of 
the main reasons for its successful use in recent years is the availability of 
sufficient data [7]–[9]. Another reason why DL is more popular nowadays 
is the availability of computational resources to run larger models today. 
The use of hidden layers in ANN has increased the memory capacity and 
processing capacity for computing. The network is deepened by increasing 
the number of hidden layers, resulting in the need for faster computers 
with larger memory. Therefore, the Graphical Processing Unit (GPU) is 
used for general purposes instead of the Central Processing Unit (CPU). 
The development of big data and GPUs allowed different DL models to 
be designed. These models are designed to learn from input data without 
user-specified features [10]. This is achieved by discovering different 
characteristics of data in different layers. The basic model of these 
architectures is considered ANN. ANNs are successfully applied to image 
classification, object identification, image segmentation, and so on. CNNs 
are the developed and expanded versions of ANNs. The network deepening 
as a result of increasing the number of hidden layers in ANNs can be defined 
as CNN. This depth in the CNN was achieved by the use of 2-Dimensional 
filters. In addition to this difference in depth, CNNs perform learning in a 
hierarchical structure. Finally, the main difference that CNNs distinguish 
from ANNs is the DropOut method that CNNs use to prevent memorization 
during the training of the deepening network structure [11]. This method 
aims to prevent the memorization by removing some of the nodes of the 
network nicely in each iteration during the training phase. CNN technique 
has emerged as the most successful DL method used for the diagnosis of 
various diseases from medical images in recent years. CNN models are 
successfully performed to diagnose brain tumor, lung cancer, COVID-19, 
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malaria etc. using various medical imaging techniques such as MRI, CT, 
PET, Ultrasound, X-Ray etc [12]–[14].

1.3. Related Work

Diagnosing Alzheimer’s disease using radiological imaging and DL 
is a very popular and hot area of research. Therefore, there are quite a few 
studies in the literature on this subject and the number of these studies is 
increasing day by day. For example, Marzban et al. [15] proposed a CNN 
method to detect the Alzheimer Disease using Magnetic Resonance images 
and Diffusion Tensor images. They achieved an overall accuracy of 93.5% 
using ten-fold cross validation scheme. They used 300 scans to train and test 
the CNN network. In another study which was performed by Sorensen et al. 
[16],  Ensemble Support Vector Machine (SVM) was utilized for dementia 
classification. They classified input MRI images as Normal (Healthy) Control, 
mild cognitive impairment (MCI), converting MCI and AD. They performed 
their method on 240 images and obtained 55.6% and 55.0% classification 
accuracy using a linear and a radial basis function kernel, respectively. Bidani 
et al. [17] exploited deep neural networks and transfer learning for dementia 
detection and and classification. 84 MRI images were used to train and test the 
DL model. They obtained 68.13% and 81.94% classification accuracy result 
with transfer learning and deep CNN method, respectively. Another researcher 
group [18] proposed an ANN technique for dementia diagnosis using 
multiple modalities of neuroimaging. They used MRI and Positron Emission 
Tomography (PET) scans of 800 patients. They validated their results using 
Specificity (SPE), Sensitivity (SEN) and Area Under the Curve (AUC) value 
performance evaluation metrics.  0.62, 0.97 and 0.85 were found for SPE, 
SEN and AUC, respectively. Researcher who are interested in more similar 
literature papers can investigate [19]–[22]. Survey papers by Turner et al. [23] 
and  Pietrzak [24] are also rich reference sources for the researcher who are 
interested in diagnosis of dementia using DL based methods. 

This study presents a DL method which is based on CNN for 
Alzheimer’s disease using publicly available medical dataset. The 
remainder of this chapter can be organized as follows: Section 2 presents 
the general purpose CNN structure and CNN model proposed in this study. 
Section 3 covers the experimental result, discussions and comparison of 
the proposed method with the state-of-art methods. Finally, Section 4 
concludes the chapter.

2. MATERIAL AND METHODS

2.1. Convolutional Neural Network (CNN)

CNN has been inspired by the human visual cortex which is hidden in brain 
visual structures. Various neurons inside these multiple visual structures react 
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to different features such as edges, colors and shapes, etc. CNN is composed 
of artificial neuron structures which serve as basic learner units by extracting 
characteristic features from the input images. These learnable features in the 
images are generally primitive components such as edges, colors, circles, 
squares, etc. and are sometimes complex components such as certain shapes, 
tumors, lesions, eyes, buildings, etc. As the number of neuron layers increases, 
the ability of the CNN to extract more features to train by itself that results 
in self-learning is increased as well. AlexNet (2012), GoogleNet (2014), 
LeNet (1998), ZFNet (2013), Visual Geometry Group (VGG-2014), ResNet 
(2015) are the most popular proposed CNN models for image processing 
purposes. The convolutional layer neurons which are actually convolution 
filters mathematically convolve with the input data which is generally raw 
images. Each convolution filters extracts and holds important weights which 
are actually learnable parameters within the input images after this convolution 
processes. As the CNN layers deepen, the network tends to learn more features 
belong to the input images. Although CNNs are composed of several variations, 
they generally have certain structures. A general purpose CNN architecture 
is shown in Figure 3. A typical CNN have convolutional and ReLU layers 
which are generally grouped into single modules.  A pooling layer follows 
each of these modules. Fully connected layers are the last layers of the CNN 
architectures. CNN are considered as deep learning network because modules 
are stacked on top of each other which deepen the neural networks. In Figure 
3 for example, an MRI image of a patient with suspected illness is directly fed 
to the CNN. The input image goes through several stacked convolutional and 
ReLU layers modules until the reach to pooling layers. After that journey, the 
learned features feed one or more fully connected layers. The predicted class is 
outputted by the last fully connected layer.

Figure 3. General purpose CNN structure for Alzheimer detection

2.2. CNN Structure
2.2.1. Input Layer
First layer of all CNN architecture is input layer in which pre-processing 

operations such as re-sizing and normalization of the input images are 
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performed. In performing image processing, a proper image size for input 
stage should be selected for network depth, hardware calculation cost, and 
network success.

2.2.2. Convolutional Layer
Convolutional layers are feature extractor layers. A typical convolutional 

layer includes artificial visual neurons which are weighted filters and are 
responsible of learning process. These filters perform convolution operation 
on input images and output feature maps. Figure 4 is a theoretical example 
of these convolution operations implemented in convolutional layer. Input 
image is a 5x5x3 in size whereas the convolutional filter is 3x3 for this 
illustrative example. Now that the input is a 3-dimensional RGB image, 
the filter must have three channels; each filter corresponds to each color 
dimension. As can be seen from the figure, each filter applies dot product 
on a small section of each corresponding image channel, and this operation 
is carried on until the whole image pixels are gone under dot product with 
the convolution filter. The dot product results of each filter are summed up 
to obtain feature map which are known as learnt parameters. Mathematical 
formulation of convolution operation is shown in Equation 1. A typical 
CNN model consists of dozens of convolutional layer which includes 
thousands or even sometimes millions of convolution filter and this explain 
the learning strategy of these CNN models. 

where n is the number of layers in the convolutional layer, b is a bias 
and: 

i = the index of input neuron node
j = the index of output neuron node
f = an activation function
Fj = upper level feature map
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Figure 4. A 3x3 filter applied on an input image of size 5x5x3 in convolution 
layer of CNN

2.2.3. Rectified Linear Units Layer (ReLU)
ReLU is a nonlinear activation function that extracts nonlinear 

features. Activation functions are important parts of CNNs because they 
affect the training time of deep neural network. The mathematical form of 
these activation functions is: 

The interpretation of this mathematical statement is that a ReLU 
operation keeps only the positive values of the activations while converts 
the negative values to zero. This accelerates the training of the network. 
Figure 5 is the plot of ReLU function. 
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Figure 5. The plot of ReLU function

2.2.4. Pooling Layer
Pooling layer down-samples the data dimension of the input feature 

maps. This operation decreases the network complexity and results in a 
faster learning. Figure 6 shows a max-pooling process commonly used in 
CNN models. Figure demonstrates that the 4x4 input data is decreased to 
3x3 or 2x2 output data if sliding with stride = 1 or stride = 2 is adopted after 
the pooling process by using a 2x2 pooling filter. 

Figure 6. Implementation of max-pooling with 2x2 filter in 4x4 input image
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2.1.5. Fully Connected Layer
Fully connected layers are responsible for interpretation of feature 

representations obtained from previous layer. The inputs of these layers 
are the output maps from the previous pooling layer and these maps are 
arranged into vectors. The output of last fully connected layer is the learnt 
feature and is the input to the softmax layer (learning classifier) which 
gives the predicted classification output.  To sum up at this point, CNN 
learning approach can be considered into two milestones: (a) Network 
training by feature extracting and (b) classification.   

2.1.6. Softmax Layer
Softmax layer provides a decimal probability value for each object 

class. Softmax layer is a normalized exponential function which is used to 
bring all the predicted values between 0 and 1 using the Equation 3.

where y(z) is the probability of any class, j indicates these classes, k is 
the total number of classes.

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

Dataset for training and test the DL network was obtained from 
publicly available data source called Alzheimer Disease Neuroimaging 
Initiative (ADNI) [25]. ADNI is a multi-center long-term initiative 
established to find solutions for the early diagnosis of Alzheimer’s disease 
and the treatment of Alzheimer’s patients. The demographic information 
of the subjects is listed in Table 1. A total of 670 brain MRI images of 110 
healthy subjects and 94 clinically diagnosed with very mild to moderate 
Alzheimer’s disease subjects are used for training and testing the CNN 
model in this study. These dataset is divided in to training, validation and 
test data set using 60%-20-%20% scheme. Consequently, 402 images are 
used for training the network while 134 images are used for validation and 
134 images are used for testing. All the images are resized to 227x227. 

Table 1. Alzheimer dataset demographics used in the study

Number of Subjects
Total Number of ImagesAge Healthy Cases Alzheimer’s Disease Patients

60-69 20 10 144
70-79 40 45 256
80-89 30 25 120
Over 90 10 14 150
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The experiments of this study are performed on an NVIDIA GeForce 
GTX-850M platform that has Intel Core i7 5400 GPU, 2.60 GHz, 16.0 
GB RAM whereas software platform consists of Windows 10 (64-bit) 
operating system software platform using MATLAB 2019a version. 17 
minutes is elapsed throughout of the training the proposed CNN model. 

In this study, a novel CNN model is utilized to detect Alzheimer’s 
disease using Magnetic Resonance Imaging (MRI) images. The proposed 
CNN model consists of 1 input layer, 3 convolutional layers, 3 ReLU 
layers, 3 max-pooling layers, 1 dropout layer, 1 softmax layer and 2 fully 
connected layers. The hyper-parameters tuning used for this experiment 
are as follows: The Initial Learning Rate is 0.0001, Momentum is 0.9000, 
L2 regularization is 0.0001, and Mini-batch size is 10. Figure 7 shows the 
Accuracy plot of the proposed study. As can be seen from the figure, on 
overall accuracy of 96.33% is achieved after 318 iterations. There 6 epochs 
and the iteration per each epoch is 53. Figure 8 shows is the Loss plot of 
the proposed study. 

Figure 7. Accuracy plot

Figure 8. Loss plot

In this study, the performance of the proposed CNN method is 
evaluated using Accuracy, AUC, Sensitivity, Specificity and Precision 
performance evaluation metrics which are derived from confusion matrix. 
The corresponding equations are derived from confusion matrix and 
demonstrated in Equations 4, 5, 6 and 7, respectively. True Positive (TP) 
stands for correctly classified positive cases whereas True Negative stands 
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for correctly classified negative cases. False Positive (FP) is for incorrectly 
classified positive cases and False Negative (FN) is for incorrectly classified 
negative cases.

Figure 8 is confusion matrix of the classification task. There are a total 
of 134 MRI test images, of which 74 are Healthy and 60 are Alzheimer’s 
patients. As figure shows, 57 and 72 predictions are correctly classified as 
Alzheimer and Healthy cases, respectively. On the other hand, 2 Healthy 
cases are misclassified as Alzheimer cases whereas 3 Alzheimer cases 
are misclassified as Healthy cases. The overall classification success 
is 96.33%. Figure 9 is Area Under the Curve (AUC) value of Receiver 
Operating Characteristics (ROC) Curve. AUC is found to be 0.9801. 

Figure 8. Confusion matrix
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Figure 9. ROC curve

In this study, Alzheimer’s disease is successfully performed from 
MRI images using a novel CNN model. The experimental results indicate 
the success of the proposed method. The results obtained in this study are 
quite promising when compared with the previous works. For example, 
Liu et al. [18] used an artificial neural network approach for Alzheimer’s 
disease diagnosis and obtained an AUC value of 0.85.  In another DL based 
study of Alzheimer’s disease diagnosis Marzban et al. [15] used the CNN 
model and obtained an overall classification accuracy of 93.5%. Moreover, 
Bidani et al. [17] utilized transfer learning approach of pre-trained CNN 
models to diagnose Alzheimer’s disease and achieved an overall accuracy 
of 81.94%. Sorensen et al. [16] obtained an overall accuracy of 59.1% by 
using ensemble support vector machine approach to diagnose Alzheimer’s 
disease. 

4. CONCLUSION
Alzheimer’s disease is a serious health problem that has become very 

common recently and is expected to increase exponentially in the future. In 
this study, the diagnosis of Alzheimer’s disease is successfully performed 
using a novel CNN model from publicly available MRI dataset. An 
overall classification accuracy of 96.33% is achieved and an AUC value 
of 0.9801 is obtained using the proposed study. This study is thought to 
be a good reference resource for researchers interested in the diagnosis of 
Alzheimer’s disease with DL. 
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1. Introduction 

Assembly line refers to the manufacturing process where parts 
move through a transportation system and are assembled at workstations 
in order. On these lines, operations are performed at each station by 
following precedence relations of tasks. Large variabilities among 
workstations in workload bring along efficiency decreases. Therefore, it 
is critical to keep the assembly lines in balance.  

The assembly line balancing (ALB) problem is the assignment of 
tasks to workstations in a balanced way under certain constraints to 
optimize the desired efficiency measure. In enterprises working with 
manual labour, differences in experience and skill cause processing times 
to vary according to the workers. Regarding this situation, Miralles, 
García-Sabater, Andrés, and Cardós (2007) proposed the assembly line 
worker assignment and balancing (ALWAB) problem, in which a group 
of tasks and a worker are allocated to each workstation concurrently, and 
worker performances are considered. The ALWAB problem focuses on 
the line balancing during the initial installation of which assignments 
cannot be changed. 

Falkenauer (2005) argued that the need for rebalancing is more 
frequent than initial balancing due to some disruptions in production 
systems. The assembly line rebalancing (ALRB) problem considers the 
required processing times are independent of the worker executing these 
tasks.  

Karaş and Özçelik (2021) introduced the assembly line worker 
assignment and rebalancing (ALWARB) problem integrating the 
ALWAB and ALRB problems with the aim of rebalancing the assembly 
line when some workstations become unusable with workers who have 
different performances. They aimed at optimizing the cycle time increase 
and the workstation assignment changes of tasks following disruptions 
for rebalancing the line achieving the minimum changes according to the 
initial case. 

In production environments, managers concern with dividing the 
workload among all workers as equally as possible so as to improve the 
workload planning and utilize resources rationally. It is also beneficial for 
decreasing ergonomic risks and preventing fatigues and injuries arising 
from excessive workload. In spite of the significance of the workload 
smoothing in assembly lines, studies on this subject are limited. 
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The studies in the literature on the ALWAB, ALRB, and 
ALWARB problems are summarized in Table 1. As seen from the table, 
most researchers have focused on minimizing the cycle time. Although 
workload smoothing has rarely been studied in ALWAB and ALRB, it 
has been neglected in the ALWARB literature. To the best of our 
knowledge, workload smoothing is considered for the first time within 
the context of the ALWARB problem in the present study.    

Table 1 
Summary of literature on the ALWAB, ALRB, and ALWARB problems 

Study WA RB CS NW CT RT WS 
Miralles et al. (2007) ✓    ✓   
Moreira & Costa (2009) ✓    ✓   
Chaves, Lorena, & Miralles (2009) ✓    ✓   
Blum & Miralles (2011) ✓    ✓   
Moreira, Ritt, Costa, & Chaves (2012) ✓    ✓   
Araújo, Costa, & Miralles (2012) ✓    ✓   
Castellucci & Costa (2012) ✓    ✓   
Mutlu, Polat, & Supçiller (2013) ✓    ✓   
Vilà & Pereira (2014) ✓    ✓   
Borba & Ritt (2014) ✓    ✓   
Araújo, Costa, & Miralles (2015) ✓    ✓   
Ramezanian & Ezzatpanah (2015) ✓  ✓  ✓   
Polat, Kalaycı, Mutlu, & Gupta (2016) ✓    ✓   
Ritt, Costa, & Miralles (2016) ✓    ✓   
Zacharia & Nearchou (2016) ✓    ✓  ✓ 
Öksüz, Büyüközkan & Satoğlu (2017) ✓   ✓ ✓   
Efe, Kremer, & Kurt (2018) ✓   ✓    
Akyol & Baykasoğlu (2019) ✓    ✓   
Janardhanan, Li &, Nielsen (2019) ✓    ✓   
Zhang, Tang, Han, & Li (2019) ✓    ✓   
Yılmaz & Erol (2005)  ✓ ✓     
Gamberini, Grassi, & Rimini (2006)  ✓ ✓   ✓  
Corominas, Pastor, & Plans (2008)  ✓  ✓    
Gamberini, Gebennini, Grassi, & Regattieri (2009)  ✓ ✓   ✓  
Ağpak (2010)  ✓  ✓    
Grangeon, Leclaire, & Norre (2011)  ✓  ✓  ✓ ✓ 
Yang, Gao, & Sun (2013)  ✓ ✓ ✓   ✓ 
Çelik, Kara, & Atasagun (2014)  ✓ ✓     
Makssoud, Battaïa, Dolgui, Mpofu, & Olabanji 
(2015)  ✓  ✓  ✓  
Sancı & Azizoğlu (2017)  ✓   ✓ ✓  
Li (2017)   ✓  ✓    
Zhang, Hu, & Wu (2018)  ✓ ✓  ✓   
Belassiria, Mazouzi, ELfezazi, Cherrafi, & 
ELMaskaoui (2018)  ✓  ✓ ✓  ✓ 
Serin, Mete, & Çelik (2019)  ✓ ✓     
Zhang, Hu, & Wu (2020)  ✓ ✓  ✓  ✓ 
Karaş & Özçelik (2021) ✓ ✓   ✓ ✓  
This study ✓ ✓   ✓ ✓ ✓ 
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WA: Worker assignment, RB: Rebalancing, CS: Cost, NW: The number of 
workstations, CT: Cycle time, RT: Reassigned tasks, WS: Workload 
smoothing 

 This study addresses the ALWARB problem due to the 
significance of taking into account both rebalancing and worker 
performance. Considering the importance of workload smoothing in line 
balancing problems, the objectives are to minimize the cycle time 
increase, the number of reassigned tasks and smoothness index. Because 
of the difficulties in expressing the weight of the objectives numerically, 
a preemptive goal programming (PGP) model was developed in which 
the objectives are prioritized with their importance. An artificial bee 
colony (ABC) algorithm, which takes into consideration the priorities 
among the objectives, was developed to solve large-sized problems.  

In the second and third sections, the proposed PGP model and 
ABC algorithm are explained in detail, respectively. The results obtained 
with the developed methods are given in the fourth section. The study is 
concluded and recommendations for future studies are presented in the 
last section. 

2. Proposed PGP Model 

 Goal programming allows more than one objective to be 
considered concurrently and is divided into two as weighted and 
preemptive. In weighted goal programming, weight values are given in 
direct proportion to the importance levels of the objectives. However, it 
may not always be possible to determine these values precisely. In such 
cases, the preemptive goal programming method can be used, in which 
the objectives are prioritized with their relative significance to each other. 
This study presents a preemptive goal programming approach in which 
the order of priority among objectives was determined as cycle time 
increase-the number of reassigned tasks-workload smoothness. 

In the initial case, tasks are considered to be performed on a 
single model assembly line where a certain number of workers and 
workstations sequenced in series. It is assumed that some workstations 
are permanently or prolonged shut down after some failures. For the line 
to continue to operate, each task in the disrupted stations must be 
assigned to an open station. There are more workers than the number of 
open stations as the workers in the closed stations get idle. The 
processing time of tasks varies regarding the workers and some workers 
are not capable of executing some tasks. 
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One worker works at each workstation and each task must be 
assigned to only one workstation where precedence relations are provided 
and of which the worker can perform it. The ALWARB problem deals 
with both worker and task assignments to the open stations 
simultaneously. Making these assignments with the minimum cycle time 
increase is the primary objective. Moving tasks between stations may 
bring about an additional cost since it requires the transfer or purchase of 
the resources needed for the relevant task. Thereby, minimization of the 
number of reassigned tasks received the second priority. Workload 
smoothness has the third priority as it is generally desired to distribute the 
total load to the stations as equally as possible. 

The PGP model of the discussed problem was developed based 
on the ALWAB model presented by Miralles et al. (2007). The proposed 
PGP model is shown below. 

Indices 

𝑖𝑖, 𝑗𝑗: task (𝑖𝑖, 𝑗𝑗 = 1,2, . . . , 𝑁𝑁) 
𝑠𝑠: workstation (𝑠𝑠 = 1,2, . . . , 𝑆𝑆) 
𝑤𝑤: worker (𝑤𝑤 = 1,2, . . . , 𝑊𝑊) 
 

Sets and parameters 

𝐹𝐹: the set of disrupted workstations 
𝑃𝑃𝑗𝑗: the set of immediate predecessors of task 𝑗𝑗 
𝐶𝐶𝐶𝐶0: initial cycle time  
𝑡𝑡𝑖𝑖𝑤𝑤: processing time of task 𝑖𝑖 for worker 𝑤𝑤 
𝑎𝑎𝑖𝑖𝑖𝑖 = 1, if task 𝑖𝑖 is performed in workstation 𝑠𝑠 in the initial case; 0, 
otherwise 
𝐺𝐺1: goal value for cycle time; 𝐺𝐺1 = 𝐶𝐶𝐶𝐶0 
𝐺𝐺2: goal value for the number of reassigned tasks; 𝐺𝐺2 = ∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖 𝑠𝑠∈𝐹𝐹 𝑖𝑖  
𝐺𝐺3: goal value for workload smoothness; 𝐺𝐺3 = 0 

Decision variables 

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 = 1, if task 𝑖𝑖 is performed by worker 𝑤𝑤 in workstation 𝑠𝑠 after 
rebalancing; 0, otherwise 
𝑦𝑦𝑠𝑠𝑠𝑠 = 1, if worker 𝑤𝑤 is working in workstation 𝑠𝑠 after rebalancing; 0, 
otherwise 
𝐶𝐶𝐶𝐶: cycle time of the rebalanced line 
𝑑𝑑1

+, 𝑑𝑑1
−, 𝑑𝑑2

+, 𝑑𝑑2
−, 𝑑𝑑3

+, 𝑑𝑑3
−: deviation variables 
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 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 = 1
𝑤𝑤

   ∀
𝑠𝑠

𝑖𝑖 (1) 

 ∑ 𝑦𝑦𝑠𝑠𝑠𝑠
𝑠𝑠

 ≤ 1   ∀ 𝑤𝑤 (2) 

 ∑ 𝑦𝑦𝑠𝑠𝑠𝑠
𝑤𝑤

 ≤ 1   ∀ 𝑠𝑠 (3) 

 ∑ ∑ 𝑠𝑠. 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖  ≤
𝑤𝑤𝑠𝑠  

 ∑ ∑ 𝑠𝑠. 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗
𝑤𝑤𝑠𝑠  

 ∀ 𝑖𝑖, 𝑗𝑗/ 𝑖𝑖 𝜖𝜖 𝑃𝑃𝑗𝑗  (4) 

 ∑ 𝑡𝑡𝑖𝑖𝑖𝑖.
𝑖𝑖

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖  ≤ 𝐶𝐶𝐶𝐶   ∀ 𝑠𝑠, 𝑤𝑤 (5) 

 ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

 ≤ 𝑀𝑀. 𝑦𝑦𝑠𝑠𝑠𝑠   ∀ 𝑠𝑠, 𝑤𝑤 (6) 

 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 = 0   ∀ 𝑠𝑠 𝜖𝜖 𝐹𝐹
𝑤𝑤𝑖𝑖  

 (7) 

 𝐶𝐶𝐶𝐶 + 𝑑𝑑1
− − 𝑑𝑑1

+ = 𝐺𝐺1 (8) 

 ∑ ∑ (∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖
𝑤𝑤

− 𝑎𝑎𝑖𝑖𝑖𝑖)
𝑠𝑠│𝑎𝑎𝑖𝑖𝑖𝑖=0𝑖𝑖

+ 𝑑𝑑2
− − 𝑑𝑑2

+ = 𝐺𝐺2 (9) 

 ∑(𝐶𝐶𝐶𝐶 − ∑ ∑ 𝑡𝑡𝑖𝑖𝑖𝑖.
𝑤𝑤

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)
𝑖𝑖 𝑠𝑠∉𝐹𝐹

+ 𝑑𝑑3
− − 𝑑𝑑3

+ = 𝐺𝐺3 (10) 

 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖, 𝑦𝑦𝑠𝑠𝑠𝑠, 𝑞𝑞𝑖𝑖𝑖𝑖  𝜖𝜖 [0,1]                              ∀ 𝑖𝑖, 𝑠𝑠, 𝑤𝑤 (11) 
 𝐶𝐶𝐶𝐶, 𝑑𝑑1

+, 𝑑𝑑1
−, 𝑑𝑑2

+, 𝑑𝑑2
−, 𝑑𝑑3

+, 𝑑𝑑3
− ≥ 0 (12) 

 subject to  
 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 {𝑑𝑑1

+, 𝑑𝑑2
+, 𝑑𝑑3

+} (13) 

Constraint (1) controls that each task is performed in one 
workstation by one worker. Constraint (2) guarantees that a worker can 
work in at most one workstation. Constraint (3) ensures that at most one 
worker is assigned to each workstation. Constraint (4) fulfils the 
precedence relationships for tasks. Constraints (5) and (6) express that 
worker 𝑤𝑤 in station 𝑠𝑠 is able to perform multiple tasks within cycle time, 
where 𝑀𝑀 is a sufficiently large number ( ∑ ∑ 𝑡𝑡𝑖𝑖𝑖𝑖 < 𝑀𝑀𝑤𝑤𝑖𝑖  ). Constraint (7) 
implies that any task cannot be allocated to disrupted stations. Constraints 
(8), (9), and (10) calculate the deviation of cycle time, reassigned number 
of tasks, and smoothness index from specified goal values, respectively, 
where∑ (𝐶𝐶𝐶𝐶 − ∑ ∑ 𝑡𝑡𝑖𝑖𝑖𝑖 ∗𝑤𝑤 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)𝑖𝑖 𝑠𝑠∉𝐹𝐹  is the smoothness index. Constraints 
(11) and (12) are the sign constraints of decision variables. The objective 
function (13) of the proposed PGP model is minimizing the sum of the 
positive deviations of the considered objectives from their goal values. 
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3. Proposed ABC Algorithm 

ABC algorithm is a meta-heuristic approach proposed by 
Karaboğa (2005) inspiring by the foraging behaviour of bee swarms. 
There are three types of bees in this algorithm: employed, onlooker, and 
scout. Each solution is represented by a food source, and the quality of a 
food source shows the success of that solution. In the swarm, there is an 
employed bee responsible for each food source. They gather information 
about the quality of the sources and transmit it to the onlooker bees. 
Onlookers benefit from higher quality resources based on this 
information. Food sources that cannot be further developed and thus 
depleted are abandoned. The employed bee of each abandoned source 
turns into a scout and seeks a random new food source instead. After the 
new source is found, the scout bee becomes an employed bee again 
(Karaboğa & Akay 2011; Szeto, Wu, & Ho 2011). 

The algorithm starts with the derivation of the initial solutions. 
Then, neighbour food sources are found during the employed and 
onlooker bee stages. In the algorithm, the maximum number of trials that 
can be done consecutively to improve each source is the value of the limit 
parameter. The sources that exceed limit value are abandoned and new 
sources are found instead in the scout bee stage. After an iteration, the 
same steps are repeated from the employed bee stage. As the termination 
condition, the maximum iteration failure parameter is used. If the best 
solution accomplished in an iteration is not better than the best solution 
achieved in all iterations, the iteration failure numerator is incremented 
by one unit, or else the numerator is set to zero. When the maximum 
iteration failure value is surpassed, the algorithm is terminated. The 
pseudocode of the developed ABC algorithm is presented in Figure 1. 

 

Initialize parameters 
Scout bees find food sources randomly 
While iteration failure numerator ≤ Maximum number of iteration failure 
     Employed bee stage 
     Onlooker bee stage 
     Scout bee stage  
End While 
Figure 1. Pseudocode of the proposed ABC algorithm 

 

In the proposed algorithm, solutions are represented by a vector 
consisting of two segments of which lengths are equivalent to the number 
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of tasks and workers, respectively. Vector elements are integers, and 
these present the station to which the respective task/worker is allocated. 
An example solution vector with eight tasks, three workstations, and 
three workers is given in Figure 2. 

 

1 1 2 1 2 2 3 3 2 1 3 
T-1 T-2 T-3 T-4 T-5 T-6 T-7 T-8 W-1 W-2 W-3 

Figure 2. Solution vector 
 

Since disrupted stations cannot be assigned tasks after some 
stations are closed, only the IDs of open workstations can be placed in the 
solution vector. Tasks and workers of the disrupted stations get idle. In 
the new line balance, an idle worker may be assigned to an open 
workstation, and a different worker may get idle. Each task should be 
executed in one workstation, including those currently at disrupted 
stations. 

3.1. Derivation of initial solutions 

The algorithm begins by generating initial feasible solutions. 
Three different approaches are applied in this stage. In the first approach, 
task and worker assignments to open workstations of the current 
assembly line are handled. Then, only the tasks of disrupted stations are 
distributed to open stations, taking into account the precedence relations 
and task-worker compatibility.  

Assume the workstation assignments of tasks and workers, 
precedence relations among tasks, and processing times of tasks for each 
worker are given in Figure 2, Figure 3 and Table 2, respectively. ‘Inf’ 
denotes the cases workers cannot perform the tasks. In case of 
workstation 2 is disrupted and worker W-1 gets idle, tasks T-3, T-5 and 
T-6 should be reassigned for the assembly line to continue to operate. If 
the algorithm selects the first approach for deriving an initial solution, 
task and worker assignments in open stations are maintained. The 
algorithm determines a random sequence among the disrupted tasks and 
assigns each of them an open workstation ensuring the constraints 
following this sequence. Considering the algorithm generates the 
sequence T5-T3-T6, the first reassigned task is T5. Since T5 has no 
predecessor, this task can be allocated to both workstation 1 and 
workstation 3 for the precedence relations constraint. However, worker 
W-3 in workstation 3 does not have the ability to compute task T-5. 
Hence, T-5 can only be reassigned to workstation 1 for the task-worker 
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capabilities constraint. After T-5 is transferred to workstation 1, the 
algorithm passes to task T-3. This task should not be processed before T-
1 and after T-6 owing to precedence relations (Figure 3). As T-6 is also 
disrupted and comes after the T-3 in the reassigning sequence, the 
algorithm takes into account the precedence relations only for between T-
1 and T-5. Thus, it is possible to move T-5 to both workstation 1 and 
workstation 3. T-3 cannot be operated by worker W-2 in workstation 1 
and it is reassigned to workstation 3. While task T-6 can be handled by 
both workers, it must not assign to workstation 1 due to the precedence 
relation with T-3. When T-6 is allocated to workstation 3, all constraints 
are provided, and an initial solution is generated (Figure 4). The ‘X’ in 
the second part of the vector indicates that the worker of workstation 2 
gets idle. 

  
Table 2 

Processing times of tasks for each worker (Akyol & Baykasoğlu, 2019) 
Tasks W-1 W-2 W-3 
1 8 6 10 
2 Inf 20 22 
3 10 Inf 30 
4 Inf 20 25 
5 8 6 Inf 
6 22 32 42 
7 25 20 30 
8 30 25 15 

 
Figure 3. Precedence graph for the example problem (Akyol & Baykasoglu, 

2019) 
 

Figure 4. An initial solution 
 

1 1 3 1 1 3 3 3 X 1 3 
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As regards the second approach, only task-to-workstation 
assignments of the current line are preserved. Each task at disrupted 
stations is assigned to an open station ensuring precedence relations. 
Worker assignments are then made. To obtain a feasible solution, each 
worker is assigned to an open station where he can do all the tasks.  

In the third approach, initial solutions are generated 
independently of the current assignments. Not only the tasks in the 
disrupted workstations but all tasks are assigned to open workstations 
providing precedence relations. Then, a worker is allocated per 
workstation, considering the ability of the workers to perform the tasks.  

In each approach, a feasible initial solution is attained when each 
task is allocated to an open workstation and task-worker compatibilities 
are achieved. The approach to be used for generating each solution is 
chosen randomly. Once a feasible solution is found, the same steps are 
repeated to derive the next solution. This stage is completed by obtaining 
the predetermined number of initial solutions.  

3.2. Employed bee stage 

 In this stage, a feasible neighbour solution is obtained for each 
current solution in the population. In this study, as neighbour solution 
search structure; moving a task from one station to another (TASK-
INSERT), exchanging workstations of two tasks (TASK-SWAP), and 
exchanging workstations of two workers (WORKER-SWAP) are used. 
The neighbourhood structure to find a neighbour for each solution is 
selected randomly. In finding neighbour solutions, precedence relations 
and task-worker compatibilities are always provided. No task can be 
assigned to closed stations, but an idle worker may be replaced with a 
different worker at an open station. 

 If the neighbour is better than the current solution, it replaces the 
current one. In this algorithm, unlike the classical ABC algorithm, worse 
neighbour solutions to a certain extent than the existing solution are also 
accepted. If the neighbour solution meets the acceptance criteria, the 
solution failure numerator of this solution is set to zero. Elsewise, this 
current solution is maintained, and this numerator is incremented by one 
unit. This stage ends after repeating the same steps for all solutions in the 
population. For the initial solution given in Figure 4, neighbour solutions 
found by using the neighbourhood operators are depicted in Figure 5.  
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              TASK-INSERT 
 

          
                                       
           TASK-SWAP 
 
 

 
 
                                                                              WORKER-SWAP 

Figure 5. Neighbour solution 

 

3.3. Onlooker bee stage  

 In this stage, the same neighbourhood structures and acceptance 
criteria as the employed bee stage are adopted. However, neighbour 
solutions are found for solutions determined by binary tournament 
selection instead of all solutions. The solution failure numerators of 
accepted neighbour solutions are set to zero. If a neighbour solution is 
rejected, the current one is preserved, and the failure numerator of the 
respective solution is incremented by one unit. The same steps are 
repeated for the number of food sources. 

3.4. Scout bee stage 

 In the scout bee stage of the classical ABC algorithm, solutions 
of which the solution failure numerator exceeds limit value are 
abandoned and random solutions are generated in place of abandoned 
ones. In the proposed algorithm, a new solution can be found either 
selecting one of the strategies randomly in the initial solution derivation 
stage or from a neighbourhood of the best solution in the population 
using one of the neighbourhood structures in the employed bee and 
onlooker bee stages randomly with a certain probability to achieve better 

1 1 3 1 1 3 1 3 X 1 3 

1 1 3 1 3 1 3 3 X 1 3 

1 1 3 1 1 3 3 3 1 X 3 
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solutions faster. Unlike the classical ABC algorithm, the solution with the 
minimum objective function value in the population is not abandoned to 
continue the possibility of finding better solutions even if its limit is 
surpassed, and the solution failure numerator is set to zero. After the 
scout bee stage, an iteration is complete. 

 While the most successful solution attained in the relevant 
iteration is called the local best solution, the most successful solution 
achieved during all the iterations is the global best solution. At the end of 
each iteration, the local and global best solutions are compared. If the 
global best solution cannot be developed in that iteration, the iteration 
failure numerator is incremented by one unit, or else the numerator is set 
to zero. The algorithm terminates when the numerator value surpasses the 
maximum iteration failure value. If the predetermined value has not been 
exceeded yet, the next iteration starts from the employed bee stage. 

3.5. Evaluating Solutions 

 In this study, the objectives are handled by prioritizing them 
concerning their importance compared to each other. Whereas the 
primary objective is cycle time increase, the secondary and tertiary 
objectives are the number of reassigned tasks and workload smoothness, 
respectively. In the proposed algorithm, this priority order is taken into 
account when determining which solution is better than the other. For this 
purpose, the approach suggested by Baykasoğlu (2005) is used to 
evaluate the solutions. Two solutions are first evaluated concerning cycle 
time and the solution with the smaller cycle time is decided to be better. 
If the cycle times are equal, it is determined that the solution that has the 
lower number of reassigned tasks is more successful, considering the 
secondary objective. If two solutions are equal for the first two 
objectives, the solution with the smaller smoothness index is better. 

4. Results and Discussion 

 The developed PGP model and ABC algorithm were tested using 
a computer having Intel Core i5 1.80GHz processor and 8 GB RAM. The 
performances of the proposed approaches were evaluated on the ALWAB 
problem benchmark instances presented by Chaves, Insa, and Lorena 
(2007). These problems consist of 4 families: Roszieg, Heskia, Tonge 
and, Wee-Mag. There are 8 groups in each problem family and each 
group contains 10 test problems. By taking the first problems of all 
groups of problem families, results were obtained on a total of 32 
instances. 
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 Since the current line design must be known to solve the 
ALWARB problem, the assignments before disruption obtained by 
solving the ALWAB-II problem in Karaş and Özçelik’s (2021) study 
were used for the selected instances. Subsequently, the same workstations 
were closed for the same test problems as this study. 

 The PGP model was coded with the GAMS program and CPLEX 
was used as the solver. The goal values for cycle time, reassigned tasks, 
and smoothness index are the cycle time of the current assembly line, the 
number of tasks in the disrupted stations, and zero, respectively. The 
model was given 3600 seconds time limit for each objective. 

 The ABC algorithm was coded in MATLAB 2020a programming 
language. 20 runs were made to solve each instance. The solution 
population size is 50 and the maximum iteration failure value is 2000. 
The limit value is taken as 50. In place of abandoned solutions, a random 
solution is generated with 20% probability, or a neighbour of the local 
best solution is found with 80% probability in the scout stage. 

4.1. Obtained results 

 The results attained by the proposed approaches for the selected 
benchmark problems are given in Table 3.  From the fifth to seventh 
columns; the problem name (P), the number of tasks (𝑁𝑁), the number of 
workers (𝐻𝐻), the disrupted workstations (𝐹𝐹), and goal values (𝐺𝐺1, 𝐺𝐺2, and 
𝐺𝐺3) are presented, respectively. In the next columns; the cycle time (𝐶𝐶𝐶𝐶) 
after rebalancing, the number of reassigned tasks (𝑇𝑇), and the smoothness 
index (𝑆𝑆𝑆𝑆) values achieved by both solution approaches are included. In 
the columns for the ABC algorithm, the values of the most successful 
solution among all the runs for the relevant test problem are shown. In the 
last two columns, there are solution times in seconds. 

 
Table 3 

The results obtained by the proposed methods 
   Goal values (𝐶𝐶𝐶𝐶; 𝑇𝑇; 𝑆𝑆𝑆𝑆) CPU 

P 𝑁𝑁 𝐻𝐻 𝐹𝐹 (𝐺𝐺1; 𝐺𝐺2; 𝐺𝐺3) PGP ABC PGP ABC 

R1 25 4 2 (20;7;0) (28;9;3) (28;9;3) 0.50 0.11 
R11 25 4 2 (30;3;0) (35;3;17) (35;3;7) 0.37 0.05 
R21 25 4 4 (28;7;0) (39;12;1) (39;12;1) 0.39 0.03 
R31 25 4 1 (31;5;0) (41;13;1) (41;13;1) 0.45 0.12 
R41 25 6 4 (10;7;0) (11;11;2) (11;11;2) 2.17 0.12 
R51 25 6 3 (11;6;0) (12;11;7) (12;11;7) 1.67 0.21 
R61 25 6 6 (16;4;0) (19;8;1) (19;8;1) 2.33 0.20 
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R71 25 6 5 (15;5;0) (18;10;1) (18;10;1) 1.92 0.10 
H1 28 4 2 (94;6;0) (152;21;1) (152;21;1) 0.74 0.36 
H11 28 4 2 (169;7;0) (244;21;6) (244;21;6) 0.58 0.24 
H21 28 4 3 (216;8;0) (270;20;4) (270;20;4) 0.44 0.52 
H31 28 4 3 (204;6;0) (278;11;1) (278;11;1) 0.67 0.32 
H41 28 7 5 (35;5;0) (37;8;3) (37;8;3) 1.09 0.13 
H51 28 7 4 (51;3;0) (53;9;20) (53;9;20) 5.00 19.43 
H61 28 7 3 (66;2;0) (77;9;14) (77;9;14) 2.67 1.87 
H71 28 7 1 (91;2;0) (91;7;22) (91;7;22) 1.86 2.18 
T1 70 10 2, 8 (87;12;0) (110;40;8) (110;40;8) 9535.08 4.40 
T11 70 10 6, 10 (112;13;0) (142;15;101) (142;15;101) 515.13 2.55 
T21 70 10 6, 8 (158;10;0) (214;34;45) (214;34;45) 4587.72 31.29 
T31 70 10 3, 5 (171;9;0) (212;43;29) (212;43;29) 7940.88 34.56 
T41 70 17 2, 6, 15 (31;10;0) (43;16;81) (36;34;18) 8160.81 53.56 
T51 70 17 5, 9, 16 (40;15;0) (55;-;-) (43;44;17) - 49.58 
T61 70 17 2, 5 ,12 (71;12;0) (100;-;-) (76;45;81) - 72.93 
T71 70 17 11, 12, 14 (57;16;0) (103;-;-) (67;42;78) - 43.91 
W1 75 11 5, 8 (27;15;0) (34;-;-) (34;32;4) - 12.08 
W11 75 11 6, 7 (30;17;0) (38;-;-) (38;36;1) - 96.37 
W21 75 11 8, 9 (48;13;0) (70;-;-) (67;35;11) - 16.34 
W31 75 11 4, 10 (50;10;0) (69;18;35) (64;38;9) 7577.31 37.53 
W41 75 19 9, 12, 16 (11;11;0) (14;-;-) (12;26;10) - 38.09 
W51 75 19 12, 14, 15 (14;8;0) (19;-;-) (15;42;17) - 48.42 
W61 75 19 3, 16, 17 (19;12;0) (23;-;-) (22;35;24) - 83.90 
W71 75 19 6, 11, 19 (21;10;0) (27;15;49) (22;25;11) 8244.47 43.14 

According to the results, both methods achieved the same 
solution values in small-sized problems. As the problem size grew, the 
algorithm surpassed the model for solution quality and time. The PGP 
model was able to solve 7 of the 16 large-sized instances. In the 
remaining 11 large-sized problems, the model could acquire feasible 
solutions only for the first objective. The ABC algorithm reached more 
successful or the same solution values in all these problems in a very 
short time. 

4.2. Effect of the Goal Values 

 To see the effect of the goal values on the results, the instances 
were solved with the proposed approaches by firstly relaxing the only 𝐺𝐺1, 
then 𝐺𝐺1 and 𝐺𝐺2 together. Relaxed goal values are taken as the maximum 
value obtained for the relevant goals in cases where a solution is found in 
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accordance with the results in Table 1 for each problem. Positive 
deviations (𝑑𝑑1

+, 𝑑𝑑2
+ and 𝑑𝑑3

+) achieved only when 𝐺𝐺1 is relaxed are given in 
Table 4, and those attained when 𝐺𝐺1 and 𝐺𝐺2 are relaxed together are 
given in Table 5. 

 

Table 4 
Results obtained when 𝐺𝐺1 is relaxed 

 Goal values (𝑑𝑑1
+; 𝑑𝑑2

+; 𝑑𝑑3
+) CPU 

P (𝐺𝐺1; 𝐺𝐺2; 𝐺𝐺3) PGP ABC PGP ABC 
R1 (28;7;0) (0;2;3) (0;2;3) 0.19 0.08 
R11 (35;3;0) (0;0;17) (0;0;17) 0.34 0.04 
R21 (39;7;0) (0;5;1) (0;5;1) 0.30 0.04 
R31 (41;5;0) (0;8;1) (0;8;1) 0.34 0.12 
R41 (11;7;0) (0;4;2) (0;4;2) 1.95 0.12 
R51 (12;6;0) (0;5;7) (0;5;7) 1.47 0.28 
R61 (19;4;0) (0;4;1) (0;4;1) 1.84 0.30 
R71 (18;5;0) (0;5;1) (0;5;1) 1.56 0.16 
H1 (152;6;0) (0;15;1) (0;15;1) 0.80 0.64 
H11 (244;7;0) (0;14;6) (0;14;6) 0.37 0.43 
H21 (270;8;0) (0;12;4) (0;12;4) 0.34 0.73 
H31 (278;6;0) (0;5;1) (0;5;1) 0.61 0.47 
H41 (37;5;0) (0;3;3) (0;3;3) 1.11 0.17 
H51 (53;3;0) (0;6;20) (0;6;20) 2.06 8.41 
H61 (77;2;0) (0;7;14) (0;7;14) 2.06 6.15 
H71 (91;2;0) (0;5;22) (0;5;22) 1.11 2.40 
T1 (110;12;0) (0;28;8) (0;28;8) 9422.66 46.75 
T11 (142;13;0) (0;2;101) (0;2;101) 354.44 2.83 
T21 (214;10;0) (0;24;45) (0;24;45) 3599.69 24.79 
T31 (212;9;0) (0;34;29) (0;34;29) 6109.27 22.11 
T41 (43;10;0) (3;1;121) (0;9;74) 4118.94 96.44 
T51 (55;15;0) (1;-;-) (0;14;75) - 31.31 
T61 (100;12;0) (0;-;-) (0;18;254) - 112.25 
T71 (103;16;0) (14;4;-) (0;13;208) - 52.96 
W1 (34;15;0) (0;-;-) (0;17;4) - 26.51 
W11 (38;17;0) (0;-;-) (0;19;1) - 31.20 
W21 (70;13;0) (0;-;-) (0;18;10) - 35.72 
W31 (69;10;0) (0;8;35) (0;9;20) 4942.50 73.75 
W41 (14;11;0) (1;6;27) (0;12;14) 10800.00 29.14 
W51 (19;8;0) (0;-;-) (0;15;28) - 47.03 
W61 (23;12;0) (4;-;-) (0;15;31) - 66.05 
W71 (27;10;0) (7;2;105) (0;10;41) 4681.72 28.92 

The ABC algorithm and PGP model succeeded in providing goal 
values for the cycle time in all small-sized instances when 𝐺𝐺1 is relaxed. 
Both solution methods found the same deviation values for the second 
and third goals in these problems. While the algorithm reached solutions 
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that do not cause any positive deviation from the first goal value in all 16 
large-sized problems, the model did in 11 of them. Except for the W31 
instance, the algorithm achieved results equal to or better than the 
proposed model in much shorter times. 

 
Table 5 

Results obtained when 𝐺𝐺1 and 𝐺𝐺2 are relaxed 

 Goal values (𝑑𝑑1+; 𝑑𝑑2+; 𝑑𝑑3+) CPU 
P (𝐺𝐺1;𝐺𝐺2; 𝐺𝐺3) PGP ABC PGP ABC 
R1 (28;9;0) (0;0;3) (0;0;3) 0.13 0.10 
R11 (35;3;0) (0;0;17) (0;0;17) 0.11 0.05 
R21 (39;12;0) (0;0;1) (0;0;1) 0.28 0.04 
R31 (41;13;0) (0;0;1) (0;0;1) 0.38 0.11 
R41 (11;11;0) (0;0;2) (0;0;2) 2.09 0.07 
R51 (12;11;0) (0;0;7) (0;0;7) 1.50 0.25 
R61 (19;8;0) (0;0;1) (0;0;1) 1.66 0.22 
R71 (18;10;0) (0;0;1) (0;0;1) 1.77 0.13 
H1 (152;21;0) (0;0;1) (0;0;1) 0.98 0.43 
H11 (244;21;0) (0;0;6) (0;0;6) 0.31 0.35 
H21 (270;20;0) (0;0;4) (0;0;4) 0.42 0.37 
H31 (278;11;0) (0;0;1) (0;0;1) 0.61 0.20 
H41 (37;8;0) (0;0;3) (0;0;3) 1.06 0.18 
H51 (53;9;0) (0;0;20) (0;0;20) 2.00 29.79 
H61 (77;9;0) (0;0;14) (0;0;14) 2.02 3.49 
H71 (91;7;0) (0;0;22) (0;0;22) 1.38 1.25 
T1 (110;40;0) (0;0;8) (0;0;8) 7843.2 42.82 
T11 (142;15;0) (0;0;101) (0;0;101) 347.52 3.61 
T21 (214;34;0) (0;0;45) (0;0;45) 3096.3 40.25 
T31 (212;43;0) (0;0;29) (0;0;29) 4914.00 37.50 
T41 43;34;0 (3;-;-) (0;0;9) - 80.36 
T51 55;44;0 (3;0;-) (0;0;12) - 54.8 
T61 100;45;0 (0;0;-) (0;0;17) - 60.61 
T71 103;42;0 (14;0;51) (0;0;43) 7308.89 76.81 
W1 34;32;0 (0;0;4) (0;0;4) 8581.97 46.02 
W11 38;36;0 (0;18;0) (0;0;0) 8013.72 40.58 
W21 70;35;0 (0;3;-) (0;0;7) - 36.58 
W31 69;30;0 (0;1;6) (0;0;8) 8374.3 42.08 
W41 14;26;0 (1;0;-) (0;0;9) - 24.99 
W51 19;42;0 (0;1;-) (0;0;2) - 168.56 
W61 23;35;0 (4;-;-) (0;0;19) - 104.4 
W71 27;25;0 (1;-;-) (0;0;12) - 71.18 
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Whereas both approaches reached the same positive deviation 
values in small-sized benchmark problems, the ABC algorithm achieved 
more successful or the same results in pretty short times for large-sized 
instances in the case of relaxed 𝐺𝐺1 and 𝐺𝐺2. 

 As can be seen from Tables 4 and 5, although the goal values 
were relaxed, the model could not obtain a solution for all objectives in a 
significant part of large-sized problems. The ABC algorithm for the 
ALWARB problem, where the solution may be impossible or costly 
according to solution time, is superior. 

5. Conclusion 

Assembly lines, which are one of the main components of mass 
production systems, must be in balance to use limited resources 
efficiently. However, in real production environments, there are 
circumstances where these lines are out of balance due to various reasons 
such as workstation failures. If some stations are disrupted, the line needs 
to be rebalanced so that production can continue. Since the main purpose 
of balancing assembly lines is to distribute the total workload to the 
workstations as evenly as possible, the performance of workers should 
also be taken into account. In this study, to find a trade-off among cycle 
time, the number of reassigned tasks, and workload smoothness, the 
multi-objective ALWARB problem was addressed. To tackle this 
problem, an ABC algorithm was developed as well as a PGP model and 
these approaches were compared using the benchmark instances. The 
computational results demonstrated that the proposed ABC algorithm 
provides a significant advantage, especially in large-sized problems. In 
future studies, U-type or two-sided lines, and stochastic processing times 
can be handled. Moreover, the ALWARB problem could be considered 
by determining different priorities among the considered objectives. 
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1. INTRODUCTION 

In engineering structures, the importance of curved plates is as much 
as flat plates. These plates are subjected to different dynamic loads in 
engineering structures, such as aircraft bodies, ship decks, car bodywork, 
etc. Accordingly, it is necessary to create strong numerical model of 
curved plates with different methods in the modeling stage before 
production to predict their dynamic characteristics. In this study, two 
different finite element types are compared, which are rectangular shell 
element and cylindrical shell element. These curved plates are examined 
under different boundary conditions in MATLAB. The first ten natural 
frequencies are taken into consideration when comparing the natural 
frequencies of the curved plates. The obtained results are also compared 
and interpreted with the ANSYS. Based on the obtained results, the 
mathematical model approach for two types of finite element types can be 
used in curved plate modeling. This study showed that the rectangular 
shell element gives reliable results as good as the cylindrical shell 
element even though the element stiffness and mass matrix includes a 
smaller number of elements. 

Curved plates are used in many applications, and it is important and 
necessary to determine their static and dynamic characteristics for 
different engineering areas. Curved plates are commonly using in 
engineering structures in terms of aesthetics and design. Thin shells as 
structural elements are the most predominantly used in engineering, 
particularly in civil, mechanical, architectural, aeronautical, and marine 
engineering. Knowledge of the free vibration characteristics of the thin 
circular cylindrical shells is important both for understanding the 
fundamental shell behavior and for designing shell structures for 
industrial applications (Olson and Lindberg, 1968). Therefore, the natural 
frequency values of the curved plates should be known at the design 
stage. In many types of research, different mathematical models for plates 
are modeled and investigated under different load conditions. Senjanovic 
et al. (2015) studied a simple analytical procedure for estimation of 
natural frequencies of free thin rectangular plates based on Rayleigh's 
quotient. Based on their detailed FEM analysis, some additional natural 
modes were recognized, which are defined as the sum and difference of 
the cross products of beam modes. These natural mode shapes of beam 
form a complete natural frequency spectrum of a free rectangular plate as 
a novelty. In their paper, the application of the developed procedure was 
illustrated in the case of a free thin square and rectangular plate. Dey et 
al. (2016) investigated a composite rectangular plate that was modeled 
according to the Mindlin-Reissner plates theory using classical plates 
theory and high-order differential equations. In their paper, triangular 
finite elements are used as mesh elements. Nasirmensh and Mohammadi 
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(2017) investigated the vibrational behavior of cracked FGM shells. In 
their study, multiple examples are introduced and analyzed and the 
effects of various parameters such as the length and angle of the crack 
and different distribution patterns of material stiffness and density across 
the thickness of the shell are extensively studied. Danzi et al. (2017) 
presented the equivalent plate model of curvilinear stiffened panels. 
Rawat et al. (2016) investigated the thin circular cylindrical shell that can 
vibrate in different modes. Li et al. (2016) studied analytic free vibration 
solutions of free rectangular thin plates with or without an elastic 
foundation were obtained by using an up-to-date Hamiltonian system-
based symplectic superposition method because such boundary value 
problems are known to be very difficult and they were generally solved 
by the approximate/numerical methods. In their paper, the advantage of 
this method is that the solution procedure was conducted in the 
symplectic space, where the symplectic eigen expansion is valid and the 
predetermination of the solution form is avoided. This significantly 
extends the approach to the analytic solutions of similar problems. Li et 
al. (2017), examined accurate analytic solutions for free vibration of 
rectangular thick plates with an edge-free were obtained. The 
Hamiltonian system-based governing equation was first constructed. In 
their paper, the eigenvalue problems of two fundamental vibration 
problems were formed for a thick plate with an edge-free and the others 
clamped and by symplectic expansion, the fundamental solutions were 
obtained. Kumar et al. (2017) studied linear and nonlinear vibration 
analyses of shear deformable thin and thick arbitrary straight-sided 
quadrilateral plates using smoothed finite element technique. In their 
study, the Mindlin-Reissner plates were discretized with quadrilateral 
background cells, then membrane and bending stiffness matrices of 
background quadrilateral cells are evaluated using the edge-based 
smoothed finite element method. Spagnoli et al. (2019) presented an 
experimental test under fixed loading on the geometrically nonlinear 
bending behavior of plates. The study shows the critical plate 
displacement almost independent on the plate size, but linearly depends 
on the plate thickness. Eisenberger & Deutsch (2019) suggested a novel 
high-efficiency numerical results that covers all the potential 
combinations for thin rectangular plate that solve the partial differential 
equations of motion. Their study also gives examples of their new 
solution and compared with other approximate solutions. 

In this study, rectangular shell element (RSE) and cylindrical shell 
element (CSE) are employed for creating the curved structure. RSE is a 
combination of two different theories, including the out-of-plane and in-
plane vibration theories, and this finite element type has six generalized 
coordinates. When RSE is a planar finite element type, CSE is a curved 
finite element type and has seven generalized coordinates. These theories 
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are coded with the MATLAB. In order to validate the approaches, the flat 
and curved geometries are also modeled in ANSYS to validate the 
results. 

2. MATHEMATICAL MODEL 

The curved geometry is created with the help of the large deflection 
equation, which is given in equation (1). The large deflection equation is 
taken into account for only its geometrical structure, without pre-stress 
effect to perform a realistic model, and the created structure consists of 
elements with different radii. The deflection equation works on the 
principle of applying a distributed force on the free end of a plate, which 
is fixed on the opposite side. Considering the assembly styles in 
engineering structures, two different boundary conditions are investigated 
which are two opposite sides fixed and four sides fixed. RSE includes six 
generalized coordinates when CSE includes seven generalized 
coordinates. Using a different approach to modeling the curved structure, 
the theory of rectangular plate is formed as a combination of two 
different theories. On the other hand, the CSE is used as a combination of 
different radii and it is also used for modeling a curved form. The curved 
form of the plate is shown in Figure 1. 

 
  (a)      (b) 

Figure 1. The curved form of the thin plate. (a) Distributed load applied to flat 
plate, (b) The curved plate with two opposite sides are fixed 
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Q represents uniformly distributed load in Figure 1. It is necessary to find 
deflection points to create curved model. Ozturk (2011) used beam 
deflection equation in his study. Deflection points of the plate can be 
found for desired mesh size with the help of the force value and the beam 
deflection equation. This equation can be used for modeling plates 
because thin plates deforme under load just like beams (Jairazhboy et al., 
2012). 

𝑧𝑧(𝑥𝑥) = 𝑃𝑃
2𝐸𝐸𝐼𝐼 (− 𝑥𝑥3

3 + 𝑙𝑙𝑥𝑥2)

+ 1
2 ( 𝑃𝑃

2𝐸𝐸𝐼𝐼)
3

(− 𝑥𝑥7

7 + 𝑙𝑙𝑥𝑥6 − 12
5 𝑙𝑙2𝑥𝑥5 + 2𝑙𝑙3𝑥𝑥4)

+ 3
8 ( 𝑃𝑃

2𝐸𝐸𝐼𝐼)
5

(− 𝑥𝑥11

11 + 𝑙𝑙𝑥𝑥10 − 40
9 𝑙𝑙2𝑥𝑥9 + 10𝑙𝑙3𝑥𝑥8

− 80
7 𝑙𝑙4𝑥𝑥7 + 16

3 𝑙𝑙5𝑥𝑥6) + ⋯ 

(1) 

E represents young modulus, P represents force, I represents the moment 
of inertia for the beam and l represents exact length of the beam after the 
force are applied. P is obtained from equation (2). 

𝑃𝑃 = 𝑄𝑄 𝑏𝑏 (2) 

The equation of the exact length of the beam is given with equation (3). 

𝑎𝑎 = ∫ √1 + (dz
dx)

2
dx

𝑙𝑙

0

 (3) 

2.1. Cylindrical Shell Element (CSE) 

The curved model is formed by joining the plates in different radii of 
curvature tangentially. The representative curved model with CSE form is 
given in Figure 2. 
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Figure 2. Representative curved model with cylindrical shell element 

The cylindrical shell element which is used for modeling each curve 
part is shown in Figure 3 (Rawat et al., 2016). 

 

Figure 3. Cylindrical shell element 

For using the CSE, stiffness and mass matrices have to be calculated 
to obtain natural frequencies. This calculation is done by through the 
strain energy of an isotropic thin cylindrical shell element. 

𝑈𝑈 = ∫∫ ∫ [ 𝐸𝐸
2(1 − 𝑣𝑣2) 𝜀𝜀𝑥𝑥

2 + 𝜀𝜀𝑦𝑦2 + 2𝜈𝜈𝜀𝜀𝑥𝑥𝜀𝜀𝑦𝑦
ℎ 2⁄

−ℎ/2

𝑎𝑎

0

𝑏𝑏

0

+ 1 − 𝜈𝜈
2 𝜀𝜀𝑥𝑥𝑦𝑦2 ] 𝑑𝑑𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧 

(4) 

where h is thickness of the plate, E is young modulus and ν is Poisson’s 
ratio. The strain displacement relations are given by equation (5). 
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𝜀𝜀𝑥𝑥 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 − 𝑧𝑧𝜕𝜕

2𝑤𝑤
𝜕𝜕𝑥𝑥2  

𝜀𝜀𝑦𝑦 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕+

𝑤𝑤
𝑅𝑅 − 𝑧𝑧(𝜕𝜕

2𝑤𝑤
𝜕𝜕𝑦𝑦2 −

1
𝑅𝑅
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕) 

𝜀𝜀𝑥𝑥𝑦𝑦 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕− 2𝑧𝑧( 𝜕𝜕

2𝑤𝑤
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕−

1
𝑅𝑅
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕) 

(5) 

According to equation 5, the CSE requires special displacement functions 
in order to ensure all six degree of freedoms. The displacement functions 
are given by equation (6) to satisfy strain-displacement relations. 

𝑤𝑤(𝑥𝑥, 𝑦𝑦)
= 𝑎𝑎1 + 𝑎𝑎2𝑥𝑥 + 𝑎𝑎3𝑦𝑦 + 𝑎𝑎4𝑥𝑥𝑦𝑦 + 𝑎𝑎5𝑥𝑥2
+ 𝑎𝑎6𝑦𝑦2 + 𝑎𝑎7𝑥𝑥2𝑦𝑦 + 𝑎𝑎8𝑥𝑥𝑦𝑦2 + 𝑎𝑎𝑔𝑔𝑥𝑥3
+ 𝑎𝑎10𝑦𝑦3 + 𝑎𝑎11𝑥𝑥3𝑦𝑦 + 𝑎𝑎12𝑥𝑥𝑦𝑦3 

𝑢𝑢(𝑥𝑥, 𝑦𝑦) = 𝑎𝑎13 + 𝑎𝑎14𝑥𝑥 + 𝑎𝑎15𝑦𝑦 + 𝑎𝑎16𝑥𝑥𝑦𝑦 + 𝑎𝑎17𝑦𝑦2
+ 𝑎𝑎18𝑥𝑥𝑦𝑦2 + 𝑎𝑎19𝑦𝑦3 + 𝑎𝑎20𝑥𝑥𝑦𝑦3 

𝑣𝑣(𝑥𝑥, 𝑦𝑦) = 𝑎𝑎21 + 𝑎𝑎22𝑥𝑥 + 𝑎𝑎23𝑦𝑦 + 𝑎𝑎24𝑥𝑥𝑦𝑦 + 𝑎𝑎25𝑦𝑦2
+ 𝑎𝑎26𝑥𝑥𝑦𝑦2 + 𝑎𝑎27𝑦𝑦3 + 𝑎𝑎28𝑥𝑥𝑦𝑦3 

(6) 

The resulting strain energy expression is a quadratic function of the 
28 corner displacements for each element, and it is given in equation (7). 
The stiffness matrix K can be calculated next. 

𝑈𝑈 = 1
2𝑊𝑊

𝑇𝑇𝐾𝐾𝑊𝑊 
 (7) 

The kinetic energy for the cylindrical element at any instant of time with 
neglecting rotary inertia is given in equation (8). 

𝑇𝑇 = 1
2∫∫ ∫ (𝜌𝜌 (𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕)

2
+ (𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕)

2
+ (𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 )

2
) dzdxdy

ℎ/2

−ℎ/2

𝑎𝑎

0

𝑏𝑏

0

 (8) 

The mass matrix M can be calculated as follows. 
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𝑇𝑇 = 1
2𝑊𝑊

𝑇𝑇𝑀𝑀𝑊𝑊 (9) 

Natural frequencies can be obtained with using stiffness and mass 
matrices through equation (10), because 𝜆𝜆 includes natural frequency 
parameter w2. 

𝐾𝐾 − 𝜆𝜆𝜆𝜆 = 0 (10) 

2.2. Rectangular Shell Element (RSE) 

In order to create the curved pattern with using RSE, the flat plate is 
rotated at appropriate angles respect to y axis. The representative model 
form is given in Figure 4. 

 
Figure 4. Representative curved model with rectangular shell element 

The RSE have to has six degrees of freedom to create the pattern. Thin 
rectangular plate model is given in Figure 5 (Petyt, 2010). 

 
Figure 5. Thin rectangular shell element for bending 

This model has twelve degrees of freedom corresponding to the 
three generalized coordinates (w, dw/dy and dw/dx) at each corner. The 
displacement function is given in equation (11) (Sudhir, 2012). 
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𝑤𝑤(𝑥𝑥, 𝑦𝑦)
= 𝑎𝑎1 + 𝑎𝑎2𝑥𝑥 + 𝑎𝑎3𝑦𝑦 + 𝑎𝑎4𝑥𝑥2 + 𝑎𝑎5𝑥𝑥𝑦𝑦
+ 𝑎𝑎6𝑦𝑦2 + 𝑎𝑎7𝑥𝑥3 + 𝑎𝑎8𝑥𝑥2𝑦𝑦 + 𝑎𝑎9𝑥𝑥𝑦𝑦2
+ 𝑎𝑎10𝑦𝑦3 + 𝑎𝑎11𝑥𝑥3𝑦𝑦 + 𝑎𝑎12𝑥𝑥𝑦𝑦3 

(11) 

The displacement matrix is given in equation (12). 

{𝑑𝑑𝑘𝑘, 𝑑𝑑𝑙𝑙, 𝑑𝑑𝑚𝑚, 𝑑𝑑𝑛𝑛}𝑇𝑇 = [𝐴𝐴]𝑒𝑒𝑥𝑥[𝛼𝛼] (12) 

Strain matrix for bending plate element is given in equation (13). 

{ɛ}𝑒𝑒 = {−𝜕𝜕2𝑤𝑤
𝜕𝜕𝜕𝜕2

,−𝜕𝜕2𝑤𝑤
𝜕𝜕𝜕𝜕2

,−2 𝜕𝜕2𝑤𝑤
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕} (13) 

The strain matrix can be written in the form that is given in equation (14). 

[ɛ]𝑒𝑒 = [𝐻𝐻]𝑥𝑥[𝛼𝛼] (14) 

The strain displacement matrix which is given in equation (15) can be 
obtained through equation (12) and (14). 

[𝐵𝐵] = [𝐻𝐻]𝑥𝑥[𝐴𝐴]−1 (15) 

The element stiffness matrix is calculated and is given in equation (16). 

[𝐾𝐾]𝑒𝑒 = ∫∫[𝐵𝐵]𝑇𝑇[𝐷𝐷][𝐵𝐵]dxdy
𝐴𝐴

 (16) 

D represents the material matrix. For an isotropic composite thin plate, 
the material matrix is given in equation (17). 

[𝐷𝐷] = 𝐸𝐸ℎ3
12(1− 𝜈𝜈2) [

1 𝜈𝜈 0
𝜈𝜈 1 0
0 0 1− 𝜈𝜈

2
] (17) 

E represents Young modulus, h represents thickness of the plate and ν 
represents Poisson’s ratio. The mass matrix is also calculated with 
interpolation matrix which is given in equation (18). 
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[𝑤𝑤] = [1   𝑥𝑥   𝑦𝑦   𝑥𝑥2  𝑥𝑥𝑦𝑦   𝑦𝑦2  𝑥𝑥3  𝑥𝑥2𝑦𝑦  𝑥𝑥𝑦𝑦2  𝑦𝑦3  𝑥𝑥3𝑦𝑦  𝑥𝑥𝑦𝑦3] (18) 

The element mass matrix is given in equation (19). 

[𝑀𝑀]𝑒𝑒 = 𝜌𝜌ℎ ∫ ∫[𝑤𝑤]𝑇𝑇[𝑤𝑤]dxdy
𝐴𝐴

 (19) 

For modeling curved model with using three degrees of freedom thin 
plate, it is necessary to add longitidunal effects to model. Stiffness and 
mass matrices of in-plane vibration which includes u, v and θz (8x8) are 
added to out-of plane vibration stiffness and mass matrices which 
includes w, θy and θx (12x12). The shape function of in-plate theory is 
given in equation (20) (Chandrupatra & Belegundu, 2012). 

𝑁𝑁𝑖𝑖 = 1
4 (1 + 𝜉𝜉𝜉𝜉𝑖𝑖)(1 + 𝜂𝜂𝜂𝜂𝑖𝑖) (20) 

where 𝜉𝜉i and 𝜂𝜂i are the coordinates of node i, represents k, l, m, and n in 
Figure-5. The displacement vector u can be obtained with help of the 
displacement components (q) through the equation (21). 

𝑢𝑢 = 𝑁𝑁𝑞𝑞 (21) 

The strain-displacement relation matrix is ε consists εx, εy and ϒxy 
and these relations can be found through the displacement vector. The 
strain-displacement matrix can be written in the form of equation (22). 

𝜀𝜀 = 𝐵𝐵𝑞𝑞 (22) 

The stiffness matrix of in-plane vibrations can be calculated and given in 
equation (23), where D is a material matrix. 

[𝐾𝐾]𝑒𝑒 = ℎ ∫ ∫[𝐵𝐵]𝑇𝑇[𝐷𝐷][𝐵𝐵]  det J dxdy
𝐴𝐴

 (23) 

The mass matrix can be also found with shape functions. The element 
mass matrix is shown in equation (24). 

[𝑀𝑀]𝑒𝑒 = 𝜌𝜌ℎ ∫ ∫[𝑁𝑁]𝑇𝑇[𝑁𝑁]dxdy
𝐴𝐴

 (24) 
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The element stiffness and the mass matrices are obtained with 
merging the out-of-plane and in-plane matrices. Equation (25) shows the 
relation: 

[𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒]12×12 + [𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜]8×8
= [12 × 12 0

0 8× 8]20×20 (25) 

This model have six degrees of freedom, but the stiffness and mass 
matrices have (20x20) size matrices. Although these matrices carry the 
effect of θz, last value has to be added formally into matrices for drilling 
effect. This relation is given in equation (26). 

[12 × 12 0
0 8× 8]20×20 + 𝜃𝜃𝑧𝑧

= [
12× 12 0 0

0 8× 8 0
0 0 4× 4

]
24×24

 (26) 

The value of θz is 1/1000 of the minimum value in (20x20) stiffness 
and mass matrices (Niyogi et al., 1999). The rotation angles have to be 
found to create curved pattern. These rotation angles are found with 
taking first derivative of equation (1) respect to x. The transformation 
matrix is given in Table 1, and this relation is obtained with rotating the 
coordinate system respect to y axis is shown in Figure 6. 

  

Figure 6. Rotation of the coordinate system. (a) The rotation of the translation in 
three perpendicular axes, (b) The rotation of the rotation in three perpendicular 

axes. 
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Table 1. Transformation matrix. 

θx θy w u v θz  
cos(θ) 0 0 0 0 sin(θ) θx 

0 1 0 0 0 0 θy 
0 0 cos(θ) -sin(θ) 0 0 w 
0 0 sin(θ) cos(θ) 0 0 u 
0 0 0 0 1 0 v 

-sin(θ) 0 0 0 0 cos(θ) θz 

Stiffness and mass matrices can be obtained through transformation 
matrix is given in equation (27). 

𝐾𝐾𝑟𝑟 = 𝑇𝑇𝑇𝑇 ×𝐾𝐾𝑒𝑒 × 𝑇𝑇 

𝑀𝑀𝑟𝑟 = 𝑇𝑇𝑇𝑇 ×𝑀𝑀𝑒𝑒 ×𝑇𝑇 
(27) 

where Ke and Me represent element stiffness and mass matrices. Then 
rotated element matrices Kr and Mr can be obtained with using 
transformation matrices. The curved model, which is formed by two 
different finite element types, is also modeled in the same form in 
ANSYS with using SHELL181 element type. The ANSYS model of the 
curved plate is shown in Figure-7. 

 
Figure 7. ANSYS model for curved thin plate. 
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3. RESULTS 

In order to compare two different finite element types for both flat 
and curved structures with ANSYS, 600x600x5 mm dimensions are 
chosen for numerical example. The material properties are given in 
Table-2. 

Table 2. Material properties and plate sizes. 

Symbol Name Quantity, Order 

E Elasticity modulus 200 GPa 
ρ Mass density 7900 kg/m3 
ν Poisson ratio 0.30 
a Length of the plate 0.6 m 
b Width of the plate 0.6 m 
h Thickness of the plate element 5 mm 
… Mesh density 1 6 x 6 
… Mesh density 2 12 x 12 

The natural frequency values are given as non-dimensional natural 
frequency, λ. 

𝜆𝜆 = ⍵√𝜌𝜌𝜌𝜌𝑎𝑎4
𝐸𝐸𝐼𝐼     (28) 

where ⍵ is natural frequency, A is cross section area of the plate, I is area 
moment of inertia. The first ten non-dimensional natural frequency 
parameters are shown in Table-3, with error rates (ER) for 6x6 and 12x12 
mesh densities on the two-side-fixed flat plate. The error rates of both 
CSE and RSE results are calculated with reference to ANSYS model. 
Although the results for the flat plate model are very close, RSE gives 
slightly better results for both 6x6 and 12x12 mesh density. When using 
12x12 mesh density, the biggest error rate seen for both CSE and RSE 
occurred at the ninth natural frequency, with a value of approximately 
1.5%. 

Table 3. Non-dimensional natural frequencies of flat plate for two-side-
fixed boundary condition. 

Fre
q 

ANSY
S CSE ER RSE ER CSE ER RSE ER 

   6x6 Mesh   12x12 Mesh   

1 3.70 3.72 
0.46
% 3.72 

0.45
% 3.70 

0.08
% 3.70 

0.08
% 



101Research & Reviews In Engineering .

2 4.40 4.41 
0.07
% 4.41 

0.07
% 4.41 

0.05
% 4.41 

0.05
% 

3 7.26 7.14 
1.66
% 7.15 

1.57
% 7.24 

0.40
% 7.24 

0.38
% 

4 10.23 
10.3

0 
0.71
% 

10.3
0 

0.71
% 

10.2
3 

0.08
% 

10.2
3 

0.07
% 

5 11.22 
11.2

2 
0.00
% 

11.2
1 

0.05
% 

11.2
2 

0.00
% 

11.2
2 

0.00
% 

6 13.31 
13.0

0 
2.37
% 

13.0
4 

2.07
% 

13.2
2 

0.74
% 

13.2
2 

0.71
% 

7 14.61 
14.2

1 
2.75
% 

14.2
1 

2.76
% 

14.5
0 

0.76
% 

14.5
0 

0.75
% 

8 20.12 
19.7

4 
1.89
% 

19.8
4 

1.42
% 

20.1
2 

0.02
% 

20.1
2 

0.02
% 

9 20.74 
20.3

0 
2.13
% 

20.3
0 

2.13
% 

20.4
3 

1.52
% 

20.4
4 

1.47
% 

10 21.21 
21.2

0 
0.05
% 

21.1
7 

0.20
% 

21.1
9 

0.08
% 

21.1
9 

0.09
% 

Table-4 gives the first ten non-dimensional natural frequency 
parameters for ANSYS, CSE, and RSE on the four-side-fixed flat plate. 
The error rates show that the RSE has better results in both 6x6 and 
12x12 mesh densities. Besides, higher mesh density is a better for four-
side-fixed boundary condition. For the four-side-fixed boundary 
condition, error rates of up to 7% can be seen at higher natural 
frequencies at low mesh density. In 12x12 mesh density, there is no error 
rate greater than 1% in the first three natural frequencies, while the 
largest error rate remains around 2%. 

Table 4. Non-dimensional natural frequencies of flat plate for four-side-
fixed boundary condition. 

Fre
q 

ANSY
S CSE ER RSE ER CSE ER RSE ER 

   6x6 Mesh   12x12 Mesh  

1 6.00 5.86 
2.48
% 5.87 

2.23
% 5.96 

0.69
% 5.96 

0.67
% 

2 12.26 
11.8

9 
3.02
% 

11.9
2 

2.75
% 

12.1
4 

0.99
% 

12.1
4 

0.97
% 

3 12.26 
11.8

9 
3.02
% 

11.9
6 

2.43
% 

12.1
4 

0.99
% 

12.1
4 

0.95
% 

4 18.06 
16.9

0 
6.45
% 

17.1
1 

5.24
% 

17.6
8 

2.08
% 

17.7
0 

1.97
% 

5 22.02 
21.4

5 
2.58
% 

21.5
2 

2.28
% 

21.7
6 

1.18
% 

21.7
7 

1.13
% 

6 22.13 
21.6

4 
2.21
% 

21.7
6 

1.65
% 

21.8
8 

1.10
% 

21.8
9 

1.06
% 

7 27.56 25.6 7.12 25.8 6.15 26.8 2.65 26.8 2.52
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0 % 7 % 3 % 7 % 

8 27.56 
25.6

0 
7.12
% 

26.2
3 

4.85
% 

26.8
3 

2.65
% 

26.8
9 

2.44
% 

9 35.34 
33.1

5 
6.19
% 

34.2
2 

3.15
% 

34.8
8 

1.29
% 

34.8
9 

1.27
% 

10 35.34 
34.8

7 
1.32
% 

34.8
0 

1.51
% 

34.8
8 

1.29
% 

34.9
1 

1.20
% 

The curved geometry is created by the force, which brings the 
one-side-fixed plate's free end to deflect 1/5 of the plate length. As 
mentioned before, this method is used only for the geometric 
features in order to establish a more realistic model, without pre-
stress effects. Table 5 gives the first ten non-dimensional natural 
frequency parameters of the curved plate structure for RSE, CSE, 
and ANSYS, with two-side-fixed boundary condition. It is seen 
that the error rates according to ANSYS are generally closer to 
zero. Although the error rates for both 6x6 and 12x12 mesh 
densities are good for both finite element types, it is seen that the 
RSE is slightly better. In 12x12 mesh density, neither CSE nor RSE 
has an error rate exceeding 1%. 

Table 5. Non-dimensional natural frequencies of curved plate for two-side-
fixed boundary condition. 

Fre
q 

ANSY
S CSE ER RSE ER CSE ER RSE ER 

   6x6 Mesh   12x12 Mesh  

1 9.19 9.43 
2.61
% 9.26 

0.76
% 9.25 

0.69
% 9.20 

0.14
% 

2 11.02 
11.2

6 
2.19
% 

11.0
6 

0.42
% 

11.1
1 

0.85
% 

11.0
5 

0.30
% 

3 15.13 
15.1

7 
0.28
% 

14.9
8 

0.97
% 

15.1
7 

0.26
% 

15.1
3 

0.02
% 

4 16.40 
16.7

8 
2.32
% 

16.5
3 

0.80
% 

16.5
1 

0.69
% 

16.4
2 

0.16
% 

5 17.24 
17.5

3 
1.68
% 

17.2
8 

0.26
% 

17.3
5 

0.64
% 

17.2
8 

0.24
% 

6 20.40 
20.2

2 
0.86
% 

19.8
9 

2.50
% 

20.3
5 

0.22
% 

20.2
8 

0.55
% 

7 21.48 
21.3

7 
0.53
% 

21.0
6 

1.98
% 

21.4
7 

0.07
% 

21.4
4 

0.22
% 

8 23.35 
23.8

5 
2.18
% 

23.4
6 

0.49
% 

23.5
1 

0.70
% 

23.3
8 

0.16
% 

9 24.54 
24.9

7 
1.72
% 

24.4
4 

0.44
% 

24.7
0 

0.66
% 

24.5
9 

0.19
% 

10 27.50 
27.1

0 
1.44
% 

26.5
5 

3.47
% 

27.3
7 

0.47
% 

27.2
9 

0.76
% 
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Table 6 gives the results of the first ten non-dimensional natural 
frequency parameters of the curved plate structure for four-side-fixed 
boundary condition. It is seen that both finite element types give very 
good results, especially for 12x12 mesh density. However, CSE performs 
slightly better than RSE in four-side-fixed boundary condition and the 
maximum error rate does not exceed around 2%. 

Table 6. Non-dimensional natural frequencies of curved plate for four-side-
fixed boundary condition. 

Fre
q 

ANSY
S CSE ER RSE ER CSE ER RSE ER 

   6x6 Mesh   12x12 Mesh  

1 12.62 
12.5

8 
0.33
% 

12.4
2 

1.59
% 

12.6
1 

0.08
% 

12.5
5 

0.54
% 

2 18.57 
18.1

7 
2.16
% 

17.8
5 

3.89
% 

18.4
5 

0.66
% 

18.3
3 

1.32
% 

3 18.82 
18.7

7 
0.25
% 

18.5
2 

1.55
% 

18.7
8 

0.19
% 

18.7
0 

0.62
% 

4 24.56 
23.8

8 
2.78
% 

23.4
8 

4.37
% 

24.3
1 

1.00
% 

24.1
8 

1.56
% 

5 25.77 
25.7

7 
0.01
% 

25.2
8 

1.92
% 

25.7
5 

0.11
% 

25.5
9 

0.70
% 

6 27.23 
26.6

0 
2.30
% 

26.2
3 

3.66
% 

26.9
5 

1.03
% 

26.7
5 

1.74
% 

7 31.26 
30.3

9 
2.79
% 

29.7
6 

4.81
% 

30.8
8 

1.21
% 

30.6
9 

1.82
% 

8 33.29 
31.9

8 
3.93
% 

31.4
0 

5.67
% 

32.7
7 

1.57
% 

32.5
0 

2.38
% 

9 36.17 
36.0

9 
0.23
% 

35.7
6 

1.13
% 

35.9
0 

0.76
% 

35.8
5 

0.88
% 

10 39.29 
37.9

2 
3.48
% 

37.6
5 

4.17
% 

38.7
8 

1.31
% 

38.5
1 

1.98
% 

4. CONCLUSIONS 

In the scope of the study, the results of two different finite element 
types and ANSYS are compared for both flat and curved geometry. The 
rectangular shell element (RSE) is a planar finite element type and has six 
generalized coordinates. The cylindrical shell element (CSE) is a curved 
finite element and has seven generalized coordinates. and The curved 
geometry is created by utilizing the large deflection equation. Two 
different boundary conditions which are two-side-fixed and four-side-
fixed are examined for both flat and curved structure models. According 
to the generalized results: 

 It can be concluded that the error rates for both finite element 
types are quite low in higher mesh densities. 



Can Gönenli104 .

 While acceptable results can be obtained at low mesh density for 
two-side-fixed boundary condition, higher mesh density is 
required for four-side-fixed boundary condition. 

 Both RSE and CSE give reliable results for the two-side-fixed 
flat plate structure. However, by comparison, the RSE gives 
slightly better results. 

 Error rates increase at low mesh density for the four-side-fixed 
flat plate structure. However, the error rates are low with high 
mesh density. 

 For the two-side-fixed curved plate structure, error rates are quite 
low at both low and high mesh density. As in the flat plate 
structure, the RSE gives slightly better results. 

 For the four-side-fixed curved plate structure, the low-density 
mesh affects the error rates badly, especially at higher 
frequencies. Nonetheless, both finite element types give very 
good results at high mesh density. 

 CSE gives lower error rates than RSE for four-side-fixed 
boundary condition. 

 For all geometry and boundary conditions under examination, the 
RSE model provides reliable results, although it contains fewer 
generalized coordinates. 

 Both finite element types are suitable for flat and curved plate 
structures. However, RSE has a great advantage due to its lower 
stiffness and mass matrix sizes compared to CSE. 
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1.	 INTRODUCTION

Efficient and effective new generation production strategies have 
come to the forefront today as they intend to meet customer demands and 
preferences in the shortest time. Lean production is the most important and 
successful production method (Kara, 2004). Simplicity is a way of thought 
that involves continuous improvement, prevention of waste and adaptation 
to change. In general, it means the prevention of any waste. 

In the literature, it is possible to come across studies using lean 
production techniques in different fields. Lasa et al. (2009) analyzed the 
causes for the limited adoption of lean manufacturing concepts in proposals 
for the redesign and improvement of productive systems in serial production 
companies. Tanco et al. (2013) applied the lean tools to nougat fabrication. 
Results showed that the inventory of nougat bars in the flow pack could fall 
from 10.4 to 0.25 days on average. Forno et al. (2014) presented a study 
about the problems and challenges found in the literature from the past 15 
years about application of lean tools. Vargas and et al. (2018) used PDCA 
(plan-do-check-act) cycle in order to decrease the failures occurred during 
the welding operation in the production business.  Kumar and et al. (2018) 
presented the achievements of the business through Kaizen and the value 
stream mapping technique in the business production the automotive parts. 
Shou et al. (2019) developed a system to classify value added and non-value 
added activities for lean applications in turnaround maintenance projects. 
Jimenez et al. (2019) presented an expansion of the lean 5S methodology 
to 6S. Iranmanesh et al. (2019) examined the effect of lean manufacturing 
practices on firms’ environmental performance by considering lean culture 
as a moderator. For this aim a survey is used to 187 manufacturing firms in 
Malaysia. Kumar et al. (2019) implemented the lean tools in the garment 
industry. According to the results, the production cycle time is reduced 34% 
and the inventory time is reduced 14%. Çayır and Akcan (2020) aimed to 
determine and eliminate the bottlenecks occurred in the packing, planning 
and quality control departments of a firm which carries on its business in 
the textile sector. They presented the process improvement studies made 
through Kaizen technique.

The purpose of this research is to minimize waste and costs and 
maximize efficiency and profitability by using lean production techniques 
in a small-scaled plant which performs contract production to companies 
offering safety and security products. For that purpose, current situation 
analysis was performed to identify the waste in production stage and process 
improvement studies were applied to minimize waste. (This research was 
supported by the TUBITAK 2209-B Projects Fund, under project number 
1139B411802366).
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2.	 VALUE AND WASTE

2.1. Value

Value is the worth of a product determined by the customer by nature, 
which is reflected on sales price and market demand. The value of a typical 
product is created by the producer with the combination of actions. Some 
of these actions create the value perceived by the customer whereas some 
others are only necessary because of the current structure of the design and 
production process. The goal of lean thought is to protect and augment the 
actions in the first group and to destroy those in the second group (Lean 
concepts dictionary, 2016: 22).

2.2. Waste

Lean philosophy aims to reduce over-capacity and stock, remove 
out actions not adding value to the system and to minimize waste. In 
lean production, anything worthless or non-functional for the end-user is 
a waste, thus, lean production cannot be performed by preventing waste 
in production process only. Table 1 presents the waste that needs to be 
prevented when implementing lean systems. In lean systems, the system 
should be eliminated from the above-mentioned types of waste in order to 
ensure seamless flow of materials. 

Table 1. Eight Types of Waste (David McBride, “The Seven Manufacturing 
Wastes,” August 29, 2003)

WASTE
DESCRIPTION

Over-production Producing a product before the need comes out, making 
it difficult to find the errors and creating over-stock

Over-processing Doing more process than adequate

Transporting Excessive movement of the product between the 
processes

Defects Quality errors
Unnecessary 
motion Works that involve too many actions

Waiting Waste of time endured when the product is not being 
processed

Inventory  
Conceals the problems in the field of production, 
extends streaming time, is a waste of place. Buffer 
stock is the direct result of over-processing and waiting.

Underutilization of 
Employees

Not making the best use of the knowledge and 
creativity of the employee
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3.	 CASE STUDY

This study aims to assess the potential solutions against the production 
delays and buffer stock increases experienced in a plant performing contract 
production. For that purpose, we studied all the processes involved in the 
production line and tried to explain the study system as the first step. 

3.1. About the Manufacturing Facility

The plant was founded in 1996 to offer contract production activities 
to leading safety and security product companies in Turkey. Panel, PVC 
door handles, door locks, support sheets and joints are produced in the 
plant. There are 4 white-collar and 20 blue-collar personnel working in 
the plant. The plant mainly supplies its raw materials and semi products 
domestically. The plant is a small-scaled private company that could be 
defined as a SME. 

3.2. Product Family Selection

Waste and interruptions experienced in casting and decoupage 
departments cause bottlenecks in other production stages and have negative 
impact on timely delivery of purchase orders. Considering the system as 
a whole, there are 3 different types of products that undergo through these 
stages. When the demands for the types of products were reviewed, it 
was decided to apply the lean techniques for Corpo Staffa product with a 
monthly demand of 40000 pcs. Corpo Staffa is a part of the fittings that are 
used to ease the opening of doors in emergency situations such as fire and 
earthquakes. Images of the product are given in Figure 1 and Figure 2. The 
product has a complicated appearance due to its geometric structure, which 
makes its production rather difficult. Complexity of the production process 
encourages large companies to resort to contract production. 
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Figure 1. Corpo Staffa Right-Bottom View

Figure 2. Corpo Staffa Upper View

3.3. Description of the Process

Upon entering into the plant, the raw materials undergo a conformity 
check and then, they are stocked besides the machine they are to be 
processed with. The process stream of a raw material until the obtainment 
of the final product is given in Figure 3:
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Figure 3. Production Stream

Casting:  300-ton aluminum injection machine is used in casting. 
For pressing, aluminum melted at 700°C furnace is casted into the tank 
of the machine by the operator with the help of a ladle. Operator gets the 
pressed product out of the mold and cleans the surface of the mold before 
going on with a new pressing process. 4 pieces of products are obtained 
at the end of each pressing process. The products are checked with gauges 
to prevent that any defective product progresses to the next process. The 
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pieces getting out of the injection machine are deposited on the palette and 
kept waiting to move on to the next process. As the work requires qualified 
labor force, operators working at the cast house have received a special 
training. Two operators work on the machines in shifts. These operators 
change shifts every half an hour. The operator who is in idle state keeps 
working wherever needed. 

Fracture: The pieces coming out of the injection machine are sorted 
out through the runners. The pieces sorted out are deposited on top of each 
other and kept waiting to move on to the next process.

Cutting: Air pockets of the pieces sorted through the runners are cut.

Drilling: Desktop driller is used to clean the burrs found at the holes 
on the pieces.

Emery #1: Excessive fractions arising from the cutting process are 
eliminated with rough emery. However; as these products have rather 
narrow tolerance values, they are subjected to fine emery if they are not 
well cleaned in this process.

Emery #2: Pieces for which Emery#1 has been insufficient, undergo 
the same process.

Vibration: Upon the completion of the emery process, the products 
are subjected to vibration process to clean the grease residues sprayed to 
prevent the material from adhering onto the mold surface during casting 
and to clean the emery dust.  

Drying: The pieces are subjected to drying process to prevent any 
oxidation that could be formed on the surface of the wet material following 
the vibration process, and they are made ready for shipping.

3.4. Wastes in Production Process

Current situation is reviewed to determine the wastes causing problems 
in the plant (Table 2). 

Table 2. Wastes in Corpo Staffa Production Process

WASTE DESCRIPTION

Over-
processing

Currently, the pieces getting out of the cast machine are broken 
manually and ejected from the runners. This process leads to an 
over-processing in the further steps of the stream.
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Transport Currently, the pieces getting out of the emery process are 
transported to 7 m away for vibration and drying. As there is a 
disconnection between the production processes and the distances 
are not well measured, the need for such transport rises.

Defects Currently, operators check the drilling process by hands and 
eyes. Therefore, some holes are missed out and the process is not 
completed in an appropriate manner.

Unnecessary 
motion 

As the layout of the plant is not arranged in a manner that 
will ensure continuous streaming, unnecessary movements of 
employees emerge.

Waiting Considering that qualified labor force is required in production, 
reduction of the performance of the employees due to fatigue or 
other similar reasons, leads to delays and waiting periods. 

Long vibration work times lead to delays in forwarding.

Inventory  When the pieces getting out of the casting process are ejected 
from the runners, they are deposited between the fracture and 
cutting processes. Thus, a buffer stock appears between the 
fracture and cutting processes, leading to waste of space.

Long streaming times leads to inventory, which covers up the 
problems in the production area, indeed.

4.	 RESULTS

In this research, values throughout the production stream were identified 
and studies were carried out to prevent and eliminate waste. Besides, 
current situation analysis was performed to suggest a future system to 
enhance system performance. The majority of the suggested systems were 
implemented, and some others were subjected to an evaluation process. 
Estimated effects of the suggested system are described below. 

RECCOMENDATIONS;

I.	 Making New investment

Fracture and cutting processes required too much labor force and were 
time-consuming, leading to delays and waiting periods. If machine power, 
instead of labor force, is used in the processes, time will be saved, and 
better-quality outputs will be achieved. Therefore, investment was made 
on relevant machine (trim press injection machine). Trim press enables 
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that, the pieces getting out of the injection machine are ejected from the 
runners and air pockets formed in molds. In future situation, fracture and 
cutting processes are individually carried out in a shorter time and under 
more favorable conditions. The benefits of trim press are given in Table 3. 

Table 3. The Benefits of the Investment

Current situation Future situation
Daily production 
amount

1250 1800

Description Injection machine was running at low speed to prevent 
accumulation in production. Thanks to the injection 
machine working at speed conforming to Takt time and 
trim press, daily purchase orders were made ready.

Labor force 3 operators 1 operator
Description A total of 3 operators were working in fracture and 

cutting processes, trim press helped transfer of such 
labor force to other positions requiring labor force. 

Failure rate 0.08 0.024
Description Failure rate was reduced 70%.

Processing time 37 seconds 15 seconds
Description The process for each product lasted for 37 seconds 

previously, trim press enabled that 4 products were 
processed in 15 seconds. Thus, yield was received 
throughout the process and system efficiency was 
boosted.

II.	 Kaizen 

Kaizen-1: The molds used in injection machines change from one 
product to another. In production culture, these molds should be located 
close to the machines where change will occur and should be easily 
accessible. There are three different injection machines used in the plant. 
In front of these machines, there are shelves for the molds. The shelves 
narrow the space, the molds cannot be found when needed and the molds 
are at a distance from the machines, which all have a negative impact on 
production stream. Due to these negative impacts, production halts and 
other lines keep waiting. Consequently, it was decided to rearrange the 
mold shelves.  
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The production engineer and operator performed a teamwork for the 
mold shelves to determine the best location. It was decided that shelves 
would be mounted by walls in order to enlarge space and each shelf would 
be numbered to arrange the molds on the shelves in an orderly manner 
(Figure 4). In this way, the molds needed will be easily found and the 
replacement process will start immediately. 

Before Kaizen After Kaizen 

The shelves molds are kept waiting The new shelves for the orderly 
arrangement of molds 

Figure 4. Process improvement studies concerning mold shelves

Thanks to the studies carried out, product replacement times which 
previously lasted for 75 minutes, were reduced to 45 minutes. 

Kaizen-2: Pieces getting out of the injection machine are carried 
manually and taken to the fracture area. The products getting out of this 
process are ejected from the runners. The pieces ejected are then deposited 
on top of each other and kept waiting to move on to the next step. This 
process carried out in the fracture area causes impact and scratches on 
products and leads to buffer stock deposition arising from transports.  

Before Kaizen After Kaizen

The space where the products are 
deposited and kept waiting

Rubber container to be used for transport 
and for the waiting period



Büşra Bakdaal, Serap Akcan118 .

Figure 5. Semi-Product Stock Containers

In order to correct the current situation, the purchase department was 
contacted and they were asked to provide rubber containers where the 
products could wait without being exposed to any impact and thus, would 
be protected against any defect (Figure 5). A pallet truck was purchased 
to carry the containers to save labor force. Besides, the complexity of the 
process and waiting periods were eliminated. 

Minimum 30% and maximum 75% improvement was achieved during 
Kaizen studies, leading to savings in movements and time and elimination 
of the system from waste and failures. The arrangements needed for the 
improvements were systematized and lean production practices were used. 
Product quality was increased, and monetary gains were achieved as a 
result.

III.	Andon System

Vibration machine allows the processing of 120 products in 30 min. 
Products getting out of the vibration machine are subjected to drying 
process against the risk of oxidation that could emerge in 15 min. The 
operator of this process deals with other works in the meantime and cannot 
perform loading-unloading timely when the process is completed, which 
causes delays. 

Andon is a Japanese word meaning ‘lamp’. It is an audio and/or 
light warning system that informs the relevant person about any problem 
occurring in any station in the mounting line or in the production unit. The 
system drives production and is used in vibration and drying machines 
in order to ensure sustainability of production. Currently, 850 items of 
products get ready for forwarding daily. A daily capacity of 1900 items is 
achieved with the use of the Andon system. 
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5.	 CONCLUSIONS

This project explains the available outputs of an ongoing study. 
Significant acquisitions were achieved with the improvements made. 
Acquisitions such as cost and time savings, faster and failure-free works 
all helped application of greater improvements. The values on the stream 
were determined and Kaizen studies were performed to prevent and 
eliminate the wastes in production. In the study intended for mold shelves, 
40% improvement was achieved in mold replacement times. The plant 
achieved a gain of 9408 TRY with the help of the Kaizen study performed 
to prevent impacts. Besides, current situation analysis was performed to 
suggest a future system to enhance system performance. The majority of 
the suggested systems were implemented, and some others were subjected 
to an evaluation process. In future researches, value stream can be analyzed 
not only for the production process but for the whole system. 



Büşra Bakdaal, Serap Akcan120 .

6.	 REFERENCES 

Çayır, E., Akcan S. 2020. “The Process Improvement Studies to Increase the 
Productivity in a Printed Fabric Production Facility”. 4th International 
Symposium on Multidisciplinary Studies and Innovative Technologies. 
Doi:https://dx.doi.org/ 10.1109/ISMSIT50672.2020.9254379

Forno et al. 2014. “Value Stream Mapping: a study about the problems and 
challenges found in the literature from the past 15 years about application 
of Lean tools”.  The International Journal of Advanced Manufacturing 
Technology 72: 779–790. Doi: https://doi.org/10.1007/s00170-014-5712-z

Iranmanesh, M. et al. 2019. “Impact of Lean Manufacturing Practices on Firms’ 
Sustainable Performance: Lean Culture as a Moderator”. Sustainability 
11: 1112. Doi: https://doi.org/10.3390/su11041112

Jimenez, M. et al. 2019. “Extension of the Lean 5S Methodology to 6S with 
an Additional Layer to Ensure Occupational Safety and Health Levels”. 
Sustainability 11: 3827. Doi: https://doi.org/ 10.3390/su11143827

Kara, Y.2004. U-tipi montaj hattı dengeleme problemleri için yeni modeller ve otomotiv 
yan sanayinde bir uygulama. Doktora tezi, Selçuk Üniversitesi, Konya. 

Kumar S., Dhingra A.K., Singh B. 2018. “Process improvement through Lean-
Kaizen using value stream map: a case study in India”. The International 
Journal of Advanced Manufacturing Technology 96:2687–2698. Doi: 
https://doi.org/10.1007/s00170-018-1684-8

Kumar D.V, Mohan G.M., Mohanasundaram K.M. 2019. “Lean Tool 
Implementation in the Garment Industry”. FIBRES & TEXTILES in Eastern 
Europe 27, 2(134): 19-23. Doi: https://doi.org/10.5604/01.3001.0012.9982

Lasa I. S., Castro R. and Laburu C. O. 2009. “Extent of the use of Lean concepts 
proposed for a value stream mapping application”. Production Planning and 
Control 20 (1):  82-98. Doi: https://doi.org/10.1080/09537280802685322

Lean concepts dictionary, Optimist Press, 2016. 

McBride D, The Seven Manufacturing Wastes, August 29, 2003. http://www.
emsstrategies.com 

Shou W., Wang J., Wu P and Wang X. 2019. “Value adding and non-value adding 
activities in turnaround maintenance process: classification, validation, 
and benefits”. Production Planning and Control Doi: https://doi.org/ 
10.1080/09537287.2019.1629038

Tanco et al. 2013. “Applying lean techniques to nougat fabrication: a seasonal case 
study”. The International Journal of Advanced Manufacturing Technology 
68: 1639–1654. Doi: https://doi.org/10.1007/s00170-013-4960-7

Vargas A.R. et al. 2018. “Applying the Plan-Do-Check-Act (PDCA) Cycle to 
Reduce the Defects in the Manufacturing Industry: A Case Study”. Appl. 
Sci. 8: 2181. Doi: https://doi.org/ 10.3390/app8112181



Chapter 7
IMPACT OF VIRTUAL INERTIA AND 

DEMAND RESPONSE CONTROLS ON 

STABILITY DELAY MARGINS IN LOAD 

FREQUENCY CONTROL

 SYSTEM

Ausnain NAVEED1

Ömer AYDIN2

Şahin SÖNMEZ3

 Saffet AYASUN4

1   Dr., University of Azad Jammu & Kashmir, Faculty of Engineering, Department of Electrical 
Engineering, Muzaffarabad, Pakistan. husnain.naveed@gmail.com, Orcid: 0000-0002-4603-
9942.
2   Ph.D., Gazi University, Faculty of Engineering, Department of Electrical and Electronics 
Engineering, Ankara, Turkey. omeraydin89@gazi.edu.tr, Orcid: 0000-0002-4603-9942.
3   Assoc. Prof. Dr., Malatya Turgut Özal University, Yeşilyurt Vocational School, Electronics 
and Automation, Malatya, Turkey. sahin.sonmez@ozal.edu.tr, Orcid: 0000-0002-0057-2522. 
(*Corresponding author)
4   Prof. Dr., Gazi University, Faculty of Engineering, Department of Electrical and Electronics 
Engineering, Ankara, Turkey. saffetayasun@gazi.edu.tr, Orcid: 0000-0002-6785-3775.



Ausnain Naveed, Ömer Aydın, Şahin Sönmez,  Saffet Ayasun122 .



123Research & Reviews In Engineering .

INTRODUCTION

This paper investigates the effect of virtual inertia (VI) and demand 
response (DR) control on stability margins of Load Frequency Control 
(LFC) systems having communication time delays. The function of 
LFC system is to regulate the frequency around the nominal value and 
to maintain scheduled power exchanges of the tie-line connecting control 
areas. The frequency regulation is achieved by adjusting power outputs of 
conventional thermal or hydro power plants (Kundur, 1994). It is expected 
that renewable energy (RE) sources including photovoltaic (PV) and wind 
power systems will have significant share of power generation in the smart 
power grid prospect (Bevrani et al., 2010; “U.S. Department of Energy 
Smart Grid”, 2020). Because of this penetration, the frequency regulation 
is becoming a difficult task as conventional LFC systems get more 
complex with regard to frequency regulation. Additionally, highly variable 
generation of RE sources is inadequate to regulate the system frequency. 
The massive integration of the RE sources based generation leads to 
some stability issues introducing lack of inertia and insufficient damping 
properties (Kerdphol et al., 2019). Large synchronous generators owing 
to rotational mass and damper windings could keep grid stability during 
any disturbances (Krismanto et al., 2018; Ulbig et al., 2014). However, 
the high level penetration of power electronic devices connected to non-
synchronous generators causes significant reduction in system’s inertia that 
plays an important role on frequency stability, dynamic performance and 
reliability (Tamrakar et al., 2017). Furthermore, abrupt power fluctuations 
because of intermittent nature of RESs deteriorate dynamic performance 
of the modern power systems (Bevrani, 2014). The research present in 
the literature proposes short-term energy storage systems (ESSs) that 
could behave like classic synchronous generator and virtually provide the 
required inertia to the system (Chen et al., 2011; Driesen and Visscher, 2008; 
Dreidy et al., 2017). The strategy known as virtual synchronous generator 
(VSG) consists of ESS, power electronic devices and virtual inertia control 
mechanism mimics inertia response and damping properties of a classic 
synchronous generator (Chen et al., 2011; Driesen and Visscher, 2008; 
Karapanos et al., 2011). The control strategy is effectively implemented 
for HVDC interconnected systems (Rakhshani et al. 2016; Rakhshani et 
al. 2017), improvement of frequency stabilization in a two-area power 
system (Kerdphol et al., 2018) and emulating the inertia power by utilizing 
different control methods (Ali et al., 2019).

On the other hand, the shortcomings of RE sources including high 
costs, low efficiency, and intermittent nature of their power generations 
encourage to utilize dynamic demand response (DR) for frequency 
regulation, which may also provide ancillary services (Bao et al., 2017; 
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Beil et al., 2016; Wang et al., 2017). The DR control not only contributes 
in load reduction but also improves grid’s stability during peak demand 
times. Moreover, with the implementation of the DR control the power 
grid having less operational costs becomes more flexible, reliable and 
efficient (Pourmousavi and Nehrir, 2014; Singh et al., 2017).

In LFC control system, various control actions for all ESSs and 
other units are typically performed by primary and secondary control 
loops. Primary control, which locally activates units such as ESSs, is 
initial control action. Secondary control based on load frequency control 
(LFC) mechanism is employed to keep the system frequency in a nominal 
fixed value after load disturbance events. With the increasing integration 
of VI and DR control, inevitable time delays in the open or dedicated 
communication network have become a notable concern in frequency 
regulation since time delays cause the poorer controller performance and 
negatively influence the frequency dynamic and stability (Jiang et al., 
2012; Naveed et al., 2019; Saeed et al., 2018; Singh et al., 2016; Sönmez 
et al., 2016). To serve the purpose, the secondary control is coordinated 
by a central controller introducing complex communication networks. The 
task of the central controller is to send/receive the control information to/
from local controllers. The controller then decides and performs essential 
control actions for regulating the system voltage and frequency (Saeed et 
al., 2018). Therefore, communication delays could not be neglected and 
could be considered in the controller design. 

The frequency control issue and its complexity have become a big 
concern because of the negative effects of communication delays on system 
stability, uncertainties in RESs, and low inertia. Therefore, computation 
of communication time delays that guarantees the stability of the time-
delayed LFC system including VI and DR loop is required. In this work, 
a direct method (Walton and Marshall, 1987) used in frequency-domain is 
employed to eliminate the exponential expressions from the characteristic 
equation having transcendental terms and thereby to calculate the stability 
delay margins of single-area LFC-VI-DR system. This method has 
already been effectively utilized in analyzing the delay-dependent stability 
of conventional LFC system (Sönmez et al., 2016) with no VI and DR 
loops involved. Therefore, the main contributions of this work are briefly 
summarized in the following:

1)	 The first main contribution of the study is the investigation of 
the individual and combined effect of VI and DR on the stability delay 
margins of a LFC system. The proposed method provides an opportunity 
to analyze the delay-dependency of system when VI and DR loops are 
integrated into the conventional LFC system. Results indicate that stability 
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delay margins show different trends for different power sharing schemes 
between the conventional LFC and/or VI, DR.

2)	 The second main contribution is to verification of theoretical 
delay margins by time-domain simulations and quasi-polynomial 
mapping-based root finder (QPmR) algorithm, which computes the 
quasi-polynomials spectrum (zeros) over a large region of the complex 
plane (Simulink, 2019; Vyhlídal and Zitek, 2009). Effectiveness of the 
algorithm has been demonstrated by many research studies (Kammer and 
Olgaç, 2016; Vyhlídal et al., 2014).

2. SYSTEM DESCRIPTION

2.1. Virtual Inertia Control Concept for Conventional LFC

VSG imitates behavior of a real synchronous generator by controlling 
the inverter via virtual inertia control. To compensate the frequency 
fluctuation of system, ESSs should absorb the excess power like a load 
or inject the power like a generator from/into the LFC within very short-
time. Because the rotor of a synchronous generator has rotational speed 
and damper windings, stored kinetic energy in mechanical part of a 
synchronous generator could be expressed as follows (Kundur, 1994):

Figure 1. The dynamical model of LFC system including VI and DR control 
loops.

21
2kW Kω= 						                   (1)

where, kW , ω  and K  are stored kinetic energy of the rotor, rotor 

speed ( )rad s  and inertia moment of system 2( )kgm , respectively. By 
taking first order derivative of (1), we could obtain a relationship between 
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mechanical power ( mP ) and electrical power ( eP ) described as follow 
(Kundur, 1994):

m e
m e

P P dT T K
dt
ω

ω ω
− = − = 				                 (2)

where, mT  and eT  are mechanical and electrical torques, respectively. 

Substituting kH W S=  known as system inertia constant (H) and apparent 
power (S) into (2), the rate of change of frequency (RoCoF) of a power 
system is computed to determine the required system inertia and initial 
inertia power (Ali et al., 2019; Kundur, 1994). The resulting equation 
describes the emulation of a VSG output power (Ali et al., 2019):

VSG m e VI
dP P P K
dt
ω

= − = 					                 (3)

where, VIK  is inertia constant of VSG and equal to ( )02HS ω  in 

per-unit. Also, VSGP  indicates that power will be absorbed and injected 
by VSG according to initial RoCoF sign (Karapanos et al., 2011). 
Considering the damper winding of a synchronous generator, equation (3) 
can be transformed into the swing equation of a synchronous generator that 
enables us to investigate the impact of inertia and damping on frequency 
deviation during the mismatch between load demand and generation.

2.2. Dynamic modeling of a time-delayed LFC including VI and 
DR loops

Figure 1 presents the dynamic model of single-area LFC system 

including VI and DR loops. In the system model, , , ,m v LP f P P∆ ∆ ∆ ∆  and 
ACE are the mechanical output of generator, deviation in the frequency, 
the valve position, load disturbance and area control error, respectively. 

Also, , , , ,g tT T M D R  and β  represent time constant of the governor and 
turbine, the inertia constant, damping coefficient, speed drop of the control 
area and frequency bias factor, respectively. Whereas, PDK  and IDK  are 

the local controller gains of DR control loop. Furthermore, 1,  α  2α

and 3α  are the power sharing factors of conventional generator, demand 
response and virtual inertia, respectively. It should be noted that the sum of 
all these power sharing factors is equal to 1.

The three different controls levels for regulating the frequency are 
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primary, virtual inertia and/or DR and secondary control. Primary control 
is first control action considering droop control activity of prime mover. 
The primary control loop locally controls governor and synchronous 
generator inertia of small-scale thermal power plant for frequency 
regulation. Secondly, inertia control as a supplementary control is applied 

to provide inertia kinetic energy according to initial sign of df dt  by 
imitating the action of prime mover or the DR loop comes into action 
as directed by the central controller. Finally, the load frequency control 
(LFC) mechanism is being used to zero the steady state error and enhance 
the frequency stability. Additionally, in this control level, low-bandwidth 
communication networks transmit the output commands to both VI and 
DR loops considering ACE control signal to restore the system frequency. 
To serve the purposes, a proportional-integral (PI) type central controller is 
used in the LFC that is given as follows:

( ) I
C P

KG s K
s

= + 						                  (5)

where, PK  and IK  are the gains of the central PI controller. Virtual 
inertia control that uses the derivative control technique based RoCoF is 
responsible for contribution of virtually inertia to regulate the frequency 
fluctuations. First-order transfer function of VSG is given in the following 
(Saeed et al., 2018)

( )
1

VI
VI

ESS

K sG s
sT

=
+

					              (6)

	 In the VI control loop, VIK  and ESST  represent virtual inertia 
constant and time constant of inverter based ESS, respectively. In Figure 
1, τ  represents total communication time delays for receiving/transmitting 
the data between the LFC controller and the conventional generator. 

Moreover, DRτ  and VIτ  denote communication time delays in the DR and 
VI control loops, respectively. The delay terms are modeled as exponential 

transfer functions of ,se τ−  DRse τ−  and VIse τ− , respectively. It must be 
stated here that a first-order Padé approximation is used to model the delays 

DRse τ−  and VIse τ−  in the DR and VI control loops since communication 
time delays observed in DR and VI control loops are much smaller than 
one observed in the secondary control loop (Saeed et al., 2018). These 
approximations are given as follows:
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1 0.51 0.5 ,  
1 0.5 1 0.5

VIDR ss VIDR

DR VI

sse e
s s

ττ ττ
τ τ

−− −−
= =

+ +
	                                      (7)

In order to compute the stability delay margins of the time-delayed 
LFC including VI and DR loops, the characteristic equation of the LFC-
VI-DR system is obtained as follows: 

( , ) ( ) ( ) 0

( , ) ( , ) 0

ss s P s Q s e

s s s

ττ

τ τ

− ∆ = + = 
′∆ = ∆ =

				             (8)

where ( , ) ( ) ( ) 0ss P s Q s e ττ −′∆ = + = , ( )P s  and ( )Q s  are 
polynomials of s and given as follows:

7 6 5 4 3 2
7 6 5 4 3 2 1 0

4 3 2
4 3 2 1 0

( )

( )

P s p s p s p s p s p s p s p s p

Q s q s q s q s q s q

= + + + + + + +

= + + + +
           (9)

where p and q coefficients depending on parameters of LFC-VI-DR 
system are given in Appendix.

It should be noted that the characteristic equation of (8) has a simple 
root at the origin, 0s = , which is independent from the time delay .τ  
Therefore, it is sufficient to investigate the delay-dependent stability of 

( , ) 0s τ′∆ =  (Walton and Marshall, 1987).

3. COMPUTATION OF STABILITY DELAY MARGINS BY 
DIRECT METHOD

The aim of studying the time-delayed system stability is to determine 
the delay-dependent or delay-independent stability of the system. For 
the former type, the system remains stable for *τ τ<  where τ  and *τ  
represent delay and stability delay margin. However, the system becomes 
unstable when the delay exceeds the margin *τ τ> . Whereas, in the latter 
case, the system remains stable for all finite values of time delays. The 
delay margin is the basic requirement for stability assessment of LFC-
VI-DR systems and it should always be more than the total time delays 
observed system. In order to assess the stability of the single-area LFC-
VI-DR system shown in Figure 1, it is necessary to have the information 
of delay margins for a wide range of LFC-VI-DR system and controller 
parameters.
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The necessary condition for the single-area LFC-VI-DR system to be 
asymptotically stable is that all the roots of (8) must be situated in the 
left half of the s-plane. In consideration of the single delay, the delay 
margin computation can be done by finding values of *τ  for which (8) 

has roots (if any) on the jω -axis. Here, , 0( )s τ′∆ =  is clearly an implicit 
function of s and τ  that may or may not cross the jω - axis. To simplify 

the task, it is assumed that , 0( 0)s′∆ =  has all the roots situated in the 
left half plane, that is, system with no delay is already stable. It is to be 

noted that (8) has an exponential term se τ− resulting in infinitely many 
finite roots. This makes the computation of the roots and delay margin 
a challenging issue. However, determination of these infinite numbers of 
roots is not necessary for delay-dependent stability assessment of the LFC-
VI-DR system. The roots located on the jω -axis and the corresponding 
delay value are required to be determined. If, for some finite value of τ , 
the characteristic polynomial of , 0( )s τ′∆ =  has a root on the imaginary 

axis at cs jω= , the equation of  ( ), 0s τ′∆ − =  will also have the same 

root on the imaginary axis for the same value of τ  and cω  due to the 

complex conjugate symmetry of complex roots. That means cs jω=  will 
be a common root of the following two equations;

( )
( )

( ) ( ) 0

( ) ) 0

,

, (

c

c

j
c

cc

c

c

c
j

P j Q j e

P j Q j e

j

j

τω

ω τ

ω ωτ

τ ω

ω

ω ω

−′∆ = + =

′∆ = − + − =− 		             (10)

By eliminating the exponential term between two equations in (10), 
the following augmented polynomial is obtained:

2( ( ) ( ) ( ) ( ) 0 )c c c c cW P j P j Q j Q jω ω ω ω ω= − − − =                        (11)

After substituting the polynomials of ( )cP jω , ( )cP jω− , ( )cQ jω  

and ( )cQ jω−  presented in (9) into (11), the augmented polynomial of 
2( )cW ω  can be represented as

2 14 12 10 8 6 4 2
14 12 10 8 6 4 2 0( ) 0 c c c c c c c cW t t t t t t t tω ω ω ω ω ω ω ω= + + + + + + =+ 	

								                   (12)

where
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2 2 2
14 7 12 5 7 6 10 3 7 4 6 5

2 2 2 2
8 1 7 2 6 3 5 4 4 6 0 6 1 5 2 4 2 4 3 3

2 2 2 2 2 2
4 0 4 1 3 0 4 1 3 2 2 2 0 2 0 2 1 1 0 0 0

;  ( 2 ); 2( ) ;

2( ) ;  2( ) ;

2( ) ;  2( ) ;  ;

t p t p p p t p p p p p

t p p p p p p p q t p p p p p p q q p q

t p p p p q q q q p q t p p q q p q t p q

= = − + = − +

= − + − + − = − + − + + −

= − − + + − = − + + − = −

It is to be observed that the characteristic equation of (8) having 
exponential terms is now converted into a polynomial of (12) having no 
transcendental terms. More importantly, the real positive roots of (12) 

exactly coincide with the imaginary roots cs jω= ±  of (8). Now, the roots 
of the new polynomial of (12) can be easily computed using any standard 
method. Following situations may occur depending upon the roots of the 
new polynomial: 

i)	 The system is stable for all finite delays 0τ ≥  indicating that the 
system is delay-independent stable. This happens when the polynomial of 
(12) does not have any positive real roots inferring that (8) also does not 
have any roots on the jω -axis.

ii)	 The system is delay-dependent stable in interval of [0, ]cτ  where 
*τ  is the stability delay margin. This happens when the polynomial of 

(12) has at least one positive real root inferring that (8) has at least one 
complex roots pair on the jω -axis.

The corresponding value of *τ  for a real positive root cω  is simply 
obtained by using (8) as (Sönmez et al., 2016; Walton and Marshall, 1987):

-1 11 9 7 5 3 1

10

11 9 7 5 3

1
8 6 4

8 2
0

0
2

6 4
1 Tan c c c c c c

c c c c c c

a a a a a a
a a a a a a
ω ω ω ω ω ω

ω ω
τ

ω ω ω ω
∗  + + + + +
=   + + + + + 

     (13)

where

11 7 4 10 6 4 7 3 9 5 4 6 3 7 2

8 5 3 4 4 6 2 7 1 7 4 3 3 4 5 2 6 1 7 0

6 2 4 3 3 4 2 5 1 6 0 5 1 4 2 3 3 2 4 1 5 0

4 1 3 0 4 2 2 3 1 4 0 3 0

;  ;   ;
  ;   ;

    ;     ;
  ;  

a p q a p q p q a p q p q p q
a p q p q p q p q a p q p q p q p q p q
a p q p q p q p q p q a p q p q p q p q p q
a p q p q p q p q p q a p

= − = − = − +

= − − + = − − + −

= − + − + = − + − +

= − − + − = 3 1 2 2 1 3 0

2 0 2 1 1 2 0 1 1 0 0 1 0 0 0

 ;
  ;  ;  ;

q p q p q p q
a p q p q p q a p q p q a p q

− + −

= − + = − = −
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4. RESULTS

In the section, the individual and combined impact of VI and DR 
parameters on the stability delay margin is broadly investigated. Then, the 
accuracy of stability delay margins is verified by QPmR algorithm and 
time-domain simulations. The parameters of the LFC-VI-DR system are 
given as (Kerdphol et al., 2018).

0.166;  0.015;  3;  0.3483;   0.08;

0.4;   1;  10;  0.1;  0.1;
g

t VI ESS PD ID

M D R T

T K T K K

β= = = = =

= = = = =

	 In the computation of delay margins, gains of PI controller in 
the DR control loop is fixed and stability delay margins are determined 
for a wide range of PI controller gains in the secondary control loop and 
power sharing factors. Table 1 shows stability delay margins for the classic 

LFC system not including VI or DR control loops 1 2 3( 1,  0).α α α= = =  
This scheme corresponds to the case where all required control effort for 
frequency regulation is provided by the conventional generator. For fixed 

PK  gains, it can be observed that the stability delay margin τ  decreases 

with the increase in IK  gain values. However, for IK  values fixed, delay 
margins first increase and then starts to decrease with an increase in PK  gain 

values. Table 2 presents stability delay margins for 1 20.8,  0.2,  α α= =

and 3 0.α =  In this case, the conventional generator provides 80% of the 
total control effort while the DR control not having communication time 

delay ( 0 )DR sτ =  provides 20% of the total control effort. Table 2 clearly 
shows that the inclusion of DR has improved the stability of the system 
as delay margin values are greater than that of presented in Table 1 for 
all controller gains. Table 3 gives stability delay margins when only a VI 
control loop with a 20% participation factor and not including time delay 

( 0 )VI sτ =  is integrated to the LFC system 1 2 2( 0.8, 0, 0.2).α α α= = =  
Delay margins in Table 3 verify that the integration of VI control loop into 
the LFC system has improved the stability of the system as delay margins 
are relatively greater when compared with the classic LFC system given in 
Table 1. Moreover, when delay margins in Table 2 and 3 are compared, it is 
observed that the integration of the DR control loop results in larger delay 
margins than those of VI control loop case.
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Furthermore, the impact of time delays in the DR and VI control loops 

are investigated. Table 4 gives stability delay margins for 0.2 DR sτ =  and 

participation factors of 1 2 3( 0.8,  0.2,  0).α α α= = = When compared 
with Table 2, it observed that the delay margins decrease yet the system 
stability is better than that of classic LFC system shown in Table 1. Also, 

Table 5 shows stability delay margins for the time delay of 0.2 VI sτ = in the 

VI control loop and participation factors of 1 2 3( 0.8,  0,  0.2).α α α= = =  

When compared with Table 3 where the delay VIτ  was neglected, it is 
observed that delay margins are slightly bigger.

Finally, Table 6 presents delay margins to study the collaborative 

effect of VI and DR control loops both including time delays, VIτ  

and DRτ , respectively. Time delays in VI and DR control loops 

are selected as 0.2 VI DR sτ τ= =  and participation ratios are 

1 2 3( 0.8, 0.1, 0.1).α α α= = =  It is to be noticed that the stability delay 
margins are greater than the values presented in Table 1. This is a clear 
indication that the DR and VI loops improve the stability of the LFC 
system.

	 Stability delay margins computed theoretically need to be verified. 
For that purpose, QPmR algorithm and time-domain simulations are used. 

The PI controller gains are chosen as 0.2,  0.4P IK K= =  and the power 

sharing factors are selected as 1 0.8,α = 2 0.1α =  and 3 0.1α = . It is clear 
from Table 6 that the stability delay margin is calculated as * 5.3247sτ =  
for this case. Figure 2 shows dominant roots distribution of (8) and 
frequency response of the LFC-VI-DR system for stable, marginally stable 
and unstable cases. Figure 2(a) shows that for 4.8 sτ =  all the roots are 
located in left half of the s-plane and the frequency response has decaying 
oscillations, which indicates that the LFC-VI-DR system is stable. Figure 
2(b) shows that the system is marginally stable for the computed stability 
delay margin * 5.3247 sτ =  as a pair of complex conjugate roots of (8) is 
now positioned on the jω − axis. Hence, showing an undamped frequency 
response. Whereas, for 5.8 sτ = , the system becomes unstable due to a 
pair of complex roots located in the right half of s -plane and the frequency 
response has increasing oscillations as depicted by Figure 2(c). Moreover, 
it is also imperative to study the individual impact of virtual inertia on 
stability delay margins by considering the variations in the participation 
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factor of virtual inertia 3α  while neglecting the demand response, 2 0α = . 
Figure 3 presents the variation of the stability delay margin with respect to 

the participation ratio 3α  of the VI control loop for ( 0.2,  0.4),P IK K= =

a time delay of 0.2 VI sτ =  on the VI control loop and three different 

values of VI constant, 0.6,  1.0VIK =  and 1.6.  It is clear from Figure 3 
that the increase in power share of VI control loop improves the stability of 

the system for all VIK  constants. Moreover, Figure 3 clearly illustrates that 

the delay margin increases as VIK  for any given participation factor of the 
VI control loop. Similarly, the individual impact of demand response loop 
by considering the variations in participation factor of demand response 

2α  on the stability delay margins when 3 0,α =  ( 0.2,  0.4)P IK K= =  

and 0.2 .DR sτ = is shown in Figure 4. It should be observed that with an 
increase in the power share of demand response the stability delay margin 
values increase.

Table 1 Stability delay margins for 1 2 31,  0α α α= = =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0

0.0 7.3216 3.3525 1.9944 1.2815 0.8211
0.05 7.5614 3.4722 2.0739 1.3407 0.8680
0.1 7.7800 3.5808 2.1453 1.3931 0.9085
0.2 8.1470 3.7613 2.2616 1.4750 0.9676
0.4 8.5399 3.9415 2.3596 1.5181 0.9677
0.6 8.2840 3.7613 2.1574 1.2329 0.7086
1.0 0.5214 0.4738 0.4230 0.3722 0.3234
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Table 2 Stability delay margins for 1 20.8,  0.2,α α= =  3 0α =  and 

0 DR sτ =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0

0.0 13.1933 5.3297 3.1684 2.1367 1.5187
0.05 13.4316 5.4498 3.2486 2.1968 1.5666
0.1 13.6461 5.5601 3.3224 2.2520 1.6104
0.2 14.0004 5.7492 3.4496 2.3466 1.6844
0.4 14.3823 5.9865 3.6110 2.4630 1.7692
0.6 14.2504 5.9936 3.6162 2.4526 1.7379
1.0 11.6017 4.8162 2.6506 1.0145 0.7059

Table 3 Stability delay margins for 1 20.8,  0,α α= =  3 0.2α =  and 

0 VI sτ =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0

0.0 9.5330 4.5639 2.8501 1.9668 1.4167
0.05 9.7756 4.6851 2.9308 2.0272 1.4648
0.1 10.0029 4.7984 3.0060 2.0832 1.5092
0.2 10.4082 4.9997 3.1388 2.1811 1.5856
0.4 10.9914 5.2856 3.3224 2.3110 1.6805
0.6 11.1931 5.3737 3.3653 2.3245 1.6686
1.0 9.6530 4.4720 2.5564 1.2167 0.7590

Table 4 Stability delay margins for 1 20.8,  0.2,α α= =  3 0α =  and 

0.2 DR sτ =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0
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0.0 13.0602 5.2764 3.1358 2.1128 1.4984
0.05 13.2984 5.3965 3.2160 2.1728 1.5463
0.1 13.5125 5.5066 3.2897 2.2279 1.5899
0.2 13.8651 5.6950 3.4163 2.3219 1.6632
0.4 14.2395 5.9287 3.5749 2.4354 1.7445
0.6 14.0919 5.9277 3.5734 2.4178 1.7033
1.0 11.3426 4.6834 2.4976 0.7954 0.6210

Table 5 Stability delay margins for 1 20.8,  0,α α= =  3 0.2α =  and 

0.2 VI sτ =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0

0.0 9.5481 4.5783 2.8636 1.9794 1.4284
0.05 9.7907 4.6995 2.9443 2.0398 1.4766
0.1 10.0181 4.8129 3.0195 2.0958 1.5209
0.2 10.4235 5.0143 3.1522 2.1937 1.5973
0.4 11.0074 5.3004 3.3360 2.3236 1.6918
0.6 11.2104 5.3891 3.3791 2.3369 1.6787
1.0 9.6787 4.4907 2.5671 1.0918 0.7111

Table 6 Stability delay margins for 1 20.8,  0.1,α α= =

3  0.1,  0.2 DR sα τ= =  and 0.2 VI sτ =

*( )sτ IK

PK 0.2 0.4 0.6 0.8 1.0

0.0 10.9843 4.8971 2.9916 2.0429 1.4619
0.05 11.2249 5.0178 3.0721 2.1031 1.5099
0.1 11.4462 5.1296 3.1465 2.1587 1.5539
0.2 11.8277 5.3247 3.2763 2.2547 1.6288
0.4 12.3160 5.5856 3.4478 2.3765 1.7168
0.6 12.3590 5.6310 3.4690 2.3747 1.6901
1.0 10.2794 4.5653 2.5317 0.9010 0.6624
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(a)

(b)

(c)

Figure 2. Dominant roots distribution of the LFC-VI-DR system for 1 0.8,α =  

2 0.1,α =  3 0.1,α =   0.2 DR sτ =  and 0.2 VI sτ = . (a) Stable Case, (b) 
Marginally Stable Case (c) Unstable Case.
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Figure 3. Variation of stability delay margins against the participation factors of 
virtual inertia.

Figure 4. Variation of stability delay margins against the participation factors of 
demand response.

5. CONCLUSION

This paper has investigated the impact of VI and DR control loops on 
stability delay margins of a single-area LFC system with communication 
time delay. A frequency-domain exact method has been utilized to determine 
stability delay margins for different power sharing schemes between 
conventional generator and/or DR, VI control loops. The individual and 
combined effects of virtual inertia and demand response control loop on 
the stability delay margins in LFC system have been completely analyzed. 
It is observed that the LFC system with a VI or DR control loops has 
larger stability delay margins when compared with the one not including 
VI or DR control loops. It is also observed that stability delays slightly 
get smaller with an inclusion of time delay in the DR control loop when 
compared with the results where the time delay in the DR control loop 
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is neglected. On the other hand, stability delay margins slightly become 
larger with an inclusion of time delay in the VI control loop when 
compared with the results where the time delay in the VI control loop is 
not considered. Nonetheless, stability delay margins increased when both 
DR and VI control loops including time delays are taken into account. The 
results indicate that VI and DR control loops should be integrated into LFC 
systems in order to achieve a better frequency regulation in the presence of 
inevitable communication delays.

Future studies will encompass the following two significant issues: 1) 
Investigation of the impact of both VI and DR control loops on stability 
regions in the parameter space of PI controller gains in multi-area LFC 
systems. 2) The uncertainties in parameters of the LFC system along wıth 
the communication delays will be taken into consideration. Also, robust 
stability regions will be computed using the complex Kharitinov’s theorem 
that will guarantee the stability for all admissible uncertainties.
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APPENDICES 

Coefficients of ( )P s  and ( )Q s  polynomials of (8) are :
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Introduction 
 

Aerospace structures are one of the most complex engineering 
products of which each part should be designed and tested meticulously. 
Among these structures, wings are essential to provide lift for an aircraft. 
Wings are designed considering many planforms (e.g., delta, rectangular, 
swept, and tapered) and airfoils. Besides, a wing may comprise various 
systems such as ailerons, flaps, and spoilers to modify the operating 
characteristics of the aircraft by affecting its geometrical properties. 
These structures may face excessive vibrations during a flight, which may 
result in failure or additional operational challenges. Therefore, it is 
essential to examine the vibrational behavior of aircraft wings. There are 
numerous studies that cover harmonic response analysis and various 
researches about aircraft wing structures. Some of these studies are 
briefly presented as follows. Kıral (2009) examined the dynamic response 
of laminated composite beams subjected to harmonic loading. For this 
purpose, the Finite Element Method is employed to obtain the structural 
stiffness and the Newmark method is used for examining the dynamic 
response of the structure. Abdulameer and Wasmi (2015) performed a 
vibrational control analysis of aircraft wings. They used piezoelectric 
sensors and actuators which are embedded in the aircraft wing. Zhang et 
al. (2018) conducted a harmonic response analysis for coupled plate 
structures. For this purpose, they employed the dynamic stiffness method 
considering both in-plane and out-of-plane vibrations. Eguea et al. (2018) 
employed the genetic algorithm to optimize the camber section of the 
winglet. They considered four flight phases called light cruise, mid-
cruise, heavycruise, and climb. Hoseini and Hodges (2018) presented a 
flutter suppression control system for damaged HALE aircraft wings. 
Instead of modeling the entire structure, they modeled a small region, 
which is close to the boundary. Santos et al. (2018) examined the effect 
of design parameters on the mass of a variable-span morphing wing. For 
this purpose, they employed Finite Element Analysis and Optimization 
techniques. E et al. (2019) investigated the harmonic response of a large 
dish solar power generation system. They used computer fluid dynamics 
(CFD) and the Finite Element Method to develop the dish concentrator. 
Benaouali and Kachel (2019) developed a multidisciplinary design 
optimization for an aircraft wing. For this purpose, they employed 
commercial software called Siemens NX, ICEM CFD, ANSYS, MSC. 
Nastran, and MSC. Patran. Eken (2019) performed a free vibration 
analysis for composite aircraft wings. For this purpose, the aircraft wings 
with NACA airfoil sections are modeled as thin-walled beams. Tuken 
(2019) investigated the dynamic response of a three-story shear frame 
under harmonic loading. The responses are obtained for the end of the 
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foundation and the soil using ABAQUS software. Arachchige et al. 
(2020) investigated the bird strikes on the leading edge of the sandwich 
composite aircraft wings. For this purpose,  Finite Element Analysis is 
conducted to analyze the effect of skin thickness, layups, and impact 
velocities. Evran et al. (2020) performed a numerical free vibration 
analysis for aircraft wings having different NACA airfoils and wing 
lengths. They considered Taguchi L9 orthogonal array with two control 
factors comprising three levels to obtain the frequencies. Agrawal et al. 
(2020) employed the Finite Element Method to evaluate the 
characteristics of the aircraft wings having different materials.  

Airfoils are one of the key parameters in designing aircraft wings 
since their geometry affects the four aerodynamic forces (lift, weight, 
thrust, and drag) considerably. On the other hand, it is also essential to 
understand the effects of airfoil geometry on the vibrational behavior of 
an aircraft wing since it may face inertial forces that may lead the 
structure to fail. In this study, the effects of the airfoil geometry on the 
harmonic response of an aircraft wing have been measured. For this 
purpose, NACA 0015, NACA 2415, NACA 4415, and NACA 6412 
airfoils have been considered. An aircraft wing of a mid-size business jet 
(Eguea et al., 2018) has been modeled via SolidWorks 2019. The Finite 
Element Harmonic Response Analyses have been conducted via ANSYS 
Workbench 18.2 – Mode Superposition Method considering 1kN 
sinusoidial load applied to the planform of the wing. For each airfoil 
geometry, variations of the first three natural frequencies, phase angle, 
maximum stress, maximum displacement values have been examined.  
 
Methodology 
 

The harmonic response analyses of the aircraft wing shown in Figure 1, 
have been performed by using the Finite Element Method considering the 
aircraft wing as a three-dimensional plate structure.  The effects of the 
airfoil geometry have been examined considering four NACA airfoils as 
seen in Figure 2.  
 
 
 
 
 
 
 
 
 

Figure 1. The aircraft wing dimensions of a mid-size business jet 
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Figure 2. NACA four digits airfoils (a) 0015, (b) 2415, (c) 4415, and (d) 6412 
 

The harmonic response of the structure has been obtained by 
considering the equation of motion, which is  
 

𝑴𝑴{𝑢̈𝑢} + 𝑪𝑪{𝑢̇𝑢} + 𝑲𝑲{𝑢𝑢} = {𝑃𝑃} (1) 

 
where M, C, and K represent the mass, damping, and stiffness matrices. 
The generalized displacement vector {u} comprises in-plane and out-of-
plane displacement components (Petyt, 2010). The evaluation of the 
mass, damping, and stiffness matrices can be found in detail in various 
textbooks (Petyt, 2010).  
 
 

The harmonic load {P}can be denoted considering the complex notation 
as  
 

𝑃𝑃 = 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑗𝑗𝑗𝑗𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 (2) 

 
where λ is the excitation frequency and ψ is the phase angle of the applied 
harmonic load. Therefore, the response of the structure to the harmonic 
load is 
 

𝑞𝑞 = 𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚𝑒𝑒𝑗𝑗𝑗𝑗𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 (3) 

 
where τ is the response’s phase angle. The solution of the equation of 
motion considering the harmonic loading can be written as 
 

(−𝜆𝜆2𝑴𝑴+ 𝑗𝑗𝑗𝑗𝑪𝑪 + 𝑲𝑲){𝑞𝑞} = {𝐹𝐹} (4) 

 



Oğuzhan Das148 .

As seen from Equations (2) and (3), the frequencies of both the 
harmonic load and the response of the system are the same while the 
phase angle values could be different. Such a difference may occur due to 
the damping characteristics of the structure (Ansys Training Manual, 
2005).  

Considering the solution of the equation of motion given in Equation 
(4), the airfoil geometry-based harmonic response analysis of the aircraft 
wings has been conducted via ANSYS Workbench 18.2. For this purpose, 
the computer-aided model of the aircraft wings with four different airfoil 
geometry has been build in SolidWorks 2019 as seen in Figure 3. 
Afterward, these models have been imported to ANSYS Workbench 18.2 
as Parasolid models.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The solid model of the considered aircraft wing 
 
To perform the harmonic response analysis, the aircraft wings have been 
meshed by considering a total of 26010 SOLID186 elements with 108 
mm mesh size. Since the aircraft wings are cantilevered structures, fixed 
from one end boundary condition has been considered as seen in Figure 
4(a). Before performing the harmonic response analysis, it is required to 
performed the free vibration analysis of the aircraft structure to 
understand the critical frequencies and to evaluate the frequency range in 
which the maximum response occurs. For this purpose, the first three 
natural frequencies are considered. Following the modal analysis, the 
harmonic response analysis has been performed by applying 1kN 
distributed harmonic load to the planform of the aircraft wing as seen in 
Figure 4(b).  
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Figure 4. Meshed aircraft wing (a) under fixed boundary conditions (b) 
subjected to the distributed load 
 

The frequency range has been determined by employing the rules of 
thumbs which implies the frequency range should be 1.5 times bigger 
than the frequency of interest. Therefore, the frequency range has been 
considered as 1.5 times bigger than the third natural frequency. The 
solution of the harmonic response analysis has been evaluated by 
employing the Model Superposition Method in which the damping matrix 
is not calculated. Instead, the damping ratio, which is the ratio between 
the actual and critical damping has been taken as ξ=0.02 (Kıral, 2009). 
Frequency responses have been evaluated by considering the maximum 
displacement and maximum stress parameters. Similarly, the phase 
angles of the responses have been obtained by considering the same 
parameters and the critical frequencies in which the maximum 
displacement and stress occurs. Likewise, the maximum stress and 
maximum displacement values have been evaluated by considering the 
critical phase angle and the critical excitation frequency. 
 
Results 
 

The harmonic response analyses results have been evaluated for each 
airfoil geometry by taking the first natural frequencies, frequency 
responses, phase angles, maximum stress, and maximum displacement 
values into account. As the material, Grade 2024-T4 aluminum has been 
considered. Table 1 gives the properties of the considered material. 
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Table 1. Material properties of Grade 2024-T4 aluminum 
Property Symbol Value 
Modulus of Elasticity E 73.1 GPa 
Shear Modulus G 28 GPa 
Density ρ 2780 kg/m3 
Poisson Ratio υ 0.33 

 
Four-digit NACA airfoils have been specified by the maximum camber 

as a percentage of the chord (C), the position of the maximum camber 
multiplied by 10 as a percentage of the chord (P), and the maximum 
thickness as a percentage of the chord (YY). Therefore the four-digit has 
been constituted as CPYY. Considering NACA 2415 airfoil, the 
maximum camber is 2% of the chord length, the location of the maximum 
camber is 40% of the chord length, and the maximum thickness is 15% of 
the chord length. If the first two digits are equal to zero then the airfoil 
has no camber. The results have been interpreted by considering the 
variation of the parameters above and the geometric specifications of four 
different airfoils.  

Table 2 presents the first three natural frequencies of the considered 
aircraft wing structure under fixed boundary conditions. 
 
Table 2. Meshed aircraft wing (a) under fixed boundary conditions (b) subjected 
to the distributed load 
Frequency 
(Hz) 

NACA 0015 NACA 2415 NACA 4415 NACA 6412 

1st 4.979 5.037 5.163 4.456 
2nd  18.386 18.602 19.041 16.387 
3rd  30.287 30.338 30.388 30.221 
 

It is seen from Table 2 that the highest frequencies have been evaluated 
for NACA 2415, while the lowest ones have been obtained for NACA 
6412. Therefore, it can be interpreted that the thickness of the airfoil has 
the most impact on the natural frequency values since the maximum 
thickness of NACA 6412 is the smallest one (12% of the chord length) 
when compared with other airfoils. On the other hand, although other 
airfoils’ maximum thickness values as the percentage of the chord length  
are equal, the natural frequency values have slightly increased as the 
airfoil becomes highly cambered. However, it has been concluded that 
the maximum thickness has affected the natural frequencies more when 
compared with that of the maximum camber. Among the frequency 
modes, the second natural frequency (second bending mode) has been the 
most affected one by the airfoil geometry. 

Figure 5 shows the frequency response of the aircraft wing having 
NACA 0015 airfoil under 1kN distributed harmonic load. 
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Figure 5. Frequency – displacement response of the aircraft wing having NACA 

0015 airfoil 
 

It is seen from Figure 5 that the maximum displacement occurred at 
approximately the first natural frequency. Although another displacement 
peak has been observed around the second natural frequency, the 
displacement value at this region is not higher than those of the first peak 
displacement value. 

Figure 6 shows the phase shift of the aircraft wing with NACA 0015 
airfoil geometry. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. The phase angle of the aircraft wing with NACA 0015 airfoil 
 

As seen from Figure 6, there is a phase shift between the harmonic force 
and the response of the aircraft wing structure with NACA 0015 airfoil 
due to the damping ratio of ξ=0.02. The highest response has been 
obtained for the sweeping phase angle of 100.80. Considering critical 
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frequency and sweeping phase angle, the maximum stress and 
displacement values have been evaluated. 

Figure 7 shows the maximum stress and displacement  of the aircraft 
wing having NACA 0015 airfoil considering the critical sweeping phase 
angle and frequency. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. The maximum (a) stress and (b) displacement of the aircraft wing with 
NACA 0015 airfoil 
 

It is seen from Figure 7 that the maximum stress is 2.2422 MPa and the 
maximum displacement is 6.9811 mm. The maximum stress occurs in the 
near-mid region of the structure, while the maximum displacement is 
located at the tip of the wing where the thickness of the structure is 
minimum. 

Figure 8 shows the frequency response of the aircraft wing with NACA 
2415 airfoil geometry. 

 
 
 

 
 
 
 
 
 
 
 
 
Figure 8. Frequency – displacement response of the aircraft wing having NACA 

2415 airfoil 
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It is seen from Figure 8 that the maximum displacement occurred at 
nearly the first natural frequency. Similar to the frequency response of 
NACA 0015, another displacement peak has been observed around the 
second natural frequency. However, the displacement value at this region 
is not higher than those of the first peak displacement value. 

Figure 9 shows the phase shift of the aircraft wing with NACA 2415 
airfoil geometry. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. The phase angle of the aircraft wing having NACA 2415 
 

As seen from Figure 9, a phase shift occurs between the applied 
harmonic load and the response. The highest response has been obtained 
for the sweeping phase angle of 720. The maximum stress and 
displacement values have been obtained for the first natural frequency 
and phase angle. 

Figure 10 shows the maximum stress and displacement  of the aircraft 
wing having NACA 2415 airfoil considering the critical sweeping phase 
angle and frequency. 

 
 
 
 
 
 

 
 
 
 
Figure 10. The maximum (a) stress and (b) displacement of the aircraft wing 
with NACA 2415 airfoil 
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It is seen from Figure 10 that the maximum stress is 2.2209 MPa and 

the maximum displacement is 6.5553 mm. The maximum stress occurs in 
the near-mid region of the structure, while the maximum displacement is 
located at the tip of the wing where the thickness of the structure is 
minimum. Comparing with NACA 0015 airfoil, the maximum stress and 
displacement of the aircraft wing having NACA 2415 airfoil have slightly 
decreased. However, the locations where the maximum stress and 
displacement occur for both NACA 2415 and NACA 0015 airfoils have 
not changed. 

Figure 11 shows the frequency response of the aircraft wing with 
NACA 4415 airfoil geometry. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Frequency – displacement response of the aircraft wing with NACA 

4415 airfoil 
 

It is seen from Figure 11 that the maximum displacement occurred at 
nearly the first natural frequency. Comparing with NACA 0015 and 
NACA 2415, a second displacement peak has occurred nearby the second 
natural frequency. Similar to the displacement response characteristics of 
NACA 0015 and NACA 2415, the second displacement peak is smaller 
than the first one. 

Figure 12 shows the phase shift of the aircraft wing with NACA 4415 
airfoil geometry. 
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Figure 12. The phase angle of the aircraft wing having NACA 4415 
 

It is seen from Figure 9 that a phase shift has occurred just like it has 
appeared for NACA 0015 and NACA 2415. The highest response has 
been evaluated for the sweeping phase angle of 280. The maximum stress 
and displacement values have been calculated for the critical frequency 
and this phase angle. 

Figure 13 shows the maximum stress and displacement  of the aircraft 
wing with  NACA 4415 airfoil  occurred for the critical sweeping phase 
angle and frequency. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. The maximum (a) stress and (b) displacement of the aircraft wing 
with NACA 4415 airfoil 
 

It is seen from Figure 13 that the maximum stress is 1.2782 MPa and 
the maximum displacement is 3.5819 mm. Comparing with NACA 0015 
and NACA 2415 airfoil, the maximum stress and displacement of the 
aircraft wing having NACA 4415 airfoil have decreased. Considering the 
only difference between NACA 2415 and NACA 4415 is the camber, 
changing the camber only by 2% significantly affects the maximum stress 



Oğuzhan Das156 .

and displacement values. The locations where the maximum stress and 
displacement occur have not changed. 

Figure 14 shows the frequency response of the aircraft wing having 
NACA 6412 airfoil under 1kN harmonic loading. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
Figure 14. Frequency – displacement response of the aircraft wing with NACA 

6412 airfoil 
 

As seen from Figure 14, similar to all other airfoils, the maximum 
displacement occurred at nearly the first natural frequency. Likewise, 
another displacement peak has occurred nearby the second natural 
frequency.  

Figure 15 shows the sweeping phase angle of the aircraft wing with 
NACA 6412 airfoil. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15. The phase angle of the aircraft wing having NACA 6412 airfoil 
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As seen from Figure 15 that a phase shift has occurred just like it has 
appeared for other NACA airfoils. The highest response has been 
evaluated for the sweeping phase angle of 7.20. The maximum stress and 
displacement values have been evaluated for the fundamental frequency 
and phase angle. 

Figure 16 shows the maximum stress and displacement  of the aircraft 
wing with  NACA 6412 airfoil  occurred for the first natural frequency 
and the critical sweeping phase angle. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 16. The maximum (a) stress and (b) displacement of the aircraft wing 
with NACA 6412 airfoil 
 

It is seen from Figure 16 that the maximum stress is 0.83627 MPa, 
while the maximum displacement is 2.2052 mm. Comparing with other 
NACA airfoils, both maximum stress and displacement values have been 
decreased. Apart from other airfoils, the maximum stress occurred in the 
region where the taper angle becomes 160. On the other hand, the high-
stress region of NACA 6412 is similar to those of other airfoil profiles. 
The maximum displacement occurs at the same region as those of other 
NACA airfoils.   

Considering the frequency response of all airfoils, it is seen that no 
matter which airfoil is considered, the maximum displacement occurs at 
the frequency value close to the fundamental frequency. All wings have a 
secondary displacement peak that takes place around the second natural 
frequency. However, this secondary displacement peak is smaller than the 
first one regardless of the airfoil geometry. Therefore, it can be concluded 
that the response pattern is not affected by the maximum camber, 
maximum camber position, and maximum thickness values. These values 
only affect the magnitude of the wing’s harmonic response.  

According to the results, it can be concluded that the maximum camber 
affects the phase angle significantly. As the maximum camber increases 
the sweeping phase angle decreases. It can be also concluded that the 
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maximum thickness has an impact on the phase angle. However, to 
measure the level of such an impact, the same analyses can be performed 
by considering NACA airfoils, which have different maximum thickness 
values and the same maximum camber and maximum camber position. 
The effect of the maximum camber position can be measured by 
employing a similar procedure. 

The maximum stress and displacement values are mostly depended on 
the maximum camber of the airfoil. As the maximum camber increases 
the maximum stress and displacement values decrease. Although the 
maximum thickness of the NACA 6412 is smaller than other airfoils, the 
increment in the maximum camber resulted in a decrement of both 
maximum stress and displacement values. 
 
Conclusions 
 
In this study, the effects of the airfoil geometry on the harmonic response 
of an aircraft wing structure have been investigated. For this purpose, 
four different airfoils namely, NACA 0015, NACA 2415, NACA 4415, 
and NACA 6412 have been taken into account. The harmonic response 
analysis results have been interpreted considering the frequency response, 
phase angle, maximum stress, and maximum displacement parameters. 
According to the results given above, the following conclusions have 
been drawn. 
 

 The frequency response pattern is the same for all airfoils, while 
the magnitude of the peak response varies for each airfoil. 

 The phase angle is mostly dependent on the maximum camber 
value since as the maximum camber value increases the phase 
angle decreases and the response becomes closer to be in phase 
with the force. 

 The maximum stress value decreases as the maximum camber 
value increases. Besides, it can be concluded that the maximum 
camber value has a higher impact on the maximum stress than the 
maximum thickness value since the maximum stress of NACA 
6412 is smaller than other thicker airfoils. The maximum stress 
location has been also affected by the maximum camber value as 
the location of the maximum stress occurs at the near-mid of the 
aircraft wing to the position for NACA 0015, NACA 2415, and 
NACA 4415 while it occurs at the edge of the wing where the 
taper angle becomes 160. 

 The maximum displacement value decreases as the maximum 
camber value increases. The location of the maximum 
displacement occurs at the tip of the wing regardless of the airfoil 
geometry. The maximum displacement value of the wing having 
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NACA 6412 airfoil is the smallest displacement when compared 
with that of other wings having different airfoils. This indicates 
that the maximum camber has a higher impact on the maximum 
displacement value than that of the maximum thickness value. 
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INTRODUCTION 
Unmanned Aerial Vehicles (UAVs) have been significantly developing 

for wide applications such as cargo transportation, photography, 
agriculture, search and rescue, surveillance in the complex environment. 
As a result, dynamic modelling and controlling of UAVs have become a 
challenging problem to researchers [1], [2]. Among the UAVs, 
multirotors such as quadrotor and hexacopter have become popular 
platforms in the literature.  In flight operation, environmental conditions 
such as gust or external disturbances   will affect stability of UAV 
systems [3]. In order to achieve control objectives considering weather 
conditions, some control algorithms are proposed in the literature. 
Different control algorithms can be proposed with disturbance observers 
for different control objectives. Authors in [4] designed a nonlinear 
observer in order to estimate disturbances. Angular tracking of a 
quadrotor is achieved using the information of the disturbance estimator. 
Also, the disturbance is estimated by an observer in [5] to improve the 
disturbance rejection of UAV systems. A controller and a disturbance 
observer are developed in [6] to reduce the effect of a partially known 
disturbance and to reject the wind disturbance. A composite disturbance 
rejection algorithm is developed by authors in [7] which consists of a 
disturbance estimator and a sliding mode controller. Quadrotor tracks the 
given trajectories in the presence of different type of disturbances. Slow 
disturbance variations are estimated by the observer and the influence of 
fast time-varying disturbance is rejected by the sliding mode control. For 
hexacopter UAVs, a robust and adaptive backstepping controller is 
proposed in [8] to enhance the robustness capacity of the hexacopter 
UAV in the presence of the disturbances. The information of parameter 
uncertainties and external perturbations are obtained using an extended 
state observer. In [9], anti-disturbance controller is designed for a 
hexacopter UAV. A single external disturbance is estimated by an 
equivalent disturbance estimator with a low pass filter. The anti-
disturbance controller enables the hexacopter UAV tracks the given 
attitude trajectory. In [10], a neural network based PID controller is 
designed for the hexacopter under the model uncertainties. Also, a model 
predictive controller in [11] and PID control in [12] are designed for the 
hexacopter UAV that tracks the desired trajectory. On the other hand, 
motor faults in hexacopter UAV are taken into consideration in [13] 
where the observer estimates states of the UAV for detection and 
isolation of motor faults.  

Especially, developing controllers for hexacopter UAVs under the 
time-varying multiple disturbances is a challenging task. A classical 
control method may be developed to cope with the effects of 



Hasan Başak, Emre Kemer166 .

disturbances. The fact is that a feedback closed-loop controller is 
preferred for the disturbance rejection. Nevertheless, control systems 
requirements such as disturbance attenuation, robustness, stability, 
performance and tracking often conflict each other. Hence, the traditional 
feedback strategy has many design constraints. For example, well known 
ones are disturbance rejection versus tracking and robustness versus 
performance [14]. In this study, a robust controller and a disturbance 
observer are integrated to obtain a composite anti-disturbance controller 
which addresses aforementioned constraints. The proposed composite 
controller enables the hexacopter UAV performs its duties in the 
presence of the external multiple disturbances.  

DYNAMIC MODEL OF HEXACOPTER UAV 
This section describes a hexacopter UAV dynamics. Let us assume that 

hexacopter body and propellers are rigid; the six motors are 
symmetrically located at the end of arms; the motors dynamics are fast so 
they are neglectable. Motors generate the required forces 
(𝐹𝐹1,𝐹𝐹2,𝐹𝐹3,𝐹𝐹4,𝐹𝐹5,𝐹𝐹6) as illustrated in Figure 1. Motors 1, 3 and 5 make 
rotations counterclockwise while motors 2, 4 and 6 make rotations 
clockwise. The vehicle achieves the altitude position by 
increasing/deceasing the six motors with the equal quantity. Rising the 
speed of motors 4 and 5 and reducing speed of motors 1 and 2 at the 
same time results in forward motion. Rising the speed of motors (1, 5, 
and 6) and reducing the speed of motors (2, 3, and 4) achieves the 
leftward motion.  Similarly, rightward and backward movements are 
obtained. Yaw orientation is obtained by regulating the speed of motors 
(1, 3, and 5) and motors (2, 4, and 6). To give the mathematical model of 
the hexacopter, the inertial frame {𝐼𝐼} (𝑋𝑋𝐼𝐼 𝑌𝑌𝐼𝐼  𝑍𝑍𝐼𝐼) and body fixed frame 
{𝐵𝐵} (𝑋𝑋𝐵𝐵𝑌𝑌𝐵𝐵𝑍𝑍𝐵𝐵) are defined as illustrated in Figure 1.  The position vector 
of the hexacopter mass center expressed in the inertial frame, 𝜉𝜉 =
(𝑥𝑥𝐼𝐼 𝑦𝑦𝐼𝐼 𝑧𝑧𝐼𝐼)𝑇𝑇. Angles of the body fixed frame referring the inertial frame is 
expressed as ƞ =  (𝛷𝛷 𝜃𝜃 𝜓𝜓)𝑇𝑇  where these angles are restricted as roll 
angle (𝛷𝛷) by|𝛷𝛷| < 90°; pitch angles (𝜃𝜃) by  |𝜃𝜃| < 90°; yaw angle (𝜓𝜓) by 
|𝜓𝜓| <  180°. Body-fixed angular velocity vector about the body 
(𝑋𝑋𝐵𝐵𝑌𝑌𝐵𝐵𝑍𝑍𝐵𝐵) axes, respectively is ⍵= (p q r)T 

Transforming body-fixed frame coordinates to inertial frame 
coordinates is obtained with the following 𝑅𝑅𝑓𝑓 rotation matrix: 

Rf = |
CθCψ SΦSθCψ − CΦSψ CΦSθCψ + SΦSψ
CθSψ SΦSθSψ + CΦCψ cΦsθsψ − SΦCψ
−Sθ SΦCθ CΦCθ

| (1) 
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where  𝐶𝐶(. ) =  𝑐𝑐𝑐𝑐𝑐𝑐(. ) and 𝑆𝑆(. )  =  𝑠𝑠𝑠𝑠𝑠𝑠(. ). The rotational kinematics is 
obtained as ƞ̇ = 𝑊𝑊ƞ

−1 ⍵ . The inverse rotation matrix is here 

Wƞ
−1=|

1 sinΦtanθ cosΦtanθ
0 cosΦ −sinΦ
0 secθsinΦ cosΦsecθ

|       
(2) 

 

 
Figure 1. Diagram of hexacopter UAV model [8]. 

Using the Newton-Euler approach,  the rotational motion of the 
quadrotor referring to the body frame and the translational dynamics in 
the presence of external forces applied to the mass center referring 
inertial frame is given as [8],[9],[12]: 

ξ̇ = v (3) 

mv̇ = −mgez + RfTf (4) 

ƞ̇ = Wƞ
−1⍵ (5) 

J⍵̇ = −⍵ × J⍵ + τf (6) 

where  𝑣𝑣  is linear velocity of the hexacopter expressed in the inertial 
frame,  𝑒𝑒𝑧𝑧 = (0,0,1)𝑇𝑇  represents a vector along the 𝑧𝑧-axis, the inertia 
matrix is diagonal as J =diag(𝐼𝐼𝑥𝑥𝑥𝑥, 𝐼𝐼𝑦𝑦𝑦𝑦 , 𝐼𝐼𝑧𝑧𝑧𝑧) due to symmetrical design.  
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𝑇𝑇𝑓𝑓 = (0,0,𝑢𝑢1)𝑇𝑇 and 𝜏𝜏𝑓𝑓= (𝑢𝑢2,𝑢𝑢3,𝑢𝑢4)𝑇𝑇 are force and torques in the {B} - 
frame and here   

𝑢𝑢1 = 𝐹𝐹1 + 𝐹𝐹2 + 𝐹𝐹3 + 𝐹𝐹4 + 𝐹𝐹5 + 𝐹𝐹6 (7) 

u2 = − 1
2 F1l + 1

2 F2l + F3l + 1
2 F4l − 1

2 F5l − F6l (8) 

                      𝑢𝑢3 = −√3
2 𝐹𝐹1𝑙𝑙 −

√3
2 𝐹𝐹2𝑙𝑙+

√3
2 𝐹𝐹4𝑙𝑙+

√3
2 𝐹𝐹5𝑙𝑙   (9) 

𝑢𝑢4 = 𝑑𝑑
𝑏𝑏 (−𝐹𝐹1 + 𝐹𝐹2 − 𝐹𝐹3 + 𝐹𝐹4 − 𝐹𝐹5 + 𝐹𝐹6) (10) 

 

where 𝑖𝑖. motor produces the thrust force, 𝐹𝐹𝑖𝑖=bΩ𝑖𝑖
2; 𝑏𝑏 is the thrust 

coefficient of the propeller;  𝑑𝑑 is the drug coefficient of the propeller; Ω𝑖𝑖   
denotes rotational speed of  𝑖𝑖. motor. The nonlinear equation set of the 
hexacopter UAV model is 

ẍI = (cosϕsinϴcosψ + sinϕsinψ) 1
m u1   (11) 

ÿI = (cosϕsinϴsinψ − sinϕcosψ)  1
m u1   (12) 

z̈I = −g + cosϕcosθ 1
m u1   (13) 

ϕ̇ = p + qsinϕtanθ + rcosϕtanθ   (14) 

θ̇ = qcosϕ − rsinϕ   (15) 

ψ̇ = q sinϕ
cosθ + r cosϕ

cosθ    (16) 

𝑝̇𝑝  = 𝑞𝑞𝑞𝑞 (
𝐼𝐼𝑦𝑦𝑦𝑦 − 𝐼𝐼𝑧𝑧𝑧𝑧

𝐼𝐼𝑥𝑥𝑥𝑥
) + 1

𝐼𝐼𝑥𝑥𝑥𝑥
𝑢𝑢2 (17) 

𝑞̇𝑞 = 𝑝𝑝𝑝𝑝 (𝐼𝐼𝑧𝑧𝑧𝑧 − 𝐼𝐼𝑥𝑥𝑥𝑥
𝐼𝐼𝑦𝑦𝑦𝑦

) + 1
𝐼𝐼𝑦𝑦𝑦𝑦

𝑢𝑢3 (18) 

𝑟̇𝑟 = 𝑞𝑞𝑞𝑞 (
𝐼𝐼𝑥𝑥𝑥𝑥 − 𝐼𝐼𝑦𝑦𝑦𝑦

𝐼𝐼𝑧𝑧𝑧𝑧
) + 1

𝐼𝐼𝑧𝑧𝑧𝑧
𝑢𝑢4 (19) 

 

Non-linear dynamics of the vehicle is given in form of state-space 
representation as: 
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ẋ(t) = f(x(t), u(t))
y(t)  =  h(x(t))   (20) 

in which  𝑥𝑥(𝑡𝑡) and  𝑢𝑢(𝑡𝑡) are the state and input variables respectively.  

 To design attitude control system, the rotational system dynamics 
(Eqs.14-19) are linearized at hover for which the input 𝑢𝑢𝑒𝑒𝑒𝑒 =
[𝑢𝑢2 𝑢𝑢3 𝑢𝑢4] = [0 0 0]. The dynamics of the linearized model about 
𝑥𝑥𝑒𝑒𝑒𝑒 = [ 𝜙𝜙 𝛳𝛳 𝜓𝜓 𝑝𝑝 𝑞𝑞 𝑟𝑟] = [ 0 0 0 0 0 0]  and ueq  is  

𝑥̇𝑥 = 𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵
𝑦𝑦 = 𝐶𝐶𝐶𝐶 = [𝜙𝜙 𝜃𝜃 𝜓𝜓] (23) 

where matrices  𝐴𝐴  and B are computed as follows: 

𝐴𝐴 =  𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =  

[
 
 
 
 𝜕𝜕𝑓𝑓1
𝜕𝜕𝑥𝑥1

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒 ⋯ 𝜕𝜕𝑓𝑓1
𝜕𝜕𝑥𝑥𝑛𝑛

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒

⋮ ⋱ ⋮ 
𝜕𝜕𝑓𝑓𝑛𝑛
𝜕𝜕𝑥𝑥1

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒 ⋯ 𝜕𝜕𝑓𝑓𝑛𝑛
𝜕𝜕𝑥𝑥𝑛𝑛

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒  ]
 
 
 
 
, 

𝐵𝐵 =   𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =   

[
 
 
 
 𝜕𝜕𝑓𝑓1
𝜕𝜕𝑢𝑢1

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒 ⋯ 𝜕𝜕𝑓𝑓1
𝜕𝜕𝑢𝑢𝑚𝑚

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒

⋮ ⋱ ⋮
𝜕𝜕𝑓𝑓𝑛𝑛
𝜕𝜕𝑢𝑢1

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒 ⋯ 𝜕𝜕𝑓𝑓𝑛𝑛
𝜕𝜕𝑢𝑢𝑚𝑚

|𝑥𝑥𝑒𝑒,𝑢𝑢𝑒𝑒]
 
 
 
 
 

(24) 

Augmenting model of (23) with integrators so that we can get zero 
steady state errors of attitude tracking that results in the following model: 

| 𝑥̇𝑥(𝑡𝑡)
𝑒̇𝑒(𝑡𝑡)𝑦𝑦

| = | 𝐴𝐴 0
−𝐶𝐶 0| |𝑥𝑥(𝑡𝑡)

𝑒𝑒𝑦𝑦(𝑡𝑡)
| + |𝐵𝐵0| 𝑢𝑢(𝑡𝑡) (25) 

where x = [ ϕ  θ ψ  p q r]T is the state vector,  ey = [eϕ eθ eψ]T is the 
error vector and u =[ u2  u3 u4]T  is the input vector. Matrices 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 = 

| 𝐴𝐴 0
−𝐶𝐶 0| and 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎 = |𝐵𝐵0|  are computed by using physical parameters of 

the hexacopter UAV (Table 1). 

 

 

𝑥𝑥 = [𝑥𝑥1 𝑥𝑥2 𝑥𝑥3 … 𝑥𝑥12]𝑇𝑇 = [ 𝑥𝑥𝐼𝐼 𝑦𝑦𝐼𝐼  𝑧𝑧𝐼𝐼 𝑥̇𝑥𝐼𝐼  𝑦̇𝑦𝐼𝐼 𝑧̇𝑧𝐼𝐼 𝜙𝜙 𝛳𝛳 𝜓𝜓 𝑝𝑝 𝑞𝑞 𝑟𝑟  ]𝑇𝑇 (21) 

𝑢𝑢 = [𝑢𝑢1 𝑢𝑢2 𝑢𝑢3 𝑢𝑢4]𝑇𝑇 (22) 
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Table 1.  The hexacopter UAV parameters [3] 

Parameters Descriptions Values Units 
𝑚𝑚 Mass 1.535 kg 
𝑔𝑔 Gravity acceleration 9.8 m/s2 
𝑙𝑙 Length of arms 0.275 m 
𝐼𝐼𝑥𝑥𝑥𝑥  Moment of inertia around x-axis 0.0411 kg.m2 
𝐼𝐼𝑦𝑦𝑦𝑦 Moment of inertia around y-axis 0,04178 kg.m2 
𝐼𝐼𝑧𝑧𝑧𝑧 Moment of inertia around z-axis 0.0599 kg.m2 
d/b Ratio between thrust and drag coefficients 0.1 - 

COMPOSITE ANTI –DISTURBANCE CONTROL  

Preliminary 
This section gives results from robust control theory to be used in the 

following section.  Consider the following LTI system: 

ẋ(t) =  Aaugx(t) + Ew(t)
z(t) = Czx(t)  (26) 

in which the all-system matrices ( 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎,𝐶𝐶𝑧𝑧) are compatible 
dimensions. 𝑥𝑥(𝑡𝑡) ∈ ℝ𝑛𝑛  represents the state vector of the system, 
𝑤𝑤(𝑡𝑡) ∈ 𝐿𝐿2[0, +∞) represents the external disturbance vector, 𝑧𝑧(𝑡𝑡) is the 
controlled output vector. For the given scalar 𝛾𝛾 > 0, the   𝐻𝐻∞ problem is 
stated as  

J(w) ≔ sup w∈L2 ∫ (zTz − γ2wTw)dt
∞

0
 (27) 

Lemma 1: (Bounded Real Lemma [1]) If a symmetric positive definite 
matrix 𝑃𝑃 ∈ ℝ𝑛𝑛𝑛𝑛𝑛𝑛 > 0   satifies the following inequality: 

|
𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎

𝑇𝑇𝑃𝑃 + 𝑃𝑃𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 𝑃𝑃𝑃𝑃 𝐶𝐶𝑧𝑧
𝐸𝐸𝑇𝑇𝑃𝑃 −𝛾𝛾2𝐼𝐼 0
𝐶𝐶𝑧𝑧𝑇𝑇 0 −𝐼𝐼

| < 0 

 

(28) 

then 𝐽𝐽(𝑤𝑤) < 0 for all nonzero external disturbance, 𝑤𝑤(𝑡𝑡) ∈ 𝐿𝐿2[0, +∞). 
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Composite Anti-disturbance Control Design  
Let a LTI system be given in state space realization under the 

external disturbances by  

𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥(𝑡𝑡) + 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎(𝑢𝑢(𝑡𝑡) + 𝑑𝑑1(𝑡𝑡)) + 𝐸𝐸𝑑𝑑2(𝑡𝑡) (29) 
 
Assuming that  d2(t)  ∈  ℝ l   is an external disturbance   that 

belongs to L2 [0, +∞).  The disturbance d1 (t)  ∈  ℝ m is given by [16]: 
 ⍵̇ (t) = W⍵(t) + Hd3(t)

d1 (t) = V⍵(t)  (30) 

where  ⍵(t)  is the state of the exogenous system and  d3(t) ∈  ℝ r,  
(d3(t) ∈  L2 [0, +∞)) is the additional disturbance due to uncertainties in 
the modelled  disturbance. The harmonic perturbation is denoted by 
𝑑𝑑1 (𝑡𝑡)  which is common in practice. 𝑊𝑊(𝑡𝑡) = [ 0 𝑐𝑐

−𝑐𝑐 0] , 𝑐𝑐 > 0 is selected 
and 𝑐𝑐 represents the frequency of  𝑑𝑑1 (𝑡𝑡). Note that Eq. (30) denotes 
harmonic perturbation with unknown phase and amplitude.  
 
 
Here the disturbance observer is structured as:  

v̇(t) = (W + LBaugV)(v(t) − Lx(t)) + L(Aaugx(t) + Baugu(t)) 

⍵̇̂(t) = v(t) − Lx(t) 

d̂1 (t) = V ⍵̂(t) 

   
(31) 

where L ∈  ℝ r×n is the gain of the disturbance observer. We assume that 
all states of system are measurable.  In anti-disturbance control scheme, 
the controller is structured as following form:  

u(t) = Kx(t) − d̂1 (t) (32) 
In which   d̂1 (t) estimates the external disturbance  d1(t).   

The estimated disturbance error is  
𝑒𝑒⍵(𝑡𝑡) = ⍵(𝑡𝑡) − ⍵̂(𝑡𝑡) (33) 

 
Eqs. (30) and (31) are (33) combined as follows: 
𝑒𝑒⍵̇(𝑡𝑡) = (𝑊𝑊 + 𝐿𝐿𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎  𝑉𝑉) 𝑒𝑒⍵(𝑡𝑡)+L𝐸𝐸𝑑𝑑2(𝑡𝑡)+H𝑑𝑑3(𝑡𝑡) (34) 

and resulting controlled output is  
z(t) = C1x(t) + C2e⍵(t) (35) 

 
Eqs. (34) and (35) are augmented with (29) that leads to  
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𝑥̇̅𝑥(𝑡𝑡) = 𝐴̃𝐴𝑥̅𝑥(𝑡𝑡) + 𝐵̃𝐵𝑤𝑤𝑑𝑑(𝑡𝑡)
𝑧𝑧(𝑡𝑡) = 𝐶̃𝐶𝑥̅𝑥(𝑡𝑡)  (36) 

where  𝑥̅𝑥(𝑡𝑡) = [𝑥𝑥′(𝑡𝑡)  𝑒𝑒′(𝑡𝑡)]𝑇𝑇 , 𝑑𝑑(𝑡𝑡) = [𝑑𝑑′2(𝑡𝑡)  𝑑𝑑′3(𝑡𝑡)]𝑇𝑇,  

𝐴̃𝐴 = [
𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 + 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝐾𝐾 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉

0 𝑊𝑊 + 𝐿𝐿𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉],  𝐸̃𝐸 = | 𝐸𝐸 0
𝐿𝐿𝐸𝐸 𝐻𝐻|, 

 and 𝐶̃𝐶 = [𝐶𝐶1  𝐶𝐶2]. 
Theorem 1: For the system (29) with the disturbance (30),  there exist a 

disturbance observer in (31) and the controller law in (32) so that the 
augmented system in (36) is robust stable and assures the 𝐻𝐻∞ 
performance  ∫ (𝑧𝑧𝑇𝑇𝑧𝑧 − 𝛾𝛾2𝑤𝑤𝑇𝑇𝑤𝑤)𝑑𝑑𝑑𝑑∞

0 < 0, if and only if there exits 
constant  𝛾𝛾 > 0, positive definite matrices 𝑋𝑋 and 𝑃𝑃2, matrix 𝑌𝑌2 satisfying 
the inequalities 

|
|
𝛱𝛱11
𝑉𝑉𝑇𝑇𝐵𝐵𝑇𝑇

𝐸𝐸𝑇𝑇

0
𝐶𝐶1𝑋𝑋𝑇𝑇

𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉
𝛱𝛱22
𝐸𝐸𝑇𝑇𝑌𝑌2𝑇𝑇
𝐻𝐻𝑇𝑇𝑃𝑃2𝑇𝑇
𝐶𝐶2

𝐸𝐸
𝑌𝑌2𝐸𝐸
−𝛾𝛾2𝐼𝐼

0
0

0
𝑃𝑃2𝐻𝐻

0
−𝛾𝛾2𝐼𝐼

0

𝑋𝑋𝐶𝐶1𝑇𝑇
𝐶𝐶2𝑇𝑇
0
0
−𝐼𝐼

|
| < 0 (37) 

where 𝛱𝛱11 = 𝑋𝑋𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑇𝑇 + 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑋𝑋𝑇𝑇 + 𝑌𝑌1𝑇𝑇𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑇𝑇 + 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑌𝑌1 and 𝛱𝛱22 =
𝑃𝑃2𝑊𝑊 + 𝑊𝑊𝑇𝑇𝑃𝑃2𝑇𝑇 + 𝑌𝑌2𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉 + 𝑉𝑉𝑇𝑇𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑇𝑇𝑌𝑌2𝑇𝑇 also, the gains of the 
disturbance observer and the controller in the form of (31) and (32) are 
given by 𝐾𝐾 = 𝑌𝑌1𝑋𝑋−1 and  𝐿𝐿 = 𝑃𝑃2−1𝑌𝑌2   respectively. 

Proof: Assume that the inequality in Eq. (37) hold. First using the 
matrices of augmented system in (36) Lemma 1 is rewritten as  

|
ÃTP + PÃ PẼ C̃

ẼTP −γ2I 0
C̃T 0 −I

| <0 (38) 

 where 

𝑃𝑃 = |𝑃𝑃1 0
0 𝑃𝑃2| 

(39) 

𝑃𝑃𝐴̃𝐴 = |
𝑃𝑃1𝐴𝐴 + 𝑃𝑃1𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝐾𝐾 𝑃𝑃1𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉

0 𝑃𝑃2𝑊𝑊 + 𝑃𝑃2𝐿𝐿𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉|, 
(40) 

𝐸̃𝐸𝑇𝑇𝑃𝑃 = |𝐸𝐸
𝑇𝑇𝑃𝑃1 𝐸𝐸𝑇𝑇𝐿𝐿𝑃𝑃2
0 𝐻𝐻𝑇𝑇𝑃𝑃2

| (41) 
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C̃ = [C1  C2] (42) 

 Performing a congruence transformation to the inequality in Eq. (38) 
by diag (𝑃𝑃1−1, 𝐼𝐼 , 𝐼𝐼 , 𝐼𝐼 , 𝐼𝐼 ) and denoting X = 𝑃𝑃1−1, we obtain the following 
result  

|
|
𝛱𝛱11
𝑉𝑉𝑇𝑇𝐵𝐵𝑇𝑇

𝐸𝐸𝑇𝑇

0
𝐶𝐶1𝑋𝑋𝑇𝑇

𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎𝑉𝑉
𝛱𝛱22
𝐸𝐸𝑇𝑇𝑌𝑌2𝑇𝑇
𝐻𝐻𝑇𝑇𝑃𝑃2𝑇𝑇
𝐶𝐶2

𝐸𝐸
𝑌𝑌2𝐸𝐸
−𝛾𝛾2𝐼𝐼

0
0

0
𝑃𝑃2𝐻𝐻

0
−𝛾𝛾2𝐼𝐼

0

𝑋𝑋𝐶𝐶1𝑇𝑇
𝐶𝐶2𝑇𝑇
0
0
−𝐼𝐼

|
| < 0 (43) 

with  𝑌𝑌2 = 𝑃𝑃2𝐿𝐿  and 𝑌𝑌1 = 𝐾𝐾𝐾𝐾. This gives the linear matrix inequality 
condition in Eq. (37). 

SIMULATION RESULTS AND DISCUSSIONS 
In this section, we shall give the simulation results to demonstrate the 

efficiency of the developed composite anti-disturbance control algorithm. 
This scheme is implemented in MATLAB/Simulink and applied to 
hexacopter UAV that tracks the desired attitude in the presence of 
multiple disturbances. Matrices of the disturbance 𝑑𝑑1(𝑡𝑡) are selected as 
follows: 

𝑊𝑊 = [ 0 0.5
−0.5 0 ] ,𝐻𝐻 = [0.2

0.2]  and 𝑉𝑉 = [
0.5
2
0

0.1
0
1
]. (44) 
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Figure 2. Disturbance torques in roll, pitch and yaw angles. 

The disturbance 𝑑𝑑1 (𝑡𝑡) is builded as given in Eq. (30). Disturbance 
forces influences the hexacopter UAV along the inertial axes and these 
multiple disturbances are illustrated in Figure 2. 

To compare results, the gains of PID controllers are selected using 
MATLAB/PID Tuner toolbox with the best robustness and tracking 
performance. Obtained PID (𝐾𝐾𝑝𝑝,𝐾𝐾𝐼𝐼 ,𝐾𝐾𝐷𝐷) gains and N filter coefficient are 
given in Table 2.   
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Figure 3.  Attitude tracking performance with the PID controller. 

Table 2.   Tuning parameters of attitude PID controllers. 

Controllers 𝐾𝐾𝑝𝑝 𝐾𝐾𝐼𝐼  𝐾𝐾𝐷𝐷 N 

PID1 0.098 0.006 0.39 1091 

PID2 0.109 0.006 0.41 1142 

PID3 0.143 0.007 0.57 1091 

The performance of resulting   PID controllers are shown in Figure 3. 
As it can be seen from figure, the classical PID controllers can stabilize 
the hexacopter UAV while there does not exist disturbances on the 
hexacopter UAV system. The reference tracking performance of PID 
controllers is good. However, PID controllers cannot track the desired 
signals under the multiple disturbances in the roll, pitch and yaw 
channels. Large oscillations are observed in the response of the PID 
controller when disturbances are injected into roll, pitch and yaw torque 
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channels in simulation. Multiple disturbances are perturbing the 
hexacopter UAV significantly.  

 

Figure 4. Control structure of the developed composite anti-disturbance 
control  

Now, the composite anti-disturbance controller is developed as given in 
Figure 4 which consists of a disturbance observer and a state feedback 
controller.  LMI condition of Theorem 1 is solved with MATLAB LMI 
toolbox. The gain of the robust controller and the gain of the observer are 
given in Table 3.  

Table 3. Gains of the robust controller and the disturbance observer.   

𝐾𝐾

= 104 |
−9 −9 −9 −0.01 −0.01 −0.01 112 112 112

−16 −16 −16 −0.01 −0.01 −0.01 207 207 207
−45 −45 −45 −0.03 −0.04 −0.04 559 559 559

| 

𝐿𝐿 = |12 162 −15 −785 61 464 217 −146 −81
12 163 −15 −786 61 464 217 −146 −81| 
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Figure 5. Results of the attitude tracking with multiple disturbances. 

To evaluate the performance of the proposed control approach, the 
nonlinear dynamics (Eqs.11-19) of the hexacopter UAV and the gains 
computed in Table 3 is simulated. Figure 5 shows that closed-loop 
response of the hexacopter UAV with the developed composite anti-
disturbance controller. As can be seen from Figure 5, the developed 
control structure has accomplished a good tracking performance in the 
presence of multiple disturbance.  
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Figure 6. Control inputs with the proposed composite anti-disturbance 
controller. 

 

Figure 6 shows control inputs while the hexacopter is tracking the 
reference profile in the presence of multiple disturbances with the 
proposed composite anti-disturbance controller. Errors of disturbance 
estimations are shown in Figure 7. From Figure 7, it can be seen that 
disturbance estimation errors are nearly zero. The developed control 
structure provides robust tracking under the reference trajectory variation 
and the effect of multiple disturbance torques. Overall, the performance 
of the developed controller is well. 
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Figure 7.   Estimation errors of disturbances affecting the hexacopter 
UAV. 

CONCLUSIONS  
 In this study, dynamic model of a hexacopter UAV is given by using 

Newton Euler approach. The hexacopter model is simulated in 
MATLAB/Simulink in order to apply and drive a control algorithm. A 
composite anti-disturbance control algorithm is developed which is 
consists of a disturbance observer and a robust state feedback controller. 
Simulations have been carried out so as to compare the disturbance 
rejection capacity of the developed control algorithm with respect to a 
classical PID control technique. The classical PID controller exhibits bad 
disturbance rejection properties. Simulation results have also 
demonstrated the effectives of the developed composite anti-disturbance 
control approach in the presence of external multiple disturbances. The 
developed control approach has a high capability of the disturbance 
attenuation against multiple disturbances.  
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Introduction

Packaging ensures safe delivery of food to the consumer without 
spoiling, protects the product, increases its durability, and provides 
convenience in terms of storage (Üçüncü, 2007). Food packaging is 
used to protect food against environmental conditions. The concepts of 
active and smart packaging technologies developing in food packaging 
systems offer innovations and solutions to many problems. Some of these 
innovations are extending the shelf life of foods, protecting the quality of 
products, ensuring safe transportation and distribution of food products, 
development of sustainable-environmentally friendly packaging with high 
thermal stability and high mechanical strength (Han et al., 2018).

Packaging in the food industry is defined as a tool that preserves the 
quality of the food and ensures that the food is delivered to the consumer 
reliably, without spoiling, at the least cost (Üçüncü, 2007; Cutter, 2006).

Food deteriorates when exposed to an environment that is not suitable 
for maintaining its stability during distribution and storage. The main causes 
of deterioration are foodborne pathogens and microorganisms that grow 
on the food surface, such as Escherichia coli and Listeria monocytogenes 
(Farah et al., 2016; Murariu and Dubois, 2016). Some conventional food 
protection methods are freezing, cooling, drying, fermentation, application 
of additives and thermal treatment (Saini et al., 2016). Active packaging 
or smart packaging, which is a relatively new concept, is also among the 
applications introduced (Raquez et al., 2013).

Food packaging is necessary to ensure the quality and safety of food 
against contamination and environmental factors. In addition, extending the 
shelf life of foods and minimizing food losses are important in this context 
(Robertson, 2012; Carocho et al., 2015; Narayanan et al., 2017). Although 
many factors such as oxidation and microbial spoilage cause food spoilage; 
the situations encountered during production, transportation, storage and 
marketing processes can also directly affect food quality, consumer health, 
and the industrial economy (Fern´andez‒Pan et al., 2014; Sanches‒Silva 
et al., 2014; Zhao et al., 2016). In this case, packaging acts as a physical 
barrier, protects food from external factors, increases food quality and 
safety, and makes an economic contribution by extending the shelf life of 
food (Gupta and Dudeja, 2017).

Recently, food packaging trends have emerged. Changes in consumer 
demand, industrial production trends, controlled product quality, retailing 
practices, and customer lifestyles have led to these trends. Innovative 
packaging techniques improve food safety and quality, extend the shelf life 
of foods and reduce the impact of the environment (Dainelli et al., 2008).
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Plastics, one of the most used materials in food packaging, are mostly 
produced from petroleum‒derived materials and these materials are known 
to cause environmental pollution (Davis and Song, 2006). For this reason, 
biodegradable materials have started to be used today. Biodegradation is 
the breakdown of plastics by microorganisms such as yeast and bacteria 
(Restrepo-Flórez et al., 2014). Among the biodegradable food packaging 
materials such as starch, polyhydroxyalkonates, polylactic acid, cellulose 
derivatives, poly-β-hydroxy butyrate, polyvinylalcohol and chitosan etc. 
are most popular (Kılınç et al., 2017). For example, chitosan is one of the 
biodegradable materials that has been used recently. However, chitosan 
has also antibacterial properties, especially against gram‒positive bacteria 
(Yıldız and Yangılar, 2016).

In recent years, consumers’ interest in minimally processed, quality 
and safe foods has increased. Therefore, new technologies such as 
smart packaging, active packaging, antimicrobial packaging, edible film 
packaging have been developed (Budak Bağdatlı and Kayaardı, 2010).

Considering the innovations in food packaging, technologies such as 
active and smart packaging technologies are mainly used. Active packaging 
refers to the inclusion of the active ingredient in the packaging to preserve 
product quality and shelf life. Intelligent systems, on the other hand, can 
monitor the condition of packaged food during transportation and storage 
to give information about the food quality. These packaging technologies 
can also work synergistically (Drago et al., 2020).

1.	 Smart Packaging

These are the packaging systems which present situation about the 
packaged food quality after a transportation and storage process. Sensors 
and indicators are used in most smart packaging systems (Kerry et al., 
2006). Generally used sensors are gas sensors, fluorescent-based oxygen 
sensors, biosensors, while indicators are freshness indicators, time-
temperature indicators.

Time-temperature indicators placed outside the package can be called 
external indicators, while indicators such as oxygen, carbon dioxide, 
microbial growth and pathogen indicators placed inside the package can be 
called internal indicators (Ahvenainen, 2003). Intelligent packaging systems 
are used as an indicator of inside and outside the packaging, especially 
during distribution and storage, to protect the quality characteristics of 
food and to ensure food safety.
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1.1. Indicators

1.1.1. Time‒temperature indicators

Time-temperature indicators are important in monitoring the shelf life 
of perishable food products. Temperature monitoring and control is very 
important as it will cause food waste throughout the supply chain (Dutra 
Resem Brizio, 2016). Food freshness indicators are based on the principle 
of detecting differences such as metabolites, microorganisms or pH changes 
that occur as a result of food deterioration. Temperature̶̶ time indicators 
record temperature rises that occur during storage or transportation of 
the food product, indicating that the food has been exposed to unsuitable 
temperatures. Wang et al. (2015), classified the time-temperature indicators 
as;

•	 Chemical time temperature indicator; 

Polymerization-based, photochromic-based, redox reaction-based, 
diffusion-based, nanoparticle-based and electronic time temperature 
indicators, 

•	 Enzymatic time temperature indicator; 

Acid–base reaction-based, redox reaction-based, yeast-based and 
lactobacillus-based time temperature indicators, 

•	 Other new systems of time temperature indicator;

Photonic lattice change and thermochromic polymer/dye blends based 
time temperature indicators. 

     Some commercial time temperature indicators’ trade names are 
Cook-Chex (Pymah Corp.), Timestrip (Timestrip Plc), Colour-Therm 
(Colour-Therm company), MonitorMark (3M, Minnesota), Onvu (Ciba 
Specialty Chemical and FreshPoint), Fresh-Check (Temptime Corp.), 
Thermax (Thermographic Measurements Ltd.) and CheckPoint (Vitsab) 
(Fuertes et al., 2016). The time temperature indicator can be placed on the 
products one by one, or it can be placed in cardboard box or containers 
depending on the transport vehicle.

1.1.2. Freshness indicators

This indicators are smart devices that monitor food quality during 
storage and transportation. Freshness indicators follow the alterations in 
the concentration of metabolic molecules such as sugar, ethyl alcohol, 
carbon dioxide, biogenic amines, organic acids, which are the indicators 
of microbial growth during the spoilage of food (Poyatos-Racionero et al., 
2018).
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Freshness indicators give information about the freshness of the food. 
According to Smolander (2003), the indicators can be grouped as follows;

• Indicators sensitive to pH change,

• Indicators sensitive to volatile nitrogen compounds,

• Hydrogen sulfide sensitive indicators,

• Indicators sensitive to various microbial metabolites.

Freshness indicators generally function as a result of discoloration 
in the presence of metabolites of microorganisms in contaminated food 
(Figure 1).

Figure 1. An indicator sensitive to pH change.

 Fresh Tag (COX Technologies), SensorQ (DSM NV and Food Quality 
Sensor) and RipeSense (RipSense and ort Research) are commercial 
freshness indicators (Fuertes et al., 2016). 

1.1.3. Gas indicators

The gas composition in the headspace of the package often varies 
depending on the nature of the food, the nature of the package, or 
environmental conditions (Yezza, 2008; Kerry et al., 2006).  Gas indicators 
are systems that show the presence or absence of some gases used in 
modified atmosphere packaging. These indicators basically provide 
information about packaging integrity and leaks. Gas indicators are 
generally usefull to trace oxygen and carbon dioxide density (Meng et al., 
2014). Oxygen causes microbial and biochemical degradation in food, and 
therefore to reduce its effect it is replaced with gas such as nitrogen. On the 
other hand using an oxygen scavenger in packaging is also possible (Vu 
and Won, 2013). When proteins are broken down by microorganisms, the 
volatile amines utrescine, cadaverine, and histamine are released. The gas 
indicator mounted on/into the food package interacts with these volatile 
amines and indicates that the food is spoiled. 
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However, according to Ahvenainen and Hurme (1997), gas indicators 
particularly oxygen/carbon dioxide indicators can also show misleading 
results. For example, when deformation occurs in a food package, oxygen 
will enter the package and microorganisms will produce carbon dioxide as 
a result of contamination. This will increase the carbon dioxide level and 
the gas indicator will show the carbon dioxide level high even though the 
food is contaminated. 

1.2. Sensors

Sensor is an apparatus that responds to the changes of a chemical, 
biological or physical feature (Ghaani et al., 2016). Although sensors 
designed for smart food packaging utilization are grouped into two main 
categories as chemical sensors and biosensors, edible sensors are also used 
for food safety systems. Most sensors are basically composed of two units; 
the receptor and the transducer. The receptors convert the physical and 
chemical information they receive from the source into energy suitable for 
transducer measurement (Kokangül and Fenercioğlu, 2012).

1.2.1. Biosensors

Biosensors are analytical devices/tools that determine and visually 
reveal the substance to be analyzed with the help of biochemical reactions. 
These smart tools consist of a bioreceptor that recognizes the target 
substance or analyte and a converter that converts biochemical signals into 
a measurable electrical signal.

Bioreceptors are usually organic materials such as DNA, RNA, 
enzymes, antibodies, antigens, microbes, and hormones (Vanderroost et 
al., 2014; Siracusa and Lotti, 2019). The transducer, on the other hand, 
can be electrochemical, optical, colorimetric, etc. system depending on the 
variable being measured. In electrochemical biosensors, microorganisms 
in the structure of the food and metabolites resulting from deterioration 
are detected by an electrode. Food contamination caused by pathogenic 
bacteria is a serious problem. E. coli, S. typhimurium, S. aureus, B. cereus, 
Streptococci, etc. lead various ailments (Mishra et al., 2018). In optical-
based biosensors, in a pathogenic bacteria contaminated food, the bacterial 
toxin binds to antibodies that is immobilized on a thin flexible film. Then, 
a noticable change in the color of the thin flexible polyethylene film 
biosensor occurs (Ghaani et al., 2016; Müller and Schmid, 2019). Toxin 
biosensors that are highly selective are specific for the toxin of a single 
microorganism. The biosensor used for food safety must be extremely 
sensitive and fully in contact with food (Kocaman and Sarımehmetoğlu, 
2010).
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Biosensors must be sensitive, selective, have a low detection limit, 
and have a wide operating range. Because pathogenic microorganisms are 
dangerous, although they are usually present in very low concentrations in 
or on the surface of foods. 

1.2.2. Edible sensors

They are sensors used to detect food spoilage, made with only natural 
and biodegradable materials in the field of smart food packaging (Drago 
et al., 2020). Edible food films such as wax coatings, chocolate and candy 
coatings, and capsules have been used for years (Ayrancı and Tunç, 2003). 
Modern edible protective films:

•	 Should have good sensory properties, be transparent, tasteless and 
odorless (Vargas et al., 2008),

•	 Should have superior barrier and mechanical efficiency,

•	 Should have sufficient biochemical, physico-chemical and 
microbial stability,

•	 Should be non-toxic, reliable in terms of health,

•	 Should not pollute the environment and be easily produced at low 
cost (Debeaufort et al., 1998).

Considering the environmental damage of packaging materials, the 
trend towards edible packaging is increasing. Thus food contamination 
indicators are dopped into the edible films to achieve edible sensors. 
Dipping, spraying, dripping, pouring and foaming techniques are used in 
edible coating application (Işık et al., 2013).

1.3. Active Packaging

It is classified as a subclass of smart packaging. The development 
of active packaging has led to many improvements: delaying oxidation, 
controlling bacterial growth and moisture migration, absorbing odors (Hu 
et al., 2016; Youssef et al., 2016).

The purpose of active packaging is to increase the quality and safety 
of food using natural methods. In active packaging technology, the most 
appropriate approach is applied considering the food, packaging material 
and environmental atmosphere (Sivertsvik et al., 2002). The active 
packaging process includes one or more of the stages such as oxygen 
scavengers, carbon dioxide regulators, humidity regulators, antioxidant 
use, and antimicrobial packaging (Vermeiren et al., 1999).

With smart and active packaging technologies, in the process from 
production to consumption of food, food quality is kept under control to 
protect consumer health and prevent economic losses. 
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1.3.1. Antimicrobial food packaging

Antimicrobial packaging is a type of active packaging. It is an effective 
method especially in extending the shelf life of meat and meat products and 
increasing their safety in food products. The use of antimicrobial agents 
controls the microbial population and provides high product safety and 
quality by targeting specific microorganisms. Antimicrobial materials can 
be classified as films, edible films, and synthetic polymers (Vermeiren et 
al., 1999).

The shelf life of food is greatly affected by the presence of 
microorganisms. When food is exposed to the environment, contamination 
can occur at any stage of the supply chain. One of the main causes of 
spoilage is microbial growth, which results in discoloration, development 
of aroma defect, textural changes and loss of nutritional value. Therefore, 
it reduces the shelf life of foods and increases the risk of foodborne 
illness (Biji et al., 2015; Malhotra et al., 2015). Among the technologies 
developed to prevent this problem, antimicrobial packaging can be an 
effective method. Inhibition of microorganism growth is possible with 
active antimicrobial packaging technology. To protect product safety and 
quality, antimicrobial food packaging systems inhibit or retard the growth 
of microorganisms (Appendini and Hotchkiss, 2002; Lopez et al., 2005). 
Antibacterial packaging can be a tool to increase food safety, extend food 
shelf life and reduce economic losses. When the substances in active 
packaging are released in a controlled manner, the development of harmful 
microorganisms is prevented for a long time and a significant increase in 
the shelf life of foods is observed (Wyrwa and Barska, 2017).

Methods such as moisture absorbers, CO2 diffusers and antioxidant 
packaging all have antimicrobial effects. They provide food quality and 
safety by slowing down the growth of microorganisms (Han, 2000).

Generally, the following substances have antimicrobial properties;

Protectors

Chlorine dioxide and sulfur dioxide are the volatile agents of the 
package with antimicrobial effect (Özdemir and Floros, 2004; Sung et al., 
2013). Nguyen Van Long et al. (2016) reported the antifungal effect of 
potassium sorbate that is used in food packaging films.

Inorganic nanoparticles

Inorganic nanoparticles consisting of metal ions such as silver, copper, 
gold, platinum, etc., and metal oxides such as TiO2, ZnO, MgO and CuO 
are active packaging films obtained by incorporating such materials into 
adsorbent pads or polymers (Drago et al., 2020).
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Ethanol

Drago et al. (2020) stated in their study that ethanol is an antimicrobial 
agent which can inhibit yeast and bacterial growth. 

Carbon dioxide

Carbon dioxide has an antimicrobial impact on different microorganisms 
and is used to lengthen food shelf life (López-Rubio et al., 2004).

Natural active packaging agents 

Today, the use of natural materials for the production of active/smart 
food package is in demand for sustainable environmental and human 
health. Organic agents are thought to be safer than synthetic agents by 
consumers. For this reason, studies are carried out on the use of various 
natural compounds in active packaging (Drago et al., 2020).

Bacteriocins

Bacteriocins are peptides that produced by bacteria such as pediocins, 
nisins, enterocins, and sacacins. Bacteriocins are of great interest to the 
food industry due to their antimicrobial effects (Bagde and Nadanathangam, 
2019). Bacteriocins are mainly produced by lactic acid bacteria. Bacteriocins 
found in many fermented foods are natural compounds. They can inhibit 
many of the pathogenic microorganisms (Santos et al., 2018).

Antibacterial agents

Organic-based antibacterial agents include linoleic acid, propionic 
acid, formic acid, sorbic acid, lactic acid, acetic acid, etc. (Attilio and Gatti, 
2016). Along with these, there are also plant extracts with antibacterial 
properties such as eucalyptus oil and olive oil (Galet et al., 2016). These 
substances create a barrier in the package by restricting microbial growth 
(Quintavalla and Vicini, 2002). There are also inorganic antibacterial 
agents based on silver (Ag), gold (Au), and titanium (Ti). Nanoparticle 
complexes (Au/TiO2, Ag/N-TiO2, etc.) also prevent microbial activities 
(Peter et al., 2016).

In a study, carboxymethyl cellulose (CMC) nanocomposite films 
doped with metallic nanoparticles such as silver (Ag), zinc oxide (ZnO) 
and copper oxide (CuO) were used. Films containing nanoparticles 
showed antibacterial properties against the growth of S. aureus and E. coli, 
thus revealing the fact that nanobiocomposite films can be used as active 
packaging films (Ebrahimi et al., 2019).

     In a study, the antibacterial property of CuNPs-C-PLA nanocomposite 
material was studied and its effect on Pseudomonas auroginosa, one of the 
Gram-negative bacteria, was examined. As a result, it has been determined 
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that this nanocomposite material has good potential for food packaging 
applications (Longano et al., 2012).

A new approach has been proposed in another study. According to this 
study, Shemesh et al. (2014) developed antimicrobial active films based 
on low density polyethylene (LDPE), organo-modified montmorillonite 
and carvacrol. LDPE/clay/carvacrol films had superior and long-term 
antimicrobial activity towards Listeria and E. coli. The films also showed 
high antifungal activity towards the plant pathogenic fungus Alternaria 
alternata. 

Segura Gonzalez et al. (2018) prepared Polylactic acid (PLA) 
based polymer composite materials filled with titanium dioxide (TiO2) 
nanoparticles. According to this study, the effect of TiO2 antibacterial agent 
against E. coli (DH5α) strain was investigated and it was stated that studies 
in this area should be continued.

The antimicrobial properties of food packaging material is based 
on antimicrobial activities of packaging dopant materials. There are two 
types of antimicrobial agents as natural and synthetic antibacterial agents. 
Robertson et al. (2005) developed antimicrobial agents from natural 
sources in their study. Natural antimicrobial agents are thought to be 
relatively safer and easy to achieve.

2.  Conclusions

Packaging of food is a critical point for food protection from microbial 
contamination. Therefore, both safe and low cost packaging techniques 
must be developed. Since non-degradable food packaging will lead 
pollution of environment, biodegradable packaging materials are more 
suitable for a sustainable life cycle. These packages are environmentally 
friendly as well as renewable.  

Natural antibacterial agents have low toxicity but high production 
cost, which causes them to be used in a narrower area. Smart technology 
applications should also be added to antimicrobial materials. In this way, 
it is necessary to make packaging production economical and widespread. 
The smart packaging systems, which have not yet found a wide application 
area in our country and in the world, will become more widespread for 
food safety and traceability in the future.
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INTRODUCTION

Today, increasing customer demands, frequently changing technology 
and increasingly fierce global competition force companies to find out how 
they can produce their products or services faster, more effectively, with 
higher quality and at less cost. In order to ensure customer satisfaction, 
which has become increasingly important in the last 40 years, it is necessary 
to keep the quality and diversity high, while keeping the price of the product 
or service sold at lower levels than the prices of competing companies. 
While they have similar resources with the competitors in the market in 
terms of basic input, technology and workforce, it is important how they 
are produced rather than what is produced in order to provide price, quality 
and diversity advantages against them. It is not possible for companies that 
offer prices, diversity and quality below customer expectations to survive 
commercially without customer-oriented production  [1].

The way to solve all these problems is to make quick and onsite 
changes in the system. In order to find the causes of the problems in the 
system and to eliminate them, it is necessary to examine and understand 
what kind of relationship there is between all the elements (which seems 
to be independent from each other but actually works as a whole) in the 
system, what parameters the system is sensitive and how the system reacts 
to certain changes.

Engineers and managers who know the system well and know the 
working logic based on their experience can answer this to some extent. 
However, it is almost impossible to find someone who knows the whole 
system well, especially in systems that are physically large, technologically 
complex, have a large number of operations and a wide variety of product 
groups. It is even more difficult to combine the experiences of people who 
know the parts of the system, to comment on the whole system based 
on this, to make changes or try alternatives. Moreover, the risk of such 
a method is too great. Changes made based on experience may not have 
the expected positive effect on the system. In such a case, if the change 
required a financial investment, it is impossible to go back [2].

Despite partial applications, it is not possible to directly implement 
a complex system without an evaluation phase. If a company approves 
the implementation of a particular system, for example; fast underground 
system, etc. It is quite risky to configure it immediately without evaluating 
its feasibility and estimating the system in a real-world environment [3].

Not all of the problems in the system may require any investment. 
Problems arising from the design and operating logic of the system can 
adversely affect the overall performance of the system. Buying expensive 
and fast machines, increasing the workforce, increasing the number of 
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shifts may provide some improvement. However, if the return on these 
investments is less than or equal to the cost, making similar changes 
will not provide a radical solution to the problem. However, in similar 
situations, there is a completely risk-free method that can show the result 
of the change to be made before the investment is made, and perhaps find 
ways to solve the problem without investing; simulation [2].

1. HISTORY OF SIMULATION

In the last half of our century, the science of modelling and simulation, 
from education to entertainment, from user education to transportation and 
animation, has advanced very rapidly. In the last 60 years, as the capabilities 
and scope of simulation languages and package programs have increased, 
the ways and uses of simulation have increased. In the late 1950s and 
1960s, simulation was a very expensive and specialized tool, often used 
by companies that required large capital investments. These companies 
had established working groups of people with PhDs to develop large and 
complex simulation models with programming languages such as Fortran. 
The developed models were then run in large central processing units. The 
cost of these machines could reach up to a thousand dollars an hour. Today, 
even a personal computer that anyone can own is much more powerful and 
much faster than these machines.

The use of simulation as we know it today began at the end of 1979. The 
cost of computers has decreased considerably and is much faster, and the 
value of simulation has begun to be discovered in many areas. At the same 
time, simulation has become a standardized part of industrial engineering 
and operations research at universities. The rapid progress of simulation in 
the industry has forced universities to teach simulation more extensively. 
At the same time, with the growing demand, the number of researchers 
and students working on this subject has increased considerably. Recently, 
it has been observed that simulation is used as an important tool in modern 
management science. At the end of the

1980s, with the increase in the capacities of personal computers, 
the use of simulation has become well established in the business world. 
Although simulation is still used in the analysis of systems that have 
failed or need to be developed, many institutions now require simulation 
before the planned system is installed. In fact, in many cases, it is too 
late to change the design of the system once the simulation is resorted to. 
However, the system administrator and the system designer can still be 
given a chance to direct the system in the remaining operations. By the 
late 1980s, many large firms recognized the value of simulation, and many 
of them did simulations as a requirement before approving large capital 
investments. However, simulation was not very common in these years and 
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was used by very few serious companies.

By the early 1990s, the simulation had begun to mature. Many 
organizations have adopted simulation tools and have started using 
simulation in the very early stages of their projects where it can be most 
effective. A very good animation ability, ease of use, improvement in the 
capacity of computers, easy compatibility with other package programs 
and the development of simulators have made simulation a standard tool 
for many companies. The way the simulation is implemented can vary; 
Simulation programs used in the design phase of the systems can be used 
in different areas of the system with any changes, thus a living simulation 
can be used [1-4].

2. HISTORICAL DEVELOPMENT OF SIMULATION

The history of the simulation comes from the Chinese War Games 
called “WEICH”, that is, 5000 years ago and continues until the 1780s, 
until the Prussians used these games on the trains of their armies. Since 
then, heads of all military forces have used wargames to test military 
strategies under simulated environmental conditions [5].

Having one of the largest armies in the world, the Roman Empire 
trained both groups of soldiers on how to fight in an unfamiliar terrain by 
dividing their armies into two different colours as blue-red and creating 
the conditions of war. Leonardo Da Vinci (1452-1519), one of the 
important artists of the Renaissance, tested the designs of his projects and 
inventions using models. He created the first schematic representations of 
how machines work and how to assemble their parts. In 1780, Scottish 
John Clerk developed a method using model ships to tactically strengthen 
the British army’s naval forces. Prussia, which was at its strongest in the 
18th and 19th centuries, trained its soldiers with 1824 exercises in order 
to make its army professional. In 1883, W. R. Livermore carried out the 
first exercise in the American army. After the first unsuccessful application, 
Livermore’s model was adopted in 1887 and the exercises continued to be 
used in the training of the American army from the 20th century [6]. One of 
the most important events in this period until the 1945s, which we can call 
the pre-computer period, is Buffon’s needle experiment in 1777.  Buffon 
tried to estimate the number of pi by randomly throwing needles on a plane 
marked with parallel lines with equal intervals [7]. During World War II, a 
new technique, the Monte Carlo Simulation Technique, was developed by 
the great mathematician Jhon Van Neumann (from military and operational 
games). While working with neutrons at the Los Alamos Scientific 
Laboratory as a quantification technique, Van Neumann Simulation was 
used to solve physics problems that were complex and expensive to 
analyse manually or with physical models. The random nature of neutrons 
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suggested the use of the roulette wheel to deal with probabilities. Because 
of the game structure, Van Neumann called the change of laws the Monte 
Carlo Model. With the advent and unified use of business computers in the 
1950s, simulation developed as a management tool. Specialized computer 
languages ​​were developed in the 1960s to handle large-scale problems 
more effectively. In the 1980s, simulation programs were developed to deal 
with sequencing situations from queued inventions. They have different 
names such as XCELL, SLAM, WITNESS, MAP/1 [5].

3. DEFINITION OF SIMULATION AND RELATED CONCEPTS

In the most general terms, simulation; is the shaping of reality in a 
computer environment by minimizing it. It is possible to encounter many 
more scientific and more descriptive definitions of simulation. It is possible 
to list a few of them as follows.

The observation of a feature or behaviour related to an event, 
process or system on the model is called simulation. “Simulation”; is a 
word meaning imitation [8]. Shannon defined simulation as “a method 
of designing a computerized system model and conducting experiments 
with this model to understand system behaviour or evaluate different 
strategies for managing the system” [9]. Simulation is the whole of efforts 
to visualize the event in a computer environment and to establish control 
over the event in order to examine and explain the structure and behaviour 
of complex real-life systems in logical and mathematical relations within 
an extended time period. In other words, it is a good tool that will form the 
basis for managers’ decisions so that they can see alternatives better [10].  
“Simulation is a modelling technique that enables the behaviour of the real 
system to be followed in a computer model under different conditions by 
projecting the cause-effect relationships of a theoretical or real physical 
system onto a computer model” [2]. “Simulation is the process of designing 
the model of the real system and conducting experiments in order to 
understand the behaviour of the system or evaluate different strategies for 
the purpose of operating the system with this model” [5]. Simulation is an 
inevitable solution tool in solving many real problems. It is used to analyse 
and explain the behaviour of the system by asking “what if” questions 
about the real system [11].

Instead of leaving business decisions to chance, simulation provides 
the opportunity to test the consequences of the decisions made. In this 
respect, it is quite advantageous compared to the classical trial and error 
methods, which can be time-consuming, expensive and sometimes negative 
[12].

Examination of systems that cannot be experimentally examined on 
real dimensions on models to be established is called simulation [13].
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As can be understood from the above definitions, modelling with 
simulation; 

(1) describe the behaviour of the system, 

(2) theorizing or hypothesizing,

(3) is a “trial and practice” methodology, in which the established 
theory is used to predict the behaviour of the actual system. [14].

Accordingly, the purposes of establishing a simulation model and 
analysing different systems can be listed as follows [12]:

•	 Detailed examination of the operation of the system

•	 Developing work and resource policies to increase system 
performance,

•	 Testing of new concepts and working systems without the need 
for real implementation,

•	 It allows having knowledge without making changes to the real 
system and without causing errors.

The simulation technique is more than a theory, it is a methodology 
used in solving problems. The approach of the simulation technique to the 
problems varies according to the structure of the system and the model to 
be established depending on this structure [10].

It is possible to make many definitions similar to the definitions above. 
More importantly, it is to open the words "system" and "model" in the 
definitions a little more and to make the definitions more understandable. 
In this section, while explaining what simulation is, system and model 
concepts will also be discussed in order to better understand this.

3.1. System

A new approach has emerged as a result of searches in various 
disciplines due to reasons such as excessive consensus in the sciences, the 
concept of efficiency gaining importance, automation, and the problems 
of automation becoming multidimensional and complex. This approach is 
also called the systems approach or the operations research approach. In 
this context, one of the most used words today is the word "system" [10].

The basic element in any simulation study is the "system" idea [9]. 
System; It is the whole of elements such as humans and machines that 
come together to reach a result and interact with each other. In fact, in 
practice, the meaning of the word system can be defined in different ways 
depending on the purpose of the study [4]. In the context of simulation 
work, the term system is generally defined as the collection of objects that 
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interact with each other in a well-defined set of [9].

Below are the different system definitions. 

“A system is a collection of entities or elements that takes certain 
inputs and processes them appropriately and aims to maximize a function 
that shows the relationship between certain outputs.” “A system is a 
collection of elements that have certain inputs and process them and output 
them” [15]. The system is defined by researchers as “a whole, consisting of 
multiple components, physical or conceptual, interrelated to achieve one or 
more purposes or results” [10].

A general definition for the system has also been made by the 
International Systems Engineering Council (INCOSE). Accordingly, the 
system is the aggregation of different entities to produce results that they 
could not achieve alone. These assets can be people, hardware, software, 
facilities, policies, documents, or anything necessary to produce quality, 
features, attributes, functions, behaviour or performance [16].

Generally, systems are shown schematically as follows.

Figure 1. Schematic representation of the system [1].

Systems are very complex in terms of both the relations between their 
units (items) and their relations with the environment. In general, systems 
can be examined in two different groups as discrete and continuous. In 
discrete systems, state variables change abruptly at certain time intervals. In 
fact, it cannot be said with certainty that a system is discrete or continuous, 
and some systems can even be classified as both discrete and continuous 
[4].

It is possible to classify systems from different perspectives.

•	 Natural and artificial systems,

•	 Continuous (with regular changes, not splashy),

•	 Adaptive and non-adaptive,

•	 Stable (not overly affected by changes in external factors) and 
unstable (small changes in inputs versus large variations in outputs),

•	 Deterministic (cause-effect relationships are exact) and stochastic 
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(cause-effect relationships contain randomness) systems.

•	 Dynamic (the probability of transition from one state to another in 
system states changes over time) and static (permanent) systems [15]. 

Systems are studied in order to understand the relationships between 
the different components that make up them or to understand what their 
behaviour and performance will be in case of new situations [4].

The purpose of examining a system can be learning the behaviour 
of the system, controlling the system, renewing or preserve the system. 
In some cases, it may be required to extract information about what the 
outputs will be depending on the system for known inputs, or about the 
system itself (system parameters) by observing (knowing) the inputs and 
outputs. In some cases, the aim may be to provide controllable input to the 
system in order to get the desired output [15].

The main purpose of this approach; is the determination of the system 
and the problems in the system, and then, starting from the definition of the 
system, the problem in the system is handled as a whole and the possible 
solution options are developed. A technique that is effectively used in 
determining these solution options is the simulation technique [10].

Systems are subjected to experiments to understand the relationships 
between their components or to observe how they behave under certain 
conditions. It is possible to divide the experiments into two groups as 
indirect experiments on a real system and indirect experiments on a model 
of the system. Figure 2 shows the paths that can be followed in experiments 
on a system [17]. 

Figure 2. Ways of working on the system
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The path that can be followed while working on a system depends on 
the questions to be answered by the system and the available facilities and 
tools. Comparisons of the alternatives at each level of the pathways shown 
in Figure 2 are given below in items [17].

•	 Comparing experimenting on a real system versus experimenting 
on a model of the system: Experimenting on a real system is most 
convenient if possible and if it is cost-effective. Because in this 
way, no one has any doubt about the accuracy of the work done. 
However, it is often not possible to do such a study, as it will be 
very costly or have a damaging effect on the system. For example, 
trying to determine how many employees are needed by playing 
with the number of customer service personnel in a bank will 
cause customers to wait, and customers will not be very satisfied 
with such a situation. At the same time, the system being studied 
may not exist, and we may wonder what the consequences of the 
different configuration alternatives of this system will be. In such 
a case, creating a model is a must. For example, the most natural 
way to learn the effect of a nuclear bomb on the atmosphere is to 
create a model.

•	 Comparing the physical model with the mathematical model: 
When it comes to models, most people think of physical models 
such as ship models floating in pools, automobile models whose 
aerodynamic structures are tested in air tunnels. But most models 
are modelled mathematically. In mathematical models, logical 
and quantitative relationships between system components are 
expressed in mathematical language. For example, the path taken 
by a car traveling at a constant speed on a road is established as a 
mathematical model based on the relationship between speed and 
time (distance = speed x time). 

•	 Comparison of analytical solution and simulation method: 
Naturally, a model is created to answer a set of questions. 
Therefore, as soon as we create a mathematical model, we should 
look at whether we will use the model to answer these questions. If 
the model is simple enough, the relationships and quantities in the 
model make the analytical solution possible. For example, as in 
the (distance = speed * time) model, the answer to the question of 
how far is the distance is found by operating the product of speed 
and time. However, it is obvious that this model is a very simple 
and analytical solution is possible even with only pen and paper. 
However, many real-life systems are very complex, so useful 
models of these systems are also complex and analytical solutions 
are hardly possible. As a result, these models are handled with 
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the simulation method. The simulation method is the imitation of 
the quantitative relations between the components of the system 
in the computer environment. However, an analytical solution 
of a model should always be preferred to the simulation of the 
analytical solution if it is possible and has an acceptable solution 
time. Therefore, simulation is considered a last resort. However, 
most mathematical models are studied using the simulation 
method, and for this reason, these models are called simulation 
models.

As stated earlier, the supply chain is a dynamic system consisting of 
components with conflicting objectives. At the same time, the structure 
of the supply chain differs from industry to industry and from company 
to company. Therefore, it is necessary to use mathematical modelling 
approaches to examine the behaviour of the supply chain system under 
different conditions and to produce optimum solutions [17].

3.1.1. Simulation Study on Systems

Any system can be simulated under different conditions. According to 
the characteristics of these conditions, a simulation study can be done in 
Deterministic and Stochastic Systems.

1 a. Simulation Study in Deterministic Systems

Often when the system is very complex and continuous, the values ​​
of other variables of the system can be calculated for different conditions 
when the value of one of the variables is known to recognize the system.

When there are discontinuous and independent equations describing 
the system, we can simulate using one of the well-known optimization 
methods to find the best solution and solutions.

Simulation is perhaps not the best solution in the system. This way 
gives confidence when all possible values ​​are found. Simulation is the 
predictive solution that provides benefits.

The decision-maker operates the trial solutions and observes the 
resulting values. It does this until it finds the predictive value.

1.b. Simulation Study in Stochastic Systems

Simulation in management science often deals with the use of 
stochastic models that model reality. In a simulation model, the outputs 
cannot be predicted with certainty from the inputs, but the results may 
depend on several probability distributions. The coin flip is a process just 
like this one. Although money is a fair coin, we cannot predict in advance 
that the result will be 50% coin flips.
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The models we will deal with will be finite models, that is, they will 
consist of a finite number of outcomes and values. Simulation models can 
also be continuous. In these, the values ​​are not limited by the boundaries 
of probability distributions. We can distinguish between these two models 
with the example of two separate jars filled with 6 different coloured 
marbles and many peas. If a marble is drawn from a jar full of marbles, one 
of 6 colours will appear, this is a limited model. However, if pea is pulled 
from a jar full of peas and its weight is weighed precisely, it is obvious that 
we will see peas of different weights. [1,5].

3.2. Model

The simulation of a system is the imitation of the operation of the system 
over time. The tool for this is the "model". In other words; “Simulation of a 
system is the process of building a model that can represent a system. This 
model allows performing operations that are too expensive or impossible 
to perform on the system it represents. Properties and reactions related to 
the behaviour of the real system or its subsystems are predicted” [13].

A model is a simplified description of any system, state, or process, 
often expressed in mathematical terms, to facilitate calculations and 
predictions [18].

With another definition, the model; is a simplified representation of 
a system at a particular point in time or in a designed space to facilitate 
understanding of the real system [19]. According to Banks et al., the model 
is the description and abstraction of systems [6]. Shannon defines the 
model as a certain representation of a group of objects or ideas by entities 
other than itself [20]. Sanchez, on the other hand, defined the model as a 
system that we use as a replica of another system [21].

A model is an abstract representation of a real event that exists outside 
of our thought process. Models are an intermediate stage of the abstraction 
process that creates a more intelligible picture of the complex real-world 
situation [22].

In an effort to understand and explain what is going on in the universe, 
human beings establish various models about the events and processes 
they are interested in, and by working on these models, they try to know 
what kind of situations may arise in the future. A model is the expression 
of the structure and functioning of a system in the real world, depending 
on the concepts and laws of the related field of science (physics, chemistry, 
biology, geology, astronomy, economics, sociology, ...). A model is a 
representation of a phenomenon in the real world. Because the real world 
is very complex, the models simplified the phenomena and systems they 
want to describe and consider them under certain assumptions. Models are 



211Research & Reviews In Engineering .

not reality themselves, and however complex they may seem, they are an 
understatement of reality. In short, what is called a model is a product of 
the model builder's "understanding" of reality, and every model building 
process is an abstraction process [8].

The purpose of the model; It helps us to explain, understand or improve 
the system. Simulation is one of the modelling types. Modelling is nothing 
new. Some functions of the models are listed below;

1. to help thinking,

2. to assist communication,

3. to serve education,

4. to help estimate,

5. to assisting trials [14].

Models are classified in different ways;

•	 Verbal models: Words are the most common form of expression of 
any thought, written or spoken. However, it is not a valid way to 
describe the load distribution in a section of a certain column of 
a building in words.

•	 Schematic models: They are forms of expression such as drawings, 
pictures, flow charts, organizational charts, and graphics.

•	 Scale models: Expression of creating a physical similarity with a 
certain scale.

•	 Mathematical models:

1. Stochastic (with random variables) and deterministic (without 
random variables) mathematical models

2. Linear and non-linear models

3. Continuous (differential equation,...) and discrete (difference 
equation,...) models.

Mathematical models are the models with the most expressive power 
and the most valid ones. Depending on the model builder’s perspective 
on the real-world phenomenon, different situations may be involved in 
modelling [8]. In the mathematical model of a particular system, the input 
is the numerical values ​​obtained as a result of the measurements [15]. The 
creation of the mathematical model is one of the simulation stages. If the 
mathematical model is not complex, a multivariate and analytical solution 
is possible, the analytical solution of the model should be preferred to the 
simulation technique [4].
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A model is deterministic if it does not contain probabilistic (stochastic) 
components. When the input elements and the effects of the components of 
the model are known, it can be found out what the result will be with some 
complicated calculations. However, since there is at least one random input 
component in many systems, they are called stochastic models and the 
simulation technique can be used. Many queuing and inventory systems 
can be examined in this context [4].

3.2.1. Modelling

Models are tools used to analyse systems. A model can be used to 
analyse an existing system or to describe and describe a system that is 
being created. Modelling; is an approach used to describe the systems 
studied, to create an idealized example of a real system, and to explain the 
basic relationships in systems [23].

Modelling is the basis for studying the behaviour of large and complex 
systems. The model is the description of the real system, but also the 
abstraction of the system. By abstraction, the model deals with the part 
of the purpose that is intended to be achieved. The boundaries and details 
of the model should be determined in accordance with the determined 
purpose [11].

Modelling is an essential part of any scientific activity. Many scientific 
disciplines have views on certain types of modelling. There is a growing 
interest in scientific modelling, particularly in philosophy of science, 
systems theory, and information visualization systems. The scientific 
model seeks a logical and objective representation of experimental objects, 
phenomena, and physical processes. Although all models are a simplified 
representation of reality and inherently flawed, they are very useful. 

Modelling is the process of creating abstract, conceptual, graphical or 
mathematical models. A model can be defined as a simplified representation 
of a system at a certain point in time or in a designed space to facilitate 
understanding of the real system [19].

According to another definition, modelling is the creation of a 
simplified version of a complex system to make predictions about system 
performance measures. This simplified form is called a model [24].

Simulation is the process of designing a real system model and 
experimenting with this model in order to understand the system or 
evaluate different strategies for the operation of the system. Therefore, 
model building and analytical use of the model constitute the simulation 
process [14].

Before modelling a system, it is necessary to decide whether the 
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planned changes can be tested directly on the real system. If it can be tried, 
the application on the real system will give the safest and safest result [4].

Every model-building process (modelling) is an abstraction process. 
The process of abstraction is the transfer of images of the phenomena of 
the world, purified from details to human thought. In order to establish 
and select the model, it is necessary to know the basic features of the 
phenomenon or system in question, the internal relations between its 
units and the relations with the environment. The success of the model, 
its practical and scientific usefulness depend on the degree of accuracy 
in abstracting the essence of the phenomenon or system, and on how 
fundamental the features (characteristics) are considered [15].

In modelling the supply chain, it is possible to divide the modelling 
approaches into four depending on the purpose of the study and the nature 
of the data used. These approaches are:

1.	 Deterministic Analytical Models: In these models, system state 
variables are known.

2.	 Stochastic Analytical Models: In these models, at least one system 
state variable is expressed with a probability distribution.

3.	 Economic Models.

4.	 Simulation Models [25].

4. SIMULATION MODELS

The mathematical modelling of a system in a special way is called 
simulation modelling [26]. Models developed for the simulation of systems 
are classified in different ways according to the structure of the model and 
the characteristics of the variables they use. All these classifications are 
used only to express models developed for these real systems, not real 
systems. In other words, a system can be modelled using different types 
of simulations. The important thing here is to determine the most suitable 
simulation model type for the characteristics of the system [17].

It has been stated before that if a mathematical model is handled using 
the simulation method, this model is called a simulation model. It is useful 
to examine simulation models in three different dimensions [17].

•	 Static and Dynamic Simulation Models: Static simulation models 
are simulation models that reflect the state of the system at a certain 
moment or that time does not have a role. For example, Monte 
Carlo models are static simulation models. On the other hand, 
dynamic simulation models are simulation models in which time-
varying systems are modelled. An example of this is simulation 
models of conveyor systems.
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•	 Deterministic and Stochastic Simulation Models: If a simulation 
model does not contain any probabilistic components, it is 
called deterministic. However, in general, simulation models 
have at least one probabilistic input, and such models are called 
stochastic simulation models. Most queue and stock simulations 
are stochastic. Since the outputs of stochastic models will also 
be probabilistic, the outputs are an estimate of the characteristics. 
This is the most important disadvantage of simulation.

•	 Continuous and Discrete Simulation Models: Before talking 
about continuous and discrete simulation models, it is necessary 
to explain what a continuous and discrete system is. The set of 
variables that define a system at a certain time according to the 
purpose of the study is called the system state and these variables 
are called state variables. If the state of a system changes suddenly 
along the time axis, such systems are called discrete systems. On 
the other hand, if the state of the system changes continuously 
depending on time, such systems are called continuous systems. 
The definition of continuous and discrete simulation models 
is exactly like this. However, the use of continuous or discrete 
simulation models in a study depends on the purpose of the study. 
For example, in a traffic-flow simulation, if the movement and 
characteristics of each vehicle are important, a discrete simulation 
model is used. However, if the sum of the vehicles is evaluated 
at once, a continuous simulation model is created by defining the 
traffic flow with differential equations.

Figure 3 shows the steps for creating the simulation model [27].

Figure 3. Steps to create a simulation model

Conceptual model: It is the explanation of the simulation model that is 
planned to be developed.
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Creation of the computer program: It is the creation of the designed 
conceptual model on the computer [28].

Validity of the system: The results of the simulation model created for 
a specified target are compatible with the results of the real system.

Experimenting and evaluating the results: It is the execution of 
experiments on the model established and proven to solve a problem or 
achieve a goal and evaluate the results [27].

4.1. Simulation Model Properties

The characteristics of a good simulation model are:

1. Simulation is about the operations of the system.

2. Simulation is about solving real-world problems.

3. The simulation is done for the benefit of the services that are under 
the control of the system and related to the behaviour of the system.

If these are briefly explained; The systems of interest are goal- or goal-
oriented. This necessitates that we should be closely concerned with the 
goals and objectives of a system while trying to build a model. In order 
to establish the appropriate model, the objectives of the system and the 
model must be constantly kept in mind. It should be ensured that the result 
obtained with the simulation reflects the real situation in real terms. Any 
model should be examined from the extreme values ​​of its parameters and 
variables. If meaningless conclusions are drawn, it is imperative to suspect 
and revise the model. Finally, an important point is not to forget the users 
of the derived information. A model that is not used or not usable by the 
decision-maker cannot be defended in any way.

For a model to achieve its purpose and to be a good model, it must 
contain two important features: realism and simplicity. That is, a good 
approach that shows all the important features of the real system on the 
one hand, and on the other hand, must be understandable and solvable. But 
unfortunately, they can’t be close to the truth.

After these explanations, what is expected from a good simulation 
model can be listed as follows:

•	 It should be easily understood by the user.

•	 It should be purpose and/or target oriented.

•	 It should be strong enough not to give meaningless results. It 
should be easy to control and operate by the user.
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•	 It must be complete.

•	 It should be easily adjustable for model change and updating.

•	 It should be evolutionary, that is, it should start out simple and get 
progressively more complex [13].

4.2. Structure of the Simulation Model

Almost all simulation models consist of the following elements:

•	 Components: These are the parts that make up the system when 
they are put together. Their combined performance gives the 
output of the system. For example, components in an urban 
system, education system, health system, etc. can be counted as. 

•	 They are the properties of the system. They take different values ​​
in different conditions and in different system states. Variables can 
be classified into four opposing categories:

1.	 Independent and dependent

2.	 Auditable and non-auditable

3.	 Intrinsic and extrinsic

4.	 Input and output

•	 Parameters: These are the quantities that the simulator can give 
arbitrary values. They cannot be changed during a harness. 
They remain constant For example, in an equation like Y=3X, 3 
parameters. Y and X are variables.

•	 Relationships: Relationships are the connections between the 
components, variables, and parameters of the system. They monitor 
changes in the state of the system. Relationships show how the 
values ​​of different variables in the system are related to each other 
and the values ​​of the parameters of the system. Relationships that 
may exist in the system can be classified as follows:

1.	 Structural relationship

2.	 Functional relationship

3.	 Sequential

4.	 Spatial

5.	 Temporal

6.	 Cause-effect

7.	 The relationship of conservation of energy
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8.	 Logical relationship

9.	 Mathematical relation

•	 Assumptions: These are the assumptions that abstract the model 
from the real situation. With the assumptions made on the 
assumptions, the degree of abstraction of the model will also 
change.

•	 Constraints: Limitations on the values ​​of variables and how 
resources are allocated. These constraints may be in the nature 
of the system as well as set by the designer. It is possible to 
manipulate, tighten and loosen the constraints set by the designer.

•	 Criteria: The criteria function is a state of the system's goals or 
objectives and how they will be evaluated. The criterion can be 
defined as the standard of judgment. Accordingly, the criterion 
function gains importance in two aspects. First, it has a great 
influence on the design and operation of the model. Second, 
misidentifying the criterion will give the wrong result [13].

5. ADVANTAGES AND DISADVANTAGES OF USING 
SIMULATION TECHNIQUE

5.1. Advantages of Simulation

When the simulation is used to make improvement studies on an 
existing system, scenario analyses can be performed on the model without 
making any changes to the existing system. Imaginary objects and resources 
in the simulation model both provide greater flexibility in evaluating the 
results of changes to the system and are less costly than real investments. 
In the design of a new system, tests of the system can only be made on 
a model to be created for the system, because a real system does not yet 
exist. Simulation significantly reduces the time spent on fault finding and 
"fine-tuning" of the system required during the installation phase of the 
system.

Computer simulation is a rapidly popular tool in system design 
and analysis. Simulation helps engineers and planners make timely and 
intelligent decisions regarding system design and operation. Simulation 
alone cannot solve problems but clearly defines the problem. Evaluates 
alternative solutions numerically. Before installing a new system or 
testing business policies, it helps us to foresee many pitfalls that may be 
encountered when the system is first started by modelling the system on 
the computer. In order to obtain a good product during the commissioning 
phase, the studies that take months or even years are compressed into days 
or even hours with simulation.
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Simulation is a modelling technique that enables the monitoring of 
real system behaviours in a computer model under different conditions by 
transferring cause-effect relationships in the system to the computer. The 
simulation process also produces a statistical summary of all movements 
in the model. The results after running the simulation give measurable 
values ​​for system performance. From this point of view, a simulation is an 
evaluation tool [2].

Along with the above, the advantages of simulation can be summarized 
as follows:

1.	 It allows controlled experimentation. A simulation experiment 
can be performed multiple times with varying input parameters to test the 
behaviour of the system under varying states and conditions.

2.	 Allows time comparisons. With ultra-fast computers, system 
administration is simulated in minutes.

3.	 Allows precise analysis by managing input variables.

4.	 It does not change the normal state of the actual system. This is 
a huge advantage because many administrators may be reluctant to try 
experimental strategies on an online system.

5.	 It is an effective educational tool [9].

6.	  Simulation methods are suitable when the system data is not 
detailed.

7.	  Data for later analysis on the simulation model is often obtained 
more cheaply than in real life.

8.	 Simulation provides the ability to study and experiment with 
complex internal interactions in a system.

9.	 The detailed observation of the simulated system (which is one of 
the necessary processes while simulating the system) can provide a better 
understanding, eliminate the previously unseen deficiencies, and establish 
a more effective physical and operational system.

10.	Simulation can be used to experiment with new situations for 
which we have little or no data about how the system will behave under 
different conditions.

11.	The simulation can be used to verify the accuracy of analytical 
solutions.

12.	With simulation, the real time of dynamical systems can be 
studied in a narrowed or expanded time.

13.	Simulation forces analysts to think more broadly [14].
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14.	Simulation allows a system to run over a long period of time and 
to examine the results.

15.	Simulation can be used to predict and evaluate the performance of 
an existing system under anticipated operating conditions.

16.	Simulation can be used to select alternative policies for a system 
or alternatively to evaluate proposed system designs. In simulation, it is 
possible to establish control over the experimental conditions to a greater 
extent than with the system itself [4].

17.	The data required for simulation is often obtained very easily.

18.	We can examine the behaviour of the system under changing 
conditions and new situations [5]

19.	By using the animation features of the simulation, it is possible 
to see the activities from various angles, zooming in and out as much 
as desired, or in three dimensions. It also plays an important role in the 
detection of errors in the simulation model [11].

20.	Simulation makes it possible to hide secondary effects such as 
faults and minor deviations that are inevitable in the measurement of 
system performance. Being able to exclude such effects from the system 
when desired provides a better understanding of these effects [29]. 

5.2. Disadvantages of Simulation

The development of successful simulation models is expensive, 
time-consuming and requires skill. If the established model is not solved 
correctly, it may produce wrong results. Building a simulation model is 
noted by many authors as an art. In general, model building is an art rather 
than a science [14].

One of the obstacles that prevent the simulation from being a well-
used and universally accepted tool is the long model development time, 
and the other is the modelling capability required to develop a successful 
simulation. The pace of change and development of simulation has gained 
great momentum in recent years and it will continue to progress rapidly in 
the coming years.

Simulation models are often expensive and modelling a system is 
time-consuming. It also requires the use of specialized personnel.

The production of many numbers as a result of the simulation work 
and the persuasive effect created by the realistic animation generally tend 
to create a great deal of confidence in the results of the work. If the model 
is not a suitable representation of the studied system, however impressive 
the simulation results may seem, it will provide little useful information 
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about the real system [4].

Along with the above, the disadvantages of simulation can be 
summarized as follows:

1.	 Considerable time evolution can be encountered. Most simulation 
models are quite large and take time like other large program projects.

2.	 Hidden critical predictions may distract the model from reality. 
Ideally, this event occurs during the validation phase of the simulation 
process.

3.	 Model parameters can be difficult to actuate. Collection, analysis 
and interpretation can require a lot of time [9].

4.	 A simulation model can be expensive in terms of manpower and 
computer time. In general, there is a need to write a separate program for 
each system. Simulation languages ​​have eliminated these drawbacks to 
some extent [9, 14].

5.	 Running an installed simulation program on the computer may 
take a lot of time. This has a high cost.

6.	 After the researchers learn the simulation technique, they tend to 
use it in more appropriate situations than analytical methods [14].

7.	 Modeling with simulation requires more expertise than writing a 
computer program or using a software package. Conceptual modelling, 
statistics, accuracy and validity, project management and working with 
people, etc. You must have many skills.

8.	 Inexperienced model builders focus too much on simulation 
software and technology, add too much detail to the model, and spend too 
much time in model development, causing the project’s goals and timeline 
to be forgotten [1].

6. USAGE AREAS OF SIMULATION

The ability of the simulation to collect a large number of variables 
with a large number of features in a single model makes it an indispensable 
tool for the design of today’s complex systems. The possible combinations, 
permutations, and consequent performance evaluations of workpieces, 
tools, pallets, transport vehicles, transport routes, processes, etc., in a 
production system are virtually endless. The computer system has become 
a necessity for designing practical systems. Planning customer flow for 
service systems, personnel management, resource management and 
simulating information flow is as important as production systems [2].

The simulation was first used as a planning tool in new production 
projects or extensive renovation projects. Recently, however, some 
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organizations simulation has been used for the purpose of optimizing 
operations in use. Simulation applications are on the way to become an 
integral part of the daily operations of factories and their application area 
is expanding [13]. Computer simulation is accepted as an alternative to 
traditional design and testing methods in the scientific field, electronics, 
education and business environments. The decrease in the price of 
simulation programs and the increase in their capabilities have made 
simulation a suitable tool for many private sector enterprises and public 
enterprises. Balancing assembly lines, designing processes in terms of 
time, deploying and dispatching fire brigades to different locations, design 
of distribution systems, personnel recruitment systems, design of traffic 
lights, etc. Simulation is used in production management issues such as 
[13].

Simulation is a technique that can be applied in many branches of 
science and there are many publications on this subject. For example, 
management, economics, marketing, education, politics, social sciences, 
behavioural sciences, transportation, workforce, urbanism, global systems, 
etc. application areas can be shown [14]. Examples of areas where 
simulation can be applied are design and analysis of production systems, 
evaluation of computer software and hardware requirements, evaluation of 
new military weapon systems, determination of order policies of inventory 
systems, design of communication systems and their message protocols, 
operation and design of transportation services, hospital or restaurant. 
determination of the designs of service organizations, such as the analysis 
of economic and monetary systems, etc. [4].

When used primarily as a design tool, whether designing a new system 
or improving an existing system, simulation can be used in the following 
areas:

•	 Selection of Methods: Will all activities take place on a workstation 
or will they be divided into specific operations?

•	 Technology Selection: What are the implications of choosing 
automation over manual processing?

•	 Optimization: What is the optimum number of resources to 
achieve the best performance objectives?

•	 Capacity Analysis: What is the output capacity of the system?

•	 Control System Decisions: Which work should be assigned to 
which resource [2].

Simulation can be applied to many aspects of production systems, but 
it stands out in two areas in particular;
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1.	 At workplaces: Simulating shipping rules and evaluating the 
impact of different rules on the workplace’s ability to use machines and 
meet distribution deadlines.

2.	 On production lines: Examining to what extent the loss of 
interstage intermediate stocks in the output of the line can be reduced due 
to malfunctions in the workstations [18].

If we look at the general application areas related to production, 
we can briefly summarize these areas as follows; capacity analysis and 
planning, equipment and personnel planning, resource needs analysis and 
planning, bottleneck and throttling analysis, production planning, schedule 
optimization, inventory method, logistics planning, layout optimization, 
arrangement of maintenance and protection, detailed and complex resource 
modelling, delivery performance analysis, engineer and technician on-the-
job and process training, new operator training [2]

Non-production application areas of simulation can also be 
summarized as follows; bank, post offices, computer systems, medicine, 
education, electronic etc. [13]

The following are examples of many problems that can be addressed 
with a simulation study in terms of system design and management.

System Design Decisions:

•	 What number and type of machines or work centres should be 
used?

•	 What number and type of auxiliary equipment and operators are 
needed?

•	 How many tools and moulds are needed?

•	 What is the current system throughput rate?

•	 What number and size of material handling systems should be 
used?

•	 What is the optimum number and size of warehouse buffer zones?

•	 What is the best layout of business centres?

•	 Which is the most effective control logic?

•	 What is the optimum loading amount?

•	 What are the effective usage percentages of available resources?

•	 What is the effect on a whole production of a different process or 
method?

•	 How balanced is the workflow?
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•	 What are the bottleneck operations and resources?

•	 What is the effect of machine failures on production? (reliability 
analysis)

•	 What is the effect of machine setup times on production?

•	 What is the effect of general and local storage systems on the 
system?

•	 What effect does the speed of conveyor belts or vehicles have on 
the flow of parts?

•	 How many maintenance staff do we need?

•	 What effect does automation of an operation have on the system? 
[2]

System Management Decisions

•	 What is the number of shifts required to meet production needs?

•	 What is the optimum production lot size?

•	 What is the optimum scheduling rule required to meet production?

•	 What is the best timing for preventive maintenance?

•	 What are the best priority criteria to use to select a job?

•	 What is the best way to distribute resources among specific jobs?

•	 What is the total time that jobs spend in the system? 

•	 What is the effect of different product combinations on production?

•	 How much of a production plan can be met?

•	 What impact might a particular inventory policy have on 
production? [2]

7. SIMULATION PROCESS

Any simulation study can consist of several different main stages. Some 
simulation studies may not consist of all of these stages and may not occur 
in the order that will be expressed here [30]. The simulation modelling 
process has many stages such as defining the project and determining 
the objectives, collecting data and establishing the conceptual model, 
displaying the model in the digital environment, performing experiments 
with the model, and documenting the project. This process is a process 
in which the steps tend to be repeated continuously by selecting different 
scenarios and performing experiments after the steps such as designing 
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a model, defining a scenario, performing an experiment, analysing the 
results. The simulation modelling process is information and data-intensive 
process [31]. The flow steps of the simulation study are shown in Figure 
4 [7].

8. USING SIMULATION IN THE APPAREL INDUSTRY

Simulation, which has a wide range of uses and is one of the scientific 
decision-making tools, has different application areas in the ready-made 
clothing industry. For example, the capacity estimation to be made during 
the establishment of a new enterprise, feasibility studies and how the 
enterprise to be established will react to changes in demand can be easily 
measured using simulation technique. Firms interested in the establishment 
of production facilities frequently use this approach [1].

The simulation will facilitate the use of new methods and technologies in 
the ready-made clothing industry, and will greatly benefit the establishment 
of today's rising values ​​of cost, speed, quality and unconditional customer 
satisfaction philosophies in businesses.

What these applications will bring to the ready-made clothing industry 
can be easily and cheaply understood with the simulation technique. In 
addition, this method will make it easier for the manager to make decisions 
on many issues. Simulation can be used in many subjects, from buying a 
new machine to investigating and eliminating the causes of decreases in 
performance criteria [13].

In parallel with the explanations above, when the studies on the use of 
simulation in ready-made clothing are examined, it is seen that these studies 
are mostly carried out on assembly line balancing [32-46]. The studies 
carried out other than the assembly line balancing studies can be listed as 
follows; 3D virtual garment fit simulation  [47-49], 3D virtual garment 
simulation  [50-53], Spatial visualization in clothing design [54], Pattern 
preparing with 3D simulation [55], 3D visualization [56], Custom garment 
design and simulation, [57-60], Simulation in Online Clothing Shopping 
and Virtual Experiment in Consumer Preferences [61], Modeling and 
simulation techniques for garments [62],Garment supply chain simulation 
studies [63-66].
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Figure 4. Simulation flow steps.

Note: This book chapter was produced from Mahmut KAYAR’s Master’s thesis 
titled “Comparison of Different Production Technologies’ Productivity in Jean Trousers 
Sewing by Simulation Technique”, which he prepared in the Marmara University Institute 
of Pure and Applied Science, Textile Education Program in 2003.
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