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1. Introduction

Phosphorus is the eleventh element in the lithosphere with an average 
concentration of 1180 ppm and is a limited resource  (Biswas, Inoue, 
Harada, Ohto, & Kawakita, 2009; Oelkers & Valsami-Jones, 2008; Shiba 
& Ntuli, 2017; Smil, 2000). As a component of DNA, RNA, ATP, and ADP 
(Filippelli, 2011; Oelkers & Valsami-Jones, 2008; Shiba & Ntuli, 2017) it 
plays a significant role in physiological and biochemical processes (Cooper 
et al., 2018). It is non-renewable (Adam, Peplinski, Michaelis, Kley, & 
Simon, 2009; Biswas et al., 2009; R. Li, Zhao, Li, Wang, & Zhu, 2015) 
and irreplaceable (Bindraban, Dimkpa, & Pandey, 2020; Smil, 2000). 
Since it is a limiting factor for plant growth (Cornel & Schaum, 2009; R. 
Li et al., 2015), fertilizers containing phosphorus are used in agricultural 
applications (Egle, Rechberger, Krampe, & Zessner, 2016; Lim & Kim, 
2017; Smil, 2000) for seed formation, plant growth, and sustaining crop 
yields (Smil, 2000; van Vuuren, Bouwman, & Beusen, 2010). Phosphate 
rocks are used in various sectors, primarily for fertilizer manufacturing 
(Gorazda, Tarko, Kominko, Worek, & Nowak, 2019). Besides, detergents, 
animal feed, food additives, and other chemicals are the sectors in which 
phosphorus is used (Brunner, 2010; Cieślik & Konieczka, 2017; Gorazda 
et al., 2019; van Vuuren et al., 2010).

The global phosphate reserves are estimated to be 69000 million 
tons (USGS, 2020). Significant reserves are found in Morocco & Western 
Sahara (50000 Mt), followed by China (3200 Mt) and Algeria (2200 Mt) 
(USGS, 2020). Total phosphate production in the world, which is 249 
million tons, constitutes 0.36% of the world’s total reserves (USGS, 2020). 
The major countries which produce phosphate from rocks are China (144 
Mt), Morocco&Western Sahara (34.8 Mt), the United States (25.8 Mt), 
and Russia (14 Mt) (USGS, 2020). China is the world’s top producer of 
phosphate, with a percentage of 57.8% (USGS, 2020). Turkey’s phosphate 
rock reserve is around 70 million tons and is located in the district of 
Mazidagi in Mardin (ETI, 2021). The capacity of the phosphate enrichment 
plant, which is in the same district, is 1.75 million tons/year (ETI, 2021). 
In 2020, Turkey’s phosphate export was 1.4 tons, while the import was 1.1 
million tons (MTA, 2020).

Increasing demand for phosphorus (Xue et al., 2019) and its limited 
availability depending on the geographical location (USGS, 2020) increased 
the interest in phosphorus recovery. Many researchers investigated 
potential resources of phosphorus recovery, such as wastewater (Egle et al., 
2016), municipal solid waste incineration fly ash (Gao, Fedje, & Strömvall, 
2015; Kalmykova & Karlfeldt Fedje, 2013), pig manure (Azuara, Kersten, 
& Kootstra, 2013; Szögi, Vanotti, & Hunt, 2015) and dairy manure (Jin, 
Hu, & Wen, 2009). In recent years, sewage sludge has drawn attention as 
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an alternative source of phosphorus (Selçuk Kuşçu & Çelik, 2019; Shiba 
& Ntuli, 2017). 

Sewage sludge has a high amount of phosphorus (Liang et al., 2019; 
Liu, Iordan, Cherubini, Hu, & Fu, 2021), but it also contains large amounts 
of heavy metals (Cieślik & Konieczka, 2017; Marani, Braguglia, Mininni, 
& Maccioni, 2003). Mass (70%) and volume (90%) reduction are the main 
advantages of incineration (Kosson, van der Sloot, & Eighmy, 1996; Liang 
et al., 2019; Liu et al., 2021) in sewage sludge management. The phosphorus 
in the sludge is converted into oxide form during the incineration at 800-
900 oC (Cieślik & Konieczka, 2017; Shane Donatello & Cheeseman, 2013); 
then cooled in the flue gas control system and appeared as phosphate 
(P2O5) in the sewage sludge ash (SSA) (Cieślik & Konieczka, 2017). The 
P2O5 content of SSA is reported to range between 8.9% and 25.7% (Adam 
et al., 2009; Coutand, Cyr, & Clastres, 2006; Franz, 2008; J. Li et al., 2018; 
Stark, Plaza, & Hultman, 2006; Wang, Li, Tang, Fang, & Poon, 2018; Xu, 
He, Gu, Wang, & Shao, 2012).  

Several researchers investigated phosphorus recovery to make use of 
the phosphorus in the SSA with various methods such as thermochemical 
treatment (Adam et al., 2009; Herzel, Krüger, Hermann, & Adam, 2016), 
electrodialytic process (Guedes, Couto, Ottosen, & Ribeiro, 2014), and 
wet chemical extraction (chemical extraction) (Abis, Calmano, & Kuchta, 
2018; Biswas et al., 2009; Fang, Li, Guo, et al., 2018; Fang, Li, Donatello, 
et al., 2018; Gorazda et al., 2016). Acid, base, and chelating agents are used 
for phosphorus recovery from sewage sludge ashes by chemical extraction. 
Sodium hydroxide (NaOH) is used as a base (Biswas et al., 2009; Stark et 
al., 2006; Wang et al., 2018), sulfuric acid (H2SO4) (Abis et al., 2018; Biswas 
et al., 2009; Fang, Li, Guo, et al., 2018; Fang, Li, Donatello, et al., 2018; J. 
Li et al., 2018; Wang et al., 2018), hydrochloric acid (HCl) (Biswas et al., 
2009; Stark et al., 2006), and nitric acid (HNO3) (Abis et al., 2018; Fang, Li, 
Guo, et al., 2018; J. Li et al., 2018) as an inorganic acid, citric acid (C6H8O7) 
(Abis et al., 2018; Fang, Li, Guo, et al., 2018; J. Li et al., 2018), oxalic acid 
(C2H2O4) (Abis et al., 2018; Fang, Li, Guo, et al., 2018; J. Li et al., 2018), and 
lactic acid (Abis et al., 2018) as an organic acid, EDTA and EDTMP as a 
chelating agent (Fang, Li, Guo, et al., 2018; Fang, Li, Donatello, et al., 2018; 
J. Li et al., 2018). After the chemical extraction, the precipitation process is 
applied to obtain struvite (Xu et al., 2012) and calcium phosphate (Franz, 
2008), which have a fertilizer potential. The methods used for phosphorus 
recovery from sewage sludge ashes are summarized in Table 1.
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Table 1 Phosphorus recovery methods from sewage sludge ashes

Method Reference Principle Effect
Chemical
Extraction   
(Acid leaching)

(Stark et 
al., 2006)

Extraction with HCl
Evaluation of the amount of 
phosphorus extracted

Phosphate release was 87% for 
1 M HCl. In addition, heavy 
metals were dissolved.

Chemical 
Extraction 
(Base leaching)

 (Stark et 
al., 2006)

Extraction with NaOH
Evaluation of the amount of 
phosphorus extracted

Phosphate release was 70% 
for 1 M NaOH. The amount of 
extracted heavy metals in NaOH 
was lower than of HCl

Calcium 
Phosphate 
Precipitation

 (Franz, 
2008)

Extraction with H2SO4  
Removal of heavy metals by ion 
exchange and sulfide precipitation
Precipitation of calcium phosphate 
using lime water

Calcium phosphate fertilizer 
(high level of phosphorus and 
low level of heavy metals)

Struvite 
Precipitation

 (Xu et al., 
2012)

Extraction with HCl 
Removal of heavy metals using 
ion-exchange
Addition of MgCl2.6H2O and 
NH4Cl
Adjustment of Mg:N:P and pH

Struvite
(High phosphorus 
bioavailability and low level of 
heavy metals)

Chemical 
Extraction 
(Chelating agent 
leaching)

 (Li et al., 
2018)

Extraction with chelating agents 
(EDTA and EDTMP)
Evaluation of the amount of 
phosphorus extracted

Phosphorus release was around 
25% for 0.05 M EDTA and 15% 
for 0.05 M EDTMP. Chelating 
agents extracted less heavy 
metal compared to acids.

Thermochemical 
Treatment

(Adam et 
al., 2009)

Mono-incineration of the sludge 
and mixing ash with chlorine donor 
(MgCl2/CaCl2)        Separation of 
heavy metal chlorides from sewage 
sludge ash at 1000 °C

Raw material for phosphorus 
fertilizers (High phosphorus 
bioavailability, low heavy metal 
content)

Electrodialytic 
Process

(Guedes et 
al., 2014)

Extraction with H2SO4

Transport of phosphorus towards 
the anode 
Transport of heavy metals to the 
cathode

Phosphorus rich solution
(low level of heavy metals)

Many studies investigated phosphorus recovery from SSA using 
the acid extraction method. However, a limited number of the studies 
(Pettersson, Åmand, & Steenari, 2008a, 2008b) differentiated the 
phosphorus recovery potential of SSA according to the air pollution 
control system (APCS) that they are trapped. Fly ashes originated from 
co-combustion of sewage sludge with wood were studied (Pettersson et al., 
2008a, 2008b). The influence of the APCS on phosphorus extraction from 
ashes of incinerators devoted to only sewage sludges was investigated in 
this study. SSA samples were classified according to the unit they were 
formed (baghouse dust filters and multi-cyclones), and their differences 
in terms of phosphorus recovery using the acid extraction method were 
evaluated.
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2. Materials and methods

2.1. Sewage sludge ashes

SSA samples were obtained from the sewage sludge incineration 
plant located in Bursa, Turkey. The wastewater treatment plant, where the 
sludge originated, is operated with a five-stage Bardenpho® process, and 
phosphorus-rich sewage sludge is produced as a result. Sewage sludge is 
dewatered by the centrifuge unit to 22-26% dry solids and transferred to 
the fluidized-bed incinerator. The temperature reaches 868 °C, and the 
sludge is converted into inert ash. Per annum, 103502 tons of sewage 
sludge are incinerated, and 6457 tons of SSA are generated. 

The flue gas containing dust and particulates from the waste heat 
boiler passes through the multi-cyclone unit for treatment. Multi-cyclone 
unit collects particles larger than 4 µm and removes 75-85% of the total 
particulate matter. After the multi-cyclone unit, lime is injected to remove 
acidic compounds such as SO2. Baghouse dust filters capture particles 
after the multi-cyclone unit and lime injection. A wet scrubber tower is 
used as the last stage of emission control. The SSA samples used in this 
study were obtained from the multi-cyclone unit (MC-Ash) and baghouse 
dust filter units (BF-Ash).

2.2. Experimental method

The first step of the experiments was to characterize the ashes used 
in this study. The acid extraction method was used to recover phosphorus 
from the ashes. After acid extraction, phosphorus analysis was carried out 
in the liquid phase. The residual solid phases of the samples were also 
analyzed. The experimental method used in this study is shown in Fig. 1.

Fig. 1 Experimental method
The pH values of the ashes were measured in a 1:5 (mass/volume) ash/

deionized water ratio using a pH meter (HANNA HI9811-5). Before analysis 
of XRD and SEM/EDX, both of the ashes and solid residues samples were 
oven-dried at 105 ° C for 24 hours and milled. The chemical compositions 
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of MC-Ash and BF-Ash were analyzed by X-ray fluorescence (XRF 
Thermoelectron-ARL 8660, Switzerland). The crystalline phases in the 
BF-Ash, MC-Ash, and residues were analyzed by an X-ray diffractometer 
(XRD, Bruker AXS, Discover, USA) by using CuKA radiation (λ = 
1.54060 Å) obtained at 40kV and 40 mA. Peaks were identified with a 2θ 
step interval of 0.02° (5–80°).

The morphologies of BF-Ash, MC-Ash, and residues were analyzed 
using a scanning electron microscope with energy-dispersive X-ray 
spectroscopy (SEM/EDX, Carl Zeiss, Gemini 300, Australia) operated at 
15 kV. BF-Ash, MC-Ash, and residues were gold coated with a vacuum-
based coating instrument (Leica, EM ACE 600) before SEM/EDX analysis.

The influence of various acid (e.g. sulfuric acid, nitric acid, oxalic 
acid, citric acid) concentrations such as 0.1 mol/L, 0.2 mol/L, 0.5 mol/L, 
and 1 mol/L on the extraction efficiency of phosphorus were investigated. 
Along with the acid extraction, distilled water was also used to extract the 
BF-Ash and MC-Ash. The liquid-to-solid ratio was determined to be 20:1 
(ml g-1) in the experimental design as recommended by the literature (Fang, 
Li, Guo, et al., 2018). 40 ml acid solution was added to 2 g sewage sludge 
ash sample. Both of the ashes were mixed with six different acid solutions 
at 180 rpm in a horizontal shaker for two hours. After acid extraction, 
the mixture was transferred to a centrifuge tube and was centrifuged at 
4000 rpm for 10 min (Fang, Li, Guo, et al., 2018). The leachates were 
then filtered through a 0.45 µm mixed cellulose esters membrane filter, so 
the solid and liquid phases were separated from each other. The extracted 
phosphorus was measured colorimetrically by the ascorbic acid method. 
In this method, ammonium molybdate and potassium antimonyl tartrate 
generate phosphomolybdic acid in acidic conditions, so the molybdenum 
blue color develops (Murphy & Riley, 1962). The molybdenum blue 
complex is measured at 882 nm (Murphy & Riley, 1962). Phosphorus 
determination was carried out using a UV-Vis spectrophotometer (HACH 
LANGE DR 5000). The extracted level of phosphorus and leached heavy 
metals from the ashes to the liquid phase was calculated according to the 
eq. (1) below (Fang, Li, Donatello, et al., 2018).   

                                            

                                                       
(1)

In the eq. (1), M is the extracted level of phosphorus (mg/g), C is 
the concentration of the phosphorus in the liquid phase (mg/L); T is the 
dilution factor, V is the volume of the extract (L), and Mo is mass of the 
ash before extraction (g).
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3. Results and discussion

3.1. Characterization of sewage sludge ashes

The chemical compositions and physical characterizations of BF-Ash 
and MC-Ash are presented in Table 2. The pH values of BF-Ash and MC-
Ash were measured as 12.3 and 11.9, respectively. Both of the ashes were 
alkaline, but the pH value of BF-Ash was higher than that of the MC-Ash. 
This can be explained by lime injection after the multi-cyclone unit. Loss on 
ignition (LOI) is an indication of unburned carbon for sewage sludge ashes 
and is reported to generally be below 3 wt.% (Shane Donatello & Cheeseman, 
2013). Lynn, Dhir, Ghataora, & West (2015) reported the average LOI value 
to be 3.5 in their review. The LOI levels for both ash samples in the present 
study, 3.22% and 1.51%, agree with the literature values. Blaine fineness 
levels of BF-Ash and MC-Ash were determined as 6090 and 2870 cm2/g, 
respectively. The distributions of the oxides for both BF-Ash and MC-
Ash were SiO2>CaO>P2O5>Al2O3>Fe2O3>MgO>K2O>SO3>Na2O>Cl. The 
main oxide compositions of BF-Ash and MC-Ash were SiO2, CaO, P2O5, 
Al2O3, and Fe2O3. The main oxides in sewage sludge ash were reported as 
SiO2, Al2O3, and CaO in the literature (Lynn, Dhir, Ghataora, & West, 
2015). As shown in Table 2, the main components of the BF-Ash and MC-
Ash were similar to other studies (Adam et al., 2009; Coutand et al., 2006; 
Franz, 2008; J. Li et al., 2018; Wang et al., 2018; Xu et al., 2012).

Table 2 Physical characterization and chemical compositions of ashes
Parameter Value
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Physical 
Characterization
 

SG* 2.64 2.68 - 2.49 - 2.64 - 2.49 -

LOI** (%) 3.22 1.51 - 0.99 - 5.5 - 0.99 -

Blaine (cm2/g) 6090 2870 - - - 6400 - - -

pH 12.3 11.9 - 8.45 - - - 8.45 -
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Chemical 
Composition (%)
 
 
 
 
 
 
 

P2O5 17.36 11.49 8.9 9.27 15.2 14.8 18.5 9.33 25.7

SiO2 27.59 38.5 18.2 31.15 49.1 34.2 - 33.90 19.6

Al2O3 8.26 8.35 9.1 11.88 15.1 12.6 41.1 15.24 15.5

Fe2O3 5.32 5.08 15.6 23.95 6.44 4.7 11.9 16.42 5.7

CaO 19.6 16.86 22.8 9.73 7.77 20.6 6.91 7.45 18.5

MgO 4.53 4.01 2.3 1.66 2.72 1.9 0.99 2.73 3.63

SO3 3.14 3.06 8.2 4.08 - 2.8 - - -

Na2O 1.67 1.63 5.5 2.42 1.52 1.0 - 6.96 0.98

K2O 3.7 3.16 0.5 3.53 2.83 1.7 - 2.74 2.05

Cl 0.11 0.078 <0.1 0.24 - - - - -

*SG: Specific gravity, **LOI: Loss on ignition  

The P2O5 levels of BF-Ash and MC-Ash were measured as 17.36% 
and 11.49%, respectively. As shown in Table 2, the P2O5 levels of both BF-
Ash and MC-Ash fall within the range reported for the ash contents in the 
literature to be between 8.9% and 25.7%. A range of 5-40% is reported for 
the P2O5 content of phosphate rocks in the literature (S. Donatello, Tong, 
& Cheeseman, 2010), and the P2O5 contents of both ashes are also within 
this range. As shown in Fig. 2, the particle size distributions of BF-Ash 
and MC-Ash were different from each other. The average particle sizes 
of BF-Ash and MC-Ash were determined as 16.093 µm and 44.701 µm, 
respectively. BF-Ash had a finer particle size distribution compared to 
MC-Ash. 

Fig. 2 Particle size distribution of ashes
Fig. 3 shows the morphology of BF-Ash and MC-Ash obtained by 

SEM micrographs (x300 magnifications). The SEM images of the ashes 
(Fig. 3) agreed with the particle size distribution (Fig. 2) that the BF-Ash 
was finer than the MC-Ash. 
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Fig. 3 SEM images of sewage sludge ashes (300x) a) BF-Ash b) MC-Ash
Both the BF-Ash and MC-Ash had a porous structure and many 

small irregular particles (Fig. 3). The MC-Ash exhibited smooth spherical 
particles (Fig. 3b). MC-Ash contained more agglomeration than BF-Ash. 
The SEM analysis showed that BF-Ash had thinner particles than MC-
Ash. Many researchers (Anderson, 2002; Biswas et al., 2009; Coutand 
et al., 2006; J. Li et al., 2018) reported that SSA showed small particles, 
irregular particles, and agglomeration. The morphology of both the BF-
Ash and MC-Ash agree with the literature. The SEM/EDX analysis of 
BF-Ash and MC-Ash are given in Fig. 4.

Fig. 4 SEM/EDX analysis of sewage sludge ashes a) BF-Ash b) MC-Ash
According to SEM/EDX results in Fig. 4a, the main elements of 

BF-Ash were oxygen (41.22%) and silicon (32.83%); carbon (5.93%), 
potassium (5.66%), aluminum (5.17%), calcium (4%), iron (3.53%), and 
phosphorus (1.66%) were present in smaller quantities. Silicon oxide (Fig. 
4a) can be identified clearly. BF-Ash’s SEM/EDX analysis supported 
the XRF analysis with high SiO2 content (27.59%) (Table 2). J. Li et 
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al., (2018) also reported the presence of SiO2 in sewage sludge ash. The 
SEM-EDX analysis of MC-Ash showed the presence of oxygen (44.11%), 
iron (22.08%), calcium (17.04%), phosphorus (8.08%), silicon (5.14%), 
potassium (2.25%), and aluminum (1.31%). Calcium and iron in Fig. 4b 
may be present as Fe2O3 or CaO forms; the chemical composition of MC-
Ash analysis showed the existence of both iron oxide and calcium oxide 
(Table 2). The XRD analyses of BF-Ash and MC-Ash are shown in Fig. 5 
and Fig. 6, respectively.

Fig. 5 X-ray diffraction analysis results of BF-Ash

Fig. 6 X-ray diffraction analysis results of MC-Ash

As can be seen in Fig. 5, the ratio of the crystalline phases was 59.1%, 
and of the amorphous phases was 40.9% for BF-Ash. The crystalline phases 
contained in BF-Ash were: whitlockite 17.38% (Ca9(MgFe)(PO4)6PO3OH), 
16.19% anhydrite (CaSO4), 12.59% stanfieldite (Mg3C3(PO4)4), 7.62% 
quartz (SiO2), and 5.32% hematite (Fe2O3). The ratio of crystalline phases 
was 67.7%, and of amorphous phases was 32.3% for MC-Ash (Fig. 6). 
The crystalline phases contained in MC-Ash were: 19.50% anhydrite 
(CaSO4), 19.29% whitlockite (Ca9(MgFe)(PO4)6PO3OH), 14.01% quartz 
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(SiO2), 6.57% bassanite (CaSO4.0.5H2O), 4.67% apatite (Ca5(PO4)3), and 
3.59% hematite (Fe2O3). Despite the presence of Al2O3 in BF-Ash and MC-
Ash, AlPO4 was not detected in the XRD analysis. XRD did not identify 
Al compounds in sewage sludge ashes; a possible reason may be their 
presence as amorphous aluminosilicate (Liang et al., 2019). According to 
the XRD analysis, the rate of crystalline phases in both ashes was higher 
than that of amorphous phases. In addition, the rate of crystalline phases 
of MC-Ash was higher than that of BF-Ash. Similar results were reported 
(Salihoglu & Mardani-Aghabaglou, 2021); the crystalline phases rate of 
MC-Ash (76.7%) was higher than that of BF-Ash (60.7%). On the other 
hand, several researchers (Chen, Li, & Poon, 2018; J. Li et al., 2018) reported 
that the ratios of amorphous phases of SSA were higher than that of the 
crystalline phases. The amorphous phases of SSA was reported to range 
between 35 and 75%. (Lynn et al., 2015). Franz (2008) reported that the 
major crystalline phases of SSA are quartz, calcium oxide, hydroxyapatite, 
hematite, and a low amount of iron oxide phosphate. Several researchers 
(S. Donatello, Tong, et al., 2010; Wang et al., 2018) reported that the major 
crystalline phases of SSA are quartz, hematite, and whitlockite. Fang, Li, 
Guo et al., (2018) reported that the major crystalline phases of SSA are 
anorthite, quartz, hematite, whitlockite, calcium silicate, and albite. J. Li 
et al., (2018) reported that the major crystalline phases of SSA are quartz, 
anorthite, whitlockite, hematite, and a low amount of berlinite (AlPO4), 
and giniite (Fe2+Fe3+

4(PO4)4(OH)2.2(H2O)). Other researchers (Mahieux, 
Aubert, Cyr, Coutand, & Husson, 2010) reported the major crystalline 
phases to be whitlockite, quartz, gypsum (CaSO4.2H2O), feldspar, and a 
low amount of mica. The minerals in crystalline phases in this study’s ash 
samples agree with the literature.

Whitlockite, berlinite, calcium phosphate, and stanfieldite are 
reported to be present in SSA as phosphate forms (Gorazda et al., 2016). 
BF-Ash (Fig. 5) contained crystalline peaks of whitlockite (Ca9(MgFe)
(PO4)6PO3OH) (17.38%) and stanfieldite (Mg3C3(PO4)4) (12.59%) as 
phosphates, whereas MC-Ash (Fig. 6) exhibited the peaks of whitlockite 
(Ca9(MgFe)(PO4)6PO3OH) (19.29%) and apatite (Ca5(PO4)3) (4.67%). XRD 
analysis results support that the P2O5 content of BF-Ash was higher than 
that of MC-Ash. As can be seen in Fig. 5 and Fig. 6, the crystalline peaks 
of phosphates of BF-Ash (29.97%) were higher than that of MC-Ash 
(23.96%). 

3.2. Phosphorus extraction

The types of the acids used in this study, their concentrations, and the 
pH levels of the solutions before and after extraction are shown in Table 
3. As shown in Table 3, the pH levels of the solutions before and after 
acid extraction decreased with the increase in the acid concentration, as 
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expected. J. Li et al., (2018) reported the initial pH values of the sulfuric 
acid, nitric acid, oxalic acid, and citric acid solutions as 0.89, 0.85, 1.01, 
and 1.70, respectively, for a concentration of 0.5 mol/L. In this study, the 
initial pH values of the sulfuric acid, nitric acid, oxalic acid, and citric 
acid solutions were measured as 0.7, 0.8, 1.3, and 1.7, respectively, for 
a concentration of 0.5 mol/L. After acid extraction, the pH levels were 
reported as 1.14, 0.97, 1.03, and 2.55 for sulfuric acid, nitric acid, oxalic 
acid, and citric acid solutions, respectively, for 0.5 mol/L concentrations 
by J. Li et al., (2018). The increases in the pH levels when ashes were 
introduced to the acid solutions in this study were higher than the increase 
reported by J. Li et al., (2018). This could be explained by the higher 
alkalinity of both BF-Ash (pH=12.3), and MC-Ash (pH=11.9) compared to 
that reported by J. Li et al., (2018) (pH=8.45). 

Table 3 Types of the acids used in this study and the pH levels of the solutions 
before and after extraction

Leaching Acid  Concentration  
(mol/L)

pH

  
 

Before 
Extraction

After 
Extraction

    BF-Ash MC-Ash

Inorganic Acids Sulfuric Acid (H2SO4) 0.1 1.2 6.5 8.6

 0.2 0.9 3.9 6

 0.5 0.7 1.2 1.1

 1.0 0.6 0.9 0.7

Nitric Acid (HNO3) 0.1 1.2 8.5 11

 0.2 1 5.9 7.7
  0.5 0.8 2.5 4.4
  1 0.5 0.8 0.6

Organic Acids Oxalic Acid (C2H2O4)
0.1 1.5 6.1 7.1

  0.2 1.3 3.9 3.8

  0.5 1.3 1.5 1.4

  1 1.1 1.3 1.2

 Citric Acid (C6H8O7)
0.1 2.2 4.5 4.1

  0.2 1.7 3.6 3.9

  0.5 1.7 2.9 3.1

  1 1.5 2.4 2.6

The phosphorus levels extracted from ashes are shown in Fig. 7 and 
Fig. 8 for BF-Ash and MC-Ash, respectively.
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Fig. 7 The levels of phosphorus extracted from BF-Ash by using different types of 
acids in different concentrations

Fig. 8 The levels of phosphorus extracted from MC-Ash by using different types 
of acids in different concentrations

When sewage sludge ashes were treated with inorganic acids (0.1 
mol/L), the phosphorus level extracted from BF-Ash was measured as 0.01 
mg/g in nitric acid and 1.29 mg/g in sulfuric acid.  The phosphorus level 
extracted from MC-Ash was 0.01 mg/g in nitric acid and 0.04 in sulfuric 
acid. For organic acids (0.1 mol/L), the phosphorus extracted level from 
BF-Ash was 11.14 mg/g in citric acid and 14.67 mg/g in oxalic acid, whereas 
the phosphorus extracted level from MC-Ash was 1.72 mg/g in citric acid 
and 1.36 mg/g in oxalic acid. Organic acids were more effective than 
inorganic acids at low concentrations of acid solutions. A similar trend was 
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reported by Fang, Li, Guo, et al., (2018); phosphorus levels extracted from 
SSA was 2 mg/g in nitric acid solution with a concentration of 0.1 mol/L, 
~7 mg/g in sulfuric acid solution, ~12 mg/g in oxalic acid solution, and 
~18 mg/g in citric acid solution. As shown in Fig. 8, the phosphorus level 
extracted from the MC-Ash was close to zero at a concentration of 0.1 M for 
inorganic acids. Increasing the acid concentration increased phosphorus 
extracted from both BF-Ash (Fig. 7) and MC-Ash (Fig. 8), especially for 
nitric acid, which is in agreement with the literature (Fang, Li, Guo, et al., 
2018). Fang, Li, Guo, et al., (2018) reported that the extracted phosphorus 
level increased to 36 mg/g from 2 mg/g as the nitric acid concentration 
increased to 0.5 M from 0.1 M. 

Extracted phosphorus levels from BF-Ash ranged between 1.29-88.76 
mg/g in sulfuric acid solutions with different molarities, and 0.01-89.94 
mg/g in nitric acid solutions (Fig. 7). Phosphorus levels from MC-Ash 
ranged between 0.04-53.9 mg/g in sulfuric acid solutions with different 
molarities, and 0.01-59.82 mg/g in nitric acid solutions (Fig. 8). When 
MC-Ash was treated with inorganic acids at 1 mol/L concentration, the 
phosphorus levels were measured as 59.82 mg/g and 53.59 mg/g in nitric 
acid and sulfuric acid solutions, respectively. However, sulfuric acid 
was clearly more effective than nitric acid at 0.2 mol/L and 0.5 mol/L 
for MC-Ash. When inorganic acids were compared, sulfuric acid had 
higher phosphorus releasing capacity than nitric acid for BF-Ash. Several 
researchers (Fang, Li, Guo, et al., 2018; J. Li et al., 2018) reported similar 
results where sulfuric acid was more effective than nitric acid. This can be 
explained that sulfuric acid has double H+ ions at the same concentration 
compared to nitric acid (J. Li et al., 2018).

When organic acids were considered, the phosphorus levels from BF-
Ash ranged between 14.67 mg/g-91.42 mg/g and 11.14 mg/g-69.75 mg/g for 
oxalic acid and citric acid, respectively (Fig. 7). Oxalic acid was found to 
be more effective compared to citric acid in terms of phosphorus extraction 
from BF-Ash. The level of extracted phosphorus from BF-Ash was 28% in 
0.2 mol/L citric acid and 70% in 0.2 mol/L oxalic acid solution. Fang, Li, 
Guo, et al., (2018) reported similar results, where oxalic acid solution of 0.2 
mol/L was more effective (>95%) than citric acid solution (approximately 
80%). Abis et al., (2018) reported oxalic acid to be the most effective acid, 
followed by sulfuric acid for their research with 0.4 mol/L solutions of 
oxalic acid, sulfuric acid, citric acid, and lactic acid. The extraction results 
of BF-Ash agree with the literature (Abis et al., 2018); however, MC-
Ash extraction yielded a different ordinance where citric acid was more 
effective than oxalic acid. Phosphorus from MC-Ash ranged between 1.36 
and 35.68 mg/g in oxalic acid and 1.72 and 48.74 mg/g in citric acid (Fig. 8). 
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In this study, phosphorus could not be extracted from BF-Ash and 
MC-Ash with distilled water. Xu et al., (2012) reported that phosphorus 
extraction was less than 0.2% when distilled water was used. Wang et al., 
(2018) reported that phosphorus extraction was close to zero when distilled 
water was used. Several researchers (Adam et al., 2009; Wang et al., 2018) 
reported that phosphorus compounds in sewage sludge ashes were water-
insoluble.

More phosphorus was released from BF-Ash than MC-Ash. Gorazda 
et al., (2016) reported that phosphorus extraction was more effective when 
sewage sludge ash had a high P/Ca mass ratio. According to XRF analysis 
(Table 2), the P/Ca ratio was determined at 0.54 for BF-Ash and 0.42 for 
MC-Ash, which agrees with Gorazda et al., (2016). The finer particle size 
of BF-Ash may have facilitated the extraction providing a larger surface 
area than that of MC-Ash and resulting in more phosphorus extraction.

3.3. Phase distribution and microstructure of the residues after 
acid extraction

XRD analyzes and SEM images of BF-Ash residues and MC-Ash 
residues produced after extraction at 0.5 mol/L concentration were 
examined to infer the effect of acid extraction on the microstructure. SEM 
images (x1000 magnifications) of the residues produced after extraction 
with BF-Ash are given in Fig. 9.

Compared to the SEM images of the untreated BF-Ash (Fig. 9a), the 
large and irregular plate-like pieces were not observed in BF-Ash residues 
after acid extraction. After extraction by both inorganic acid (Fig. 9b) 
and organic acid (Fig. 9c and Fig. 9d), the BF-Ash particles were broken 
down into smaller particles. The BF-Ash residue treated by sulfuric acid 
presented small particles, rod-like particles, and spheres particles (Fig. 9b). 
After extraction by organic acids (Fig. 9c and Fig. 9d), agglomeration of 
the BF-Ash particles was observed. BF-Ash residues treated by both oxalic 
acid and citric acid exhibited loose structures. J. Li et al., (2018) reported 
similar findings for oxalic acid treatment. As shown in Fig. 9d, the BF-Ash 
residue treated by citric acid presented a smooth spherical surface. The 
agglomeration was much more evident for organic acid treatments than 
inorganic acid treatment. 



16 . Ezgi Karabacak, Güray Salihoğlu, Nezih Kamil Salihoğlu, 

Fig. 9 SEM images (x1000) of BF-Ash and residues a)BF-Ash b)Residue of 
sulfuric acid c)Residue of oxalic acid d)Residue of citric acid

SEM image (x1000) of the residue produced after sulfuric acid 
extraction at 0,5 mol/L with MC-Ash is given in Fig. 10. Porous particles 
were not observed in MC-Ash residue after sulfuric acid extraction (Fig. 
10b) compared to the untreated MC-Ash (Fig. 10a). After extraction by 
sulfuric acid, porous particles in MC-Ash were broken down into smaller 
particles, and rod-like particles were observed, as shown in Fig. 10b. MC-
Ash residue (Fig. 10b) contained more agglomerates than the BF-Ash 
residue treated by sulfuric acid  (Fig. 9b)

Fig. 10 SEM images (x1000) of MC-Ash and residues a)MC-Ash b)Residue of 
sulfuric acid

SEM images of the representative region of the solid residues are 
shown in Fig. 11, and their EDX analysis is given in Table 4. As shown 
in Table 4, the first sampling point (Fig. 11a) of BF-Ash residue treated 
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by sulfuric acid showed the presence of O (34.88%) and Fe (16.84%); the 
second sampling point (Fig. 11b) exhibited O (47.56%), and Si (32.17%), 
predominantly. The possible content for the first sampling point of BF-Ash 
residue treated by sulfuric acid for SEM/EDX analysis in Fig. 11 a could 
be Fe2O3. It was observed that SiO2 (Fig. 4a) in BF-Ash, which has a large 
structure, was transformed into a smooth spherical surface in the BF-Ash 
residue treated by sulfuric acid (Fig. 11b). 

Fig. 11 SEM/EDX images of solid residues a)Sulfuric Acid BF-Ash (FSP) b)
Sulfuric Acid BF-Ash (SSP) c)Sulfuric Acid MC-Ash (FSP) d)Sulfuric Acid MC-

Ash (SSP) e)Oxalic Acid BF-Ash (FSP) f)Oxalic Acid BF-Ash (SSP) g)Citric 
Acid BF-Ash, (*FSP: First sampling point, **SSP: Second sampling point)
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As given in Table 4, the first sampling point (Fig. 11c) of MC-Ash 
residue treated by sulfuric acid showed the presence of O (49.35%) and Si 
(21.94%), so the possible content for the residue in Fig. 11c could be SiO2. 
The second sampling point (Fig. 11d) of MC-Ash residue treated by sulfuric 
acid exhibited O (56.99%), Ca (17.13%), and S (11.99%), predominantly. 
Therefore, the possible content for the rod-like particle in Fig. 11d could be 
CaSO4. The research reported by J. Li et al., (2018) showed that CaSO4 was 
determined in residue treated by sulfuric acid. 

Table 4 shows that the first sampling point (Fig. 11e) of oxalic acid-
treated residue contains the highest C level (15.61%) compared to all 
samples. This sample exhibited O (22.42%) and Ca (18.16%). Therefore, 
the possible content for the sample for SEM/EDX analysis in Fig. 11 e 
could be calcium oxalate. Several researchers (Liang et al., 2019, 2021) 
reported that EDS analysis of the sewage sludge ash residue treated by 
oxalic acid contained calcium oxalate hydrate crystal and calcium oxalate. 
The second sampling point (Fig. 11f) of BF-Ash residue treated by oxalic 
acid showed the presence of O (48.36%) and Si (16.93%), so the spherical 
particle in Fig. 11f could be SiO2. J. Li et al., (2018) reported that SEM-
EDS analysis of the residue after extraction with oxalic acid was found 
to be silicon oxide. The BF-Ash residue treated by citric acid (Fig. 11g) 
exhibited the O (41.63%), Fe (21.06%), and Si (16.63%), predominantly. 
Possible content for the residue in Fig. 11g could be Fe2O3 or SiO2. The 
SEM/EDX analysis of residues treated by acids mostly included SiO2 due 
to the high SiO2 content of sewage sludge ash.

Table 4 EDX analysis of residues after acid extraction
Element  
 (%)

Sulfuric 
Acid  
(BF-Ash)
FSP* 

Sulfuric 
Acid  
(BF-Ash)
SSP** 

Sulfuric 
Acid 
 (MC-Ash)
FSP* 

Sulfuric 
Acid 
 (MC-Ash)
SSP* 

Oxalic 
Acid 
(BF-Ash) 
FSP*

Oxalic 
Acid 
(BF-Ash) 
SSP*

Citric 
Acid 
(BF-Ash)

O 34.88 47.56 49.35 56.99 22.42 48.36 41.63

Fe 16.84 4.18 9 9.53 8.84 10.75 21.06

Ca 14.18 2.93 1.26 17.13 18.16 4.14 11.63

Si 14.36 32.17 21.94 4.34 21 16.93 16.63

Al 10.28 4.07 5.45 0.00 0.79 5.09 2.05

Cu 8.32 0.15 0.00 0.00 11.21 0.00 0.19

C 1.15 3.27 3.43 0.00 15.61 8.44 0.29

K 0.00 1.83 3.95 0.00 1.96 2.72 0.65

P 0.00 1.34 0.11 0.00 0.00 1.5 3.84

Mg 0.00 1.59 0.18 0.00 0.00 2.08 0.00

S 0.00 0.29 0.62 11.99 0.00 0.00 1.2
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Ti 0.00 0.62 0.61 0.00 0.00 0.00 0.00

Zn 0.00 0.00 3.53 0.00 0.00 0.00 0.81

Na 0.00 0.00 0.57 0.00 0.00 0.00 0.00
*FSP: First sampling point, **SSP: Second sampling point

The XRD analysis of sewage sludge ash residues treated by acids 
and the distributions of their crystalline phases are shown in Fig. 12. As 
shown in Fig. 12a, the rates of crystalline and amorphous phases were 
76.3% and 23.7%, respectively, for BF-Ash residue treated by sulfuric 
acid. The crystalline phases were: bassanite (CaSO4.0.5H2O) (45.7%), 
quartz (SiO2) (11.22%), anhydrite (CaSO4) (9.46%), hematite (Fe2O3) 
(6.49%), and aluminum phosphate (AlPO4) (3.43%). For MC-Ash residue 
treated by sulfuric acid (Fig. 12b), the rate of crystalline and amorphous 
phases were 74.9% and 25.1%, respectively. The crystalline phases were: 
bassanite (CaSO4.0,5H2O) (31.16%), quartz (SiO2) (20.45%), anhydrite 
(CaSO4) (9.71%), anorthite (CaAl2Si2O8) (5.39%), hematite (Fe2O3) (4.72%) 
and aluminum phosphate (AlPO4) (3.45%). Both of the ashes contained 
whitlockite (calcium phosphate). However, their residues treated with 
sulfuric acid did not contain it. This could be explained by the release of 
whitlockite into the liquid phase. Liang et al., (2019) reported that minerals 
containing phosphorus were dissolved when sewage sludge ash was treated 
with sulfuric acid and also underlined the presence of quartz and hematite 
in the H2SO4 treated ash residue. 
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Fig. 12 XRD analysis of residues after acid extraction a)Sulfuric acid BF-Ash b)
Sulfuric Acid MC-Ash c)Oxalic acid BF-Ash d)Citric acid BF-Ash
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 J. Li et al., (2018) reported the presence of quartz, bassanite, anorthite, 
and berlinite in residue treated by sulfuric acid. BF-Ash (Fig. 5) contained 
crystalline peaks of anhydrite (CaSO4) (16.19%) as calcium sulfates, 
whereas in BF-Ash residue treated by sulfuric acid (Fig. 12a) detected the 
peaks of anhydrite (CaSO4) (9.46%) and bassanite (CaSO4·2H2O) (45.7%). 
CaSO4 in BF-Ash transformed to aqueous form as basanite in the residue 
after sulfuric acid extraction. The MC-Ash residue treated by sulfuric 
acid (Fig. 12b) contained crystalline peaks of bassanite (CaSO4.0.5H2O) 
(31.16%) and anhydrite (CaSO4) (9.71%) as calcium sulfates. The level of 
bassanite in the MC-Ash (Fig. 6) increased from 6.57% to 31.16% in the 
residue treated by sulfuric acid (Fig. 12b). Calcium sulfates might have 
transformed into the aqueous phase. 

MC-Ash contained basanite before sulfuric acid extraction; however, 
BF-Ash did not contain it. Nevertheless, the bassanite level of BF-Ash 
residue treated by sulfuric acid (45.7%) was higher than that of MC-Ash 
residue (31.16%). XRD analysis of both the BF-Ash (Fig. 12a) and MC-
Ash (Fig. 12b) residues treated by sulfuric acid presented a high basanite 
and CaSO4 level. After sulfuric acid washing, calcium and phosphorus 
in whitlockite, a component of sewage sludge, dissolved, and CaSO4 was 
observed in the ash residue in the literature (S. Donatello, Freeman-Pask, 
Tyrer, & Cheeseman, 2010).

The rates of crystalline and amorphous phases were 58.4% and 41.6%, 
respectively, for BF-Ash residue treated by oxalic acid (Fig. 12c). The 
main crystalline phases of BF-Ash residue were: weddellite (CaC2O4.H2O) 
(25.47%), quartz (SiO2) (9.14%), anorthite (CaAl2Si2O8) (7.88%), hematite 
(Fe2O3) (6.01%), anhydrite (CaSO4) (5.76%), and bassanite (CaSO4.0.5H2O) 
(4.13%). Weddellite was the main crystalline phase of BF-Ash oxalic acid 
residue with a level of  25.47%. Liang et al., (2021) that CaC2O4.H2O was 
found in ash residue treated by oxalic acid. J. Li et al., (2018) also reported 
that this residue contained calcium oxalate, hematite, and anorthite.

For BF-Ash residue treated by citric acid (Fig. 12d), the rates of 
crystalline and amorphous phases were found to be 62.8% and 37.2%, 
respectively. The crystalline phases were: quartz (SiO2) (20.16%), 
whitlockite (Ca2.71Mg0.29(PO4)2) (18.9%), anorthite (CaAl2Si2O8) 
(14.13%), hematite (Fe2O3) (3.71%), aluminum phosphate (AlPO4) (3.71%) 
and apatite (Ca5(PO4)3) (2.19%). J. Li et al., (2018) reported the presence 
of quartz, hematite, and anorthite in the residue treated by citric acid. 
Whitlockite in BF-Ash was observed in the citric acid residue (Fig. 12d), 
although not observed in the sulfuric acid residue (Fig. 12a) and oxalic acid 
residue (Fig. 12c). Whitlockite may have dissolved by sulfuric acid and 
oxalic acid but not by citric acid. This result agrees with the phosphorus 
extraction data in Fig. 7. The level of extracted phosphorus from BF-Ash 
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in citric acid at a concentration of 0.5 mol/L was lower than the amount of 
phosphorus extracted in sulfuric acid and oxalic acid (Fig. 7). 

The crystalline phases rates of untreated BF-Ash (Fig. 5) and BF-Ash 
residue treated by sulfuric acid (Fig. 12a) were 59.1% and 76.3%, respectively. 
On the other hand, the crystalline phases rates of untreated MC-Ash (Fig. 
6) and MC-Ash residue treated by sulfuric acid (Fig. 12b) were 67.7% and 
74.9%, respectively. The rates of crystalline phases of the residues were 
higher than those of the amorphous phases. The crystalline phases of both 
of the residues increased after sulfuric acid extraction. J. Li et al., (2018) 
reported a similar finding, where the rate of crystalline phases in the ash 
increased from 40.22% to 76.12% after extraction with sulfuric acid. 

When organic acids were used to extract BF-Ash, the ratios of 
crystalline phase in residues were 58.4% (Fig. 12c) and 62.8% (Fig. 12d) for 
oxalic acid and citric acid treatments, respectively. J. Li et al., (2018) reported 
that the rates of crystalline phases were 87.67% and 85.33% for oxalic and 
citric acid-treated residues, respectively. The rates of crystalline phases did 
not significantly change with organic acid treatment. The increase in the 
crystalline phase was more noticeable when inorganic acid was used. 

The hematite level in BF-Ash increased in BF-Ash residues, except for 
the residue treated by citric acid. When MC-Ash was extracted with sulfuric 
acid, the hematite level increased in MC-Ash residue. Fang, Li, Guo, et al., 
(2018) reported a similar finding, where the hematite level in the residue 
increased after the treatment of the ash by organic and inorganic acids.

4. Conclusions

This study investigated the phosphorus recovery potential of sewage 
sludge ashes originating from different air pollution control units. The 
P2O5 levels of BF-Ash and MC-Ash were found as high as 17.36% and 
11.49%, respectively. BF-Ash contained more phosphorus than MC-Ash. 
The ratios of P2O5 contents of the ashes are similar to those of phosphate 
rocks. The average particle size of BF-Ash and MC-Ash was determined 
as 16,093 µm and 44,701 µm, respectively. BF-Ash had a finer particle 
size distribution than MC-Ash. The extracted phosphorus levels ranged 
between 0.01-91.42 mg/g and 0.01-59.82 mg/g for BF-Ash and MC-Ash, 
respectively. Phosphorus leaching from BF-Ash was higher than that from 
MC-Ash. The levels of the extracted phosphorus increased from both ash 
types as the acid concentration increased. Organic acids were more effective 
than inorganic acids in terms of phosphorus releasing, especially at low 
concentrations of acid solutions. When organic acids were considered, 
oxalic acid extracted more phosphorus than citric acid. Sulfuric acid was 
more effective than nitric acid among inorganic acids. Phosphorus could 
not be extracted from both ash types by using distilled water.
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The rates of the crystalline and amorphous phases of BF-Ash were 
59.1% and 40.9%, respectively. Crystalline and amorphous phases of 
MC-Ash were 67.7% and 32.3%, respectively. Sulfuric acid extraction 
of both ashes resulted in increases in the crystalline phases. The rates of 
crystalline phases of BF-Ash and MC-Ash residues were 76.3% and %74.9, 
respectively. The ratios of amorphous phases in BF-Ash and MC-Ash 
residues decreased from 40.9% and 32.3% to 23.7 and 25.1%, respectively, 
with the influence of sulfuric acid extraction. Changes in the crystalline 
phase ratios were not significant after organic acid extraction. The rate of 
crystalline phase of BF-Ash residue was 58.4% after oxalic acid extraction. 
BF-Ash extracted by using citric acid resulted in a crystalline phase rate 
of 62.8%.

Although both ashes contained whitlockite (calcium phosphate), their 
sulfuric acid residues did not include it. The phosphorus release into the 
liquid phase may explain this, so whitlockite did not remain in the residues. 
Whitlockite in BF-Ash was observed in the citric acid residue, although 
not in the sulfuric acid and oxalic acid residues. It can be inferred that 
whitlockite was dissolved by sulfuric acid and oxalic acid but not by citric 
acid. After acid extraction of BF-Ash, the agglomeration was much more 
evident for organic acids than inorganic acid (e.g., sulfuric acid). It was 
observed that the MC-Ash residue treated by sulfuric acid contained more 
agglomerates than the BF-Ash residue treated by sulfuric acid. The SEM/
EDX and XRD analysis of BF-Ash residue treated with oxalic acid showed 
the presence of calcium oxalate. 

Considering the high phosphate levels in the ashes and their solutions 
after acid leaching, it can be inferred that both ashes are promising as 
phosphorus resources. When both ashes were compared, BF-Ash was 
found to have a higher phosphorus recovery potential than MC-Ash. 

Phosphorus recovery from sewage sludge ash is a sustainable waste 
management method. It supports the circular economy approach since 
utilizing sewage sludge ashes as a phosphorus source, which is a waste 
otherwise, would bring economic benefits.
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1. INTRODUCTION

Boron, a semiconductor element between metal and nonmetal, was 
an important input to modern industry. It had low density, high melting 
and high evaporation temperature, mechanical features, and excellent 
neutron absorption capacity. Boron compounds with low volatility value 
without toxic gas release were environmentally friendly. It provided high 
technology product properties such as resistance to high temperatures and 
mechanical stress, specific electrical conductivity, chemical resistance, 
semi- or selective permeability to the materials. It was utilized in a 
variety of industries, including textiles, agriculture, detergent, refractory, 
ceramics, cement, glass, porcelain, aviation, and nuclear advancements, 
as minerals and compounds, as raw materials, semi-finished products, 
and end products. There were boron deposits concentrated in only a few 
regions on Earth, and 72% of their apparent reserves and 70% of the total 
reserves were in Turkey [1, 2].

2. BORON 

Boron was represented in the periodic table by the notation B and was 
found in group 3A. It was not found as a free element in nature but existed 
in compounds with other elements. The element boron was a semi-metal 
and had semiconductor features. It could be used in a variety of industries 
due to the formation of compounds with varying properties with various 
metal or non-metallic elements. Appearance and structure of elemental 
boron was given in Figure 1 [3]. 

Figure 1. Appearance and structure of elemental boron [3]
Crystallized boron was like diamond in appearance and optical 

properties and was the hardest element after diamond. Amorphous boron 
reacted violently at micron scales, whereas crystalline boron reacted 
poorly. Boric acid was formed in reaction with mineral acids by generating 
a product with a slow or explosive effected based on the concentration and 
temperature [4-6]. 

Boron was used as a fire retardant and retardant due to its melting 
temperature of 2300°C or by adding in different proportions into materials 
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with this feature. Zinc borate, borax, ammonium fluoroborate products 
were fire-preventing, and they were a superior product as they could be 
used together with antimony trioxide, prolonging the rate of absorption of 
smoke, and suppressing even embers quickly [6, 7]. 

Since boron was prone to bond with oxygen, it formed many different 
oxygen compounds. These minerals had varying amounts of boron oxide 
in their formations. Boron containing minerals were shown in Figure 2 [7, 
8].

Figure 2. Boron containing minerals (a) Borax (Tincal), (b) Ulexite, (c) 
Colemanite, (d) Kernite, (e) Probertite, (f) Pandermite [7, 8]

Many organic and inorganic boron compounds were obtained from 
the processing of boron minerals’ main ingredients, borax, and boric acid. 
Borax (Tincal) (Na2B4O7.10H2O) was colourless and transparent. It could 
be found in pink, yellowish, and gray colours due to various impurities in 
its composition. It could decompose quickly and turned into tincalconite 
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by losing its water. Clays were found together with intercalated tincalconite 
and ulexite. It was found in the Eskişehir-Kırka deposit in Turkey. Ulexite 
(NaCaB5O9.8H2O) was found in the form of massive, fibrous, and columnar. 
The pure one was white and was also found in gray hues. It was found together 
with hydroboracite, ulexite and probertite. It was located Kırka, Bigadiç 
and Emet in Turkey and Argentina in the world. Colemanite (Ca2B6O11.H2O) 
crystallized in the monoclinic system. It dissolved slowly in water, quickly 
dissolved in HCl. It was the most common among boron compounds. It 
was found as large, shiny, transparent crystals in ore cavities in clays. It 
was found in Emet, Bigadiç and Kestelek deposits in Turkey and USA in 
the world. Kernite (Na2B4O7.4H2O) was found as colourless, transparent 
white, elongated cluster crystals. It transformed into tincalconite under 
atmospheric conditions. It dissolved slowly in cold water. It was found in 
the deep parts of the Na-borate mass in Kırka, Turkey. In the world, it was 
found in Argentina and the USA. Probertite (NaCaB5O9.5H2O) was off-
white, light yellowish in colour and found in the form of radial and fibrous 
crystals. It was observed as a secondary mineral besides ulexite in the 
deposits. Pandermite (Ca2B10O19.7H2O) was white in colour and resembles 
limestone. It was observed in Sultançayırı and Bigadiç beds. It turned into 
colemanite and calcite. Hydroboracite (CaMgB6O11.6H2O) occurred as 
randomly oriented and intersecting clusters of radial and needle-shaped 
crystals from a centre. It had a fibrous texture. It was found in white colour, 
sometimes in yellow or reddish colours depending on the impurities in it. 
It was found together with colemanite, ulexite, probertite, tunellite. It was 
mostly found in Emet Doğanlar İğdeköy area and Kestelek in Turkey [7, 8].

Boron was produced using specific techniques depending on the 
depth and physical makeup of the boron because production varies with 
location and depth. One of the most used methods in the world is the open 
pit method. It was the method of revealing the ore by removing the cover 
layer from the ore because of loosening the area where the ore was located 
close to the earth by drilling and blasting method. The closed caking pit 
method was used for ores that were difficult to extract with the open pit 
method. It was the process of extracting the ore by opening tunnels, it was 
a difficult and costly method. Solution mining method was used to extract 
boron minerals from the waters. It was the process of adding 5% HCl to the 
waterbed and waiting for a certain time, then pumping it to the surface and 
then adding lime to it. The ore preparation and enrichment method applied 
for each of the boron minerals included crushing, grinding, screening and 
classification processes depending on the general trend and demand in the 
market for the boron product to be produced, and showed similarities with 
the methods applied for other industrial raw materials [3, 9, 10]. 
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3. BORON IN THE WORLD AND TURKEY

Human beings used boron mine for the first time 4000 years ago. 
Boron, which was utilized by many ancient civilizations for various 
purposes, in gold processing by Babylonians, Egyptians mummia, The 
Romans used glass in glass, and the ancient Greek and Romans used 
them for cleaning. Boron element was used in 875 for the first time in the 
construction of drugs. At the end of the 13th century, borax was brought 
to Europe from Tibet and was utilized as a brazing and glazing material 
at that time. Elemental boron was obtained in 1808 with a purity of not 
more than 50%, dark coloured and flammable. In 1895, boric oxide and 
magnesium were subjected to the reduction process to obtain elemental 
boron with a purity of about 86% and a high amount. The Moissan process 
formed the basis of today’s commercial boron production [5, 11].

The important boron deposits and commercial boron reserves were 
mainly in Turkey, Russia, and USA in 3 different regions in the world. 
Turkey’s share in the world’s total boron reserves was more than 70%. 
These data showed that Turkey had the largest boron resources in the 
world. The importance and usage area of boron compounds, which had a 
wide variety of uses in the industry, had increased day by day. It was used 
as an indispensable element in more than 400 products. While only 10% of 
the boron ores produced in the world can be used directly, the remaining 
part of the ores was used to obtain boron refining products. World boron 
consumption generally tracked the trajectory of global economic growth 
[6]. Based on B2O3 world reserve amount was shown in Table 1 [12]. 

Table 1. Based on B2O3 world reserve amount [12]

United States, Boron minerals and products in Western Europe and 
Japan were different. The most consumption in the United States was 
in the fiberglass production and insulation industry. In Western Europe, 
boron was consumed soap and detergent industry. The largest boron 
consumption took place in the textile and fiberglass industry in Japan. 
Mineral concentrates were used in some industries, while refined boron 
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products were utilized in others. In some cases, refined and concentrated 
boron products replaced each other according to convenience and price. 
The global distribution of boron reserves was shown in Figure 3 [13, 14].

Figure 3. Distribution of world boron production by country [13]

Turkey had the world’s largest and best quality boron reserves and, 
in parallel, became the country with the highest boron production in 
the world. The most abundant boron ores in Turkey in terms of reserves 
were tincal and colemanite Colemanite, a common calcium borate, was 
the dominant mineral in all borate deposits except Kırka. Ulexite and 
borax were important borate minerals [11]. Some places where boron was 
produced in the world was given in Figure 4 [1]. 

Figure 4. Some places where boron was produced in the world [1]

4. APPLICATION AREAS OF BORON MINERALS

Boron was mainly used in glass and fiberglass, ceramics and enamel, 
construction cement, metallurgy, health, agriculture, nuclear and defence 
industries. Boron products were utilized in plastics, industrial fiber 
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production, rubber and paper industry, heat-resistant glassware production, 
nuclear power plants, rocket fuels, hard steel production, enamel and 
porcelain glazes, pharmaceuticals, cosmetic industry, and photography. 
Boron, boron alloys, boron salts and organometallic boron complexes were 
both used as high-tech materials by adding them to other substances due to 
their lightness, resistance to stretching and resistance to chemical effects 
[8, 11]. The amount of boron consumed in various industries were shown 
in Figure 5 [15].

Figure 5. The amount of boron consumed in various industries [15]
In special glasses, boric acid was the most important raw material. It 

was used in its natural form such as refined juicy/thirsty borax, boric acid, 
or colemanite/borax. Boron participated in the glass products that were 
deemed necessary to insulate the heat as it increased its viscosity, surface 
hardness and durability when it joined the melted glass intermediate 
product. Boron leaned from heat to heat, quickly melted during glass 
manufacturing, and prevented the devitrification and increased its 
properties such as reflection, breaking and glare. Boron was protected the 
glass against acid and scratch [8].

In non-ferrous metal industry, borates used as a slag forming and 
melting accelerator due to their ability to form a smooth, sticky, protective 
and clean at high temperatures. It was used in electrolytic coating 
industry, nickel plating, hardening of tin, lead, copper, steel. Boron up 
to 50 ppm could gave steel the required hardness. For special purposes, 
the outer face of the steel could be hardened with boron. In this process, 
boron penetrated from the surface to form Fe2B and FeB, which were 
more durable than carbon or nitride steel. This type of steel was used in 
the manufacture of moving parts that encountered water. The ability of 
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metal oxides to dissolved easily in boron at high temperatures made it 
more suitable to use boron instead of fluorite in the steel industry. In blast 
furnaces, borates reduced acidity and made refractories last longer. A 
boron compound known as a type of ceramics replaced zirconia crucibles 
in making crucibles used in metal melting, due to its greater durability. 
The low specific gravity and high strength of boron compounds increase 
the use of plastics and metals reinforced with fibers obtained from these 
compounds in various industries. For example, aircraft wings, helicopter 
propellers, high-rise buildings on narrow foundations, suspension bridges 
and similar structures were made by using plastic and metals supported by 
the type of boron fibers [13]. 

Boric acids and borates provided resistance to cellulosic substances 
and fever. The use of cellulosic insulation as a fever resistant substance 
led to an increase in boric acid. In Australia and the United States, the 
consumption in this branch increased quite rapidly. Boron compounds 
were used in plastics increasingly as preventive combustion [16].

In cleaning industry, borates took their place for about 100 years. 
Recent trials on laundry soap bars showed that borates significantly 
improved the cleaning effect and reduce soil re-deposition. This led to 
brighter, cleaner laundry. 10% of borax decahydrate was provided to soaps 
and detergents because of its germicidal and water softening influence, 
and about 10-20% sodium perborate was provided to powder detergents 
to rise its whitening effect. Borates proved to be extremely effective in 
stain removal. It also acted as a biostat that inhibited dye transfer, softens 
water, buffers alkali, improved surfactant performance and helped control 
to bacteria and fungi [9, 16].

In agricultural industry, boron was an essential micronutrient for the 
growth and development of plants. Boron was unique among the essential 
elements because it was the only non-ionized molecular element normally 
found in soil solution. It was understood that it affects flowering, pollen 
fertilization, active salt absorption, cell fertilization, hormone movement 
and activity. It gave the plants drought tolerance. It was also preferred 
in cases where weed removal or soil sterilization was required with 
compounds such as sodium chlorate and bromosol. When boron deficiency 
was observed in tuberous plants such as sugar beet, olive, coffee, tobacco 
and cotton, fertilizer supplement containing anhydrous borax and borax 
pentahydrate was applied [16, 17].

In ceramic and enamel industry, it was a widely used additive for 
glazing. It enabled the silica to melt easily and spread quickly on the 
surface. As the amount of boron increased, the glaze became harder, more 
durable, and shinier. It was also used in the enamel industry to increase 
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the brightness, hardness, and durability of enamels. Boron oxide, which 
reduced the viscosity and saturation temperature of the enamels, could be 
added up to 20%. Boron, which made it resistant to scratching, was added 
to ceramic glazes in the form of colemanite (3-24%) [17, 18].

In health, boron was used in the treatment of cancer, especially in 
the treatment of brain cancers, for selectively destroying sick cells and 
was preferred because of its minimal damage to healthy cells. It increased 
resistance in metabolism and helped to maintain mineral balance. It was 
utilized as a sterilization tool in eye inflammations, production of some 
ointments, nuclear medicine in the search for neutrons with boron [19].

In atomic reactors, stainless boron steel was preferred as neutron 
absorbing. Approximately each boron atom absorbed a neutron. It was used 
in atomic reactors in cooling pools and alarm. Boron hydrides showed the 
potential to be used as a fuel because it was a nature-compatible compound 
that could be used as a hydrogen carrier and reservoir. In addition, studies 
were carried out on boron hydrides, which were used in the reduction of 
toxic wastes and the synthesis of magnetic metal nanoparticles [17, 20].

In energy industry, it became an energy source used for the storage 
and production of hydrogen. Hydrogen could be produced from sodium 
borohydride and was a potential fuel for fuel cells. Boron became one of 
the key elements in the production of clean and environmentally friendly 
hydrogen energy, which could replace fuels such as oil and coal in the 
future [20, 21].

Apart from these usage areas, boron compounds were used in 
photography, pharmaceutical industry, weaving, casting and welding, 
paint and paper industry, delaying the solidification of gypsum and similar 
materials, plastic production, leather making, additive in drilling mud, 
rubber and latex industry, pH control and more, storage of solar energy, 
protection in solar cells, use of cell fuels in the energy sector, processors, 
current plates, semiconductors, vacuum tubes, dielectric materials, 
capacitors in the electricity sector [21].

5. ADVANCED TECHNOLOGY BORON COMPOUNDS

High-tech materials were defined as materials with high added 
value, requiring advanced technology and knowledge. The use of 
industrially advanced technology materials showed harmony with the 
development levels and economies of the countries. High-tech materials 
were composed of pure or very near pure oxides such as magnesium, 
aluminum, zirconium, beryllium oxide, and non-oxide ceramics such as 
silicon nitride, boron carbide, silicon carbide. Some boron compounds 
were used as an abrasive and luminescent, for cutting, sharpening, and 
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polishing metals and superalloys because of its high hardness. Boron 
compounds had a higher cutting rate and sustained heavy-duty capability 
than tungsten carbide. High-tech products had properties such as resistance 
to high temperatures, specific electrical conductivity, chemical resistance, 
resistance to mechanical and thermal stresses (cutting, drilling), biological 
compatibility, semi- or selective permeability, heat repelling and discharge, 
low expansion, and non-toxicity [22-24].

Boron fiber showed the feature of being the first fiber used in high-
tech composite materials. The first production of boron fiber based on 
1960s and it was referred to and used as the original high modulus fibers 
until the commercial production of carbon and/or graphite fibers. Boron 
fiber was defined as special yarns made of metallic boron. It was both 
lighter and had better mechanical properties than steel and aluminum. 
It was used in refractory coatings, electronic, polymer and metal matrix 
composites, because of its high hardness, lightness, tensile strength, and 
corrosion resistance. Commercially used boron fibers were obtained 
by vapor decomposition on a substrate. The use of boron fiber in the 
production of composite materials had not found much place in widespread 
industrial applications due to its quite intensive production and high 
cost of reinforcement material. It was the main component used in the 
construction of aircraft and rocket bodies in developing technology, and it 
entered the civil aviation field as well as it was mostly used in warplanes, 
and it was evaluated in automobile bodies for the purpose of absorbing 
energy especially during impact and absorbing the load that would be 
reflected on the driver. In space studies, the middle body of the space 
shuttle orbiter was made of boron fiber reinforced aluminum composite 
tubes as resulting in a 45% light weight compared to the use of aluminum 
in the initial design [22].

Developments in aerodynamics, high speed wing applications, high 
temperature resistant fuselage, low weight, high capacity and similar 
applications in the aircraft and aviation industry made widespread the use 
of composite materials. Boron-containing composite materials constituted 
a large part of the material used in the vehicles produced in the aviation 
industry. Boron fibers in plastics had a hardness/density ratio of 6 times 
that of aluminum and titanium. It combined high temperature resistance, 
flexibility, lightness, invisibility to radars, power, and ease of manufacture. 
It was utilized in compressor blades of jet engines, and rudders of airplanes. 
Some aircraft types by using high-tech materials containing boron were 
shown in Figure 6 [25].
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Figure 6. Some aircraft types by using high-tech materials containing boron [25]
After diamond and cubic boron nitride, boron carbide was the hardest 

and most durable material. Boron carbide could be produced using 
different boron source and production method. Pure boron carbide crystals 
had a slightly shiny appearance. Hot pressed boron carbide was used in 
abrasive parts, gaskets, making ceramic armoured surfaces. It was used 
as a thermocouple for measuring temperatures above 2000°C and in the 
production of abrasive materials due to its hardness. It was insensitive to 
chemical reactions and radiation. It was an important material used in 
the production of control rods in nuclear power plants due to its neutron 
absorbing feature [26-28].

The metal borides were binary compounds in a wide variety of 
stoichiometry and structure, numbering more than 200. There were 
also ternary and more complex borides, in which more than one metal 
was combined with boron, or the metal combined with both boron and 
another element such as carbon. For example, the electrical and thermal 
conductivity of zirconium diboride and titanium diboride were several 
times higher than that of their metals, and their melting points were 1000°C 
higher than the melting points of their metals. Rare earth hexaborides were 
among the materials with the best-known thermionic permeability [29].

In the studies, it was discovered that magnesium diboride could 
be the superconductor of the future. The fact that superconductivity 
occurred mostly near absolute zero, which was -2730C, and expensive to 
achieve such a low temperature, made magnesium diboride, which had 
a much higher critical temperature, a cheap and efficient alternative. 
Since superconductors could carry very high current densities without 
causing any energy loss, they had many applications such as efficient 
energy transmission from power plants to cities, applications requiring 
strong magnets, storing large amounts of energy in the magnetic field, or 
preventing undesired heating in microelectronics [30].

6. CONCLUSION

Boron was a versatile and indispensable element with a wide range of 
applications due to the compounds. Boron was utilized in glass, ceramics, 
construction, metallurgy, health, agriculture, nuclear and defence 
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industries. Boron products with high added value and a significant role 
in industrial applications were increasing in harmony with technological 
innovations. As a result, studies showed that producing high-tech boron 
products would provide advantageous in future both in Turkey with high 
reserve ratios and in the world. 
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INTRODUCTION

Today, developments in food processing and production technologies 
have accelerated in line with the demands of consumers for high-quality, 
safe and natural foods. In addition to maintaining food safety, minimizing 
the loss of nutritional value from the production stage to the consumption 
stage is among the primary goals of food businesses (Coşkun Topuz and 
Boran, 2018). Milk is a food that is prone to spoilage and has a short shelf 
life with its rich nutrient content and high water activity that can be used in 
the development of microorganisms. In the dairy industry, the inactivation 
of microorganisms and enzymes is important for extending shelf life and 
ensuring food safety, and different heat treatments such as pasteurization 
or sterilization are used for this purpose (Shabbir et al., 2020). However, 
depending on the duration and temperature of the heat treatments applied, 
various losses may occur in the nutritional elements as well as the 
sensory properties of the products such as colour, taste, smell and aroma 
(Evrendilek, 2014). For this reason, in recent years, new techniques have 
been developed as an alternative to heat treatment for the production of 
safe, high quality and highly attractive milk and dairy products. For this 
purpose, many techniques have been developed such as the application of 
pulsed electric field (PEF), high hydrostatic pressure (HHP), ultraviolet 
(UV), ultrasound, cold plasma and supercritical carbon dioxide (SC-CO2). 
The freshness of the products is preserved, the inactivation of unwanted 
enzymes and microorganisms is ensured, and the quality losses are reduced 
to minimum levels (Güven and Yıldız, 2016). Non-thermal preservation 
methods are shown in Figure 1.
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Figure 1. Classification of non-thermal preservation methods
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Pulsed Electric Field (PEF)

It is reported that PEF has an important potential as an alternative to 
traditional heat treatments in the inactivation of pathogenic microorganisms 
and enzymes, especially in liquid foods such as milk (Shabbir et al., 
2020). In this method, the food quality is preserved and the changes in the 
sensory and physical properties of the food are minimized due to the very 
small increase in the temperature of the food during the process (Patel 
et al., 2015). The PEF process is based on the application of short-term 
high-voltage electricity to the food placed between or passed through 
two electrodes (Buckow et al., 2014). In this method, the inactivation of 
microorganisms is carried out by applying an electric field of 10-80 kV/
cm in micro or millisecond times (Syed et al., 2017). In the PEF method, 
charged particles cause a change in the electrical charge of the cell 
membrane, causing the pores to expand. Microorganism inactivation is 
provided by increasing the permeability of the cell membrane (Rashmi 
and Warrier, 2020). The efficiency level of the PEF method; The intensity 
of the electric field can vary depending on factors such as the number of 
stresses, the application time, the pH of the food, and the characteristics 
of microorganisms (Soltanzadeh et al., 2020). The working principle of the 
PEF method is shown in Figure 2.

Figure 2. Working principle of the PEF method (Soltanzadeh et al., 2020)
Most of the studies on the application of the PEF method in dairy 

products such as milk and yoghurt, butter and cheese have focused on 
microbial inactivation. It has been reported in studies that this technique 
is effective in the inactivation of many pathogens such as Bacillus cereus, 
Escherichia coli, Listeria innocua, Listeria monocytogenes, Pseudomonas 
fluorescens, Staphylococcus aureus (Bermúdez-Aguirre et al., 2012; 



Murat Emre Terzioğlu, Sümeyra Işık, İhsan Bakırcı48 .

Walter et al., 2016; Araújo et al., 2021). However, in various studies, it has 
been reported that the activities of enzymes such as lipase and alkaline 
phosphatase, which are important in dairy technology, can be reduced or 
completely inhibited by the PEF method (Bendicho et al., 2002; Castro 
et al., 2019; Yang et al., 2020a). It has been stated that the PEF method 
affects the casein coagulation, size and structure of casein micelles, as 
well as enzyme and microbial inactivation, and thus, it can provide a 
significant advantage in cheese production by showing positive effects on 
milk fermentation and clot hardness (Yangılar and Kabil, 2013; Rashmi 
and Warrier, 2020).

High Hydrostatic Pressure (HHP)

The HHP method, which is based on the principle of compressing the 
water around packaged or unpackaged foods with 100-1000 MPa pressure, 
is preferred more than other non-thermal methods (Oğuzhan, 2013). This 
method ensures the inactivation of enzymes and microorganisms by 
preserving the nutritional and sensory qualities of the foods to a large 
extent and also prevents the negative physical and chemical modifications 
that may occur in the structure of the foods since high temperature is not 
required (Aganovic et al., 2021). The inactivation effect of high pressure 
is explained by the Le Chatelier principle. Accordingly, when an external 
effect is made on the physical system in equilibrium, the system responds 
to this effect in order to restore the balance. As the volume decreases 
due to the increase in pressure, the density increases and therefore the 
equilibrium shifts to the side with the fewest moles. As a result, the 
chemical balance of the system changes (Liu et al., 2020). Based on 
this principle, the HHP method provides microorganism inhibition by 
destroying the cell membrane structure and deactivating the membrane 
permeability (Zhang et al., 2019). However, it has been reported that high 
pressure causes the denaturation of cell membrane proteins and inactivates 
enzymes (Aganovic et al., 2021). The effectiveness of inactivation in the 
HHP method; It can vary depending on the applied pressure, application 
time, temperature, microorganism resistance and the structure of the food 
(Zhang et al., 2019).

Many researchers have reported that L. monocytogenes, E. coli, 
Enterobacteriaceae and S. typhimurium, which can be found in milk, can 
be inactivated by the HHP method (Komora et al., 2020; Liu et al., 2020; 
Yang et al., 2020b). De Oliveira Alves and Pérez (2020) investigated the 
inactivation efficiency of the HHP method on different L. monocytogenes 
strains in cheese. The cheeses inoculated with 12 strains separately were 
subjected to 600 MPa pressure for different times (1, 3, 5 and 10 minutes). 
As a result of the procedure, they reported that the inactivation of L. 
monocytogenes varied between 1.25-6.49 log cfu/g, and the most effective 
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inactivation was achieved with the treatment applied under 600 MPa 
pressure for 5 minutes. In another study, it was stated that vegetative cell 
forms were more sensitive to high pressure than spores, and gram-negative 
bacteria were more sensitive than gram-positive ones (Zhang et al., 2019).

There are also various studies in which the HHP method and different 
methods (usually temperature) are combined for microbial inactivation. 
Chen and Hoover (2003) investigated the inactivation of L. monocytogenes 
in UHT milk at different temperatures (22°C, 40°C, 45°C and 50°C) 
and different pressure levels (400 and 500 MPa). They reported that the 
inactivation rate of L. monocytogenes increased with the use of temperature 
together with pressure, and a decrease of more than 8 logs was obtained 
with 500 MPa pressure at 50°C. The working principle of the combination 
of the HHP method and heat treatment is given in Figure 3.

Figure 3. Working principle of the combination of the HHP method and heat 
treatment (Zhang et al., 2019)

The HHP method improves the structural properties of dairy 
products by providing various changes in the molecular structures of milk 
components as well as microbial inactivation. As a matter of fact, it has 
been reported that positive changes occur in casein micelles with the HHP 
method, β-lactoglobulin is denatured and crystallized in milk fat (Patel et 
al., 2015; Wang et al., 2016; Shabbir et al. 2020). With the HHP method, the 
coagulation time decreased and the yield increased in cheese production; 
In yoghurt, serum separation decreased, the viscosity increased, and 
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rheological and sensory properties improved; In butter, it has been stated 
in studies that the maturation time is shortened by the crystallization of the 
oil (Yangılar and Kabil, 2013; Swelam, 2018; Rashmi and Warrier, 2020; 
Shabbir et al., 2020; Tsevdou et al., 2020).

Ultraviolet (UV)

UV is a non-ionizing form of energy that lies between visible light 
and X-rays in the electromagnetic spectrum. UV, UV-A (315-400 nm), 
UV-B (280-315 nm), UV-C (200-280 nm) and vacuum-UV (100-200 nm) 
with wavelengths in the 100-400 nm range It is divided into four main 
classes, including (Delorme et al., 2020). Among them, it is stated that 
UV-C rays have germicidal properties in bacteria, yeasts, moulds and 
viruses (Guneser and Karagul Yuceer, 2012). It is stated that UV light 
inhibits DNA transcription and replication by photochemical changes in 
nucleic acids and proteins in the cell membrane, resulting in the inhibition 
of microorganisms (Matak et al., 2007).

UV method, which has an important potential in inhibiting 
microorganisms in solid and liquid foods, comes to the fore as an 
alternative to commercial heat treatments (Delorme et al., 2020). The 
effectiveness of the UV method; varies depending on many factors such 
as technical characteristics (wavelength of the beam, amount of the UV 
source, the physical arrangement of the UV source, etc.), biological factors 
(microorganism type, spore/vegetative form, etc.) and the structure of the 
food (optical properties, etc.) (Shabbir et al., 2020; Ricciardi et al., 2021). 
The working principle of the UV method is given in Figure 4. 

Figure 4. Working principle of the UV method (Delorme et al., 2020)

UV-C rays can be used in the sterilization of packaging materials as 
well as food and equipment surfaces that come into contact with food (Koca 
et al., 2018). Studies on the UV method in the dairy industry mostly focused 
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on the inhibition of pathogenic and saprophytic microorganisms in milk 
and the reduction of the surface microflora population in cheese (Bakri et 
al., 2018; Keklik et al., 2019; Ward et al., 2019; Hales and Bastarrachea, 
2021). Ansari et al. (2019) evaluated the thermal inactivation efficiency of 
UV pretreatment on B. subtilis in skimmed and full-fat cow’s milk and 
full-fat sheep’s milk. UV-treated milk was heat treated at 110°C for 30 
seconds. Researchers reported that the number of B. subtilis decreased by 
UV method by about 6 log cfu/mL in skimmed cow’s milk, about 2.90 log 
cfu/ml in full-fat cow’s milk and 1.1 log cfu/ml in full-fat sheep’s milk. 
As a result, the researchers determined that the combination of the UV 
method with temperature could be an alternative to sterilization of milk 
at lower temperatures compared to the UHT method (135°C, 3 seconds). 
According to Keklik et al. (2020) investigated the effects of UV light 
applied to white cheese at different times (5, 15, 30, 45, and 60 seconds) 
and at different distances (5, 8 and 13 cm) on S. aureus and E. coli 
O157:H7. Accordingly, they reported that UV light (91.22 J/cm2) applied 
for 60 seconds from a distance of 8 cm provided approximately 1.31 and 
2.20 log cfu/cm2 reduction in S. aureus and E. coli O157:H7 populations, 
respectively. They also stated that the UV method did not change the pH, 
lipid oxidation and moisture content of the cheese. In another study on 
cheddar cheese, the effect of UV light (0.32-9.63 kJ/m2) at different doses 
on physicochemical and sensory properties and mould inactivation was 
investigated. It was observed that 0.34, 0.69 and 2.49 log reductions were 
observed in the number of moulds in cheddar cheeses, which were exposed 
to UV light at doses of 0.32, 0.96 and 1.93 kJ/m2, respectively. In addition, 
it has been reported that there is no significant difference in composition 
and hardness values between UV-treated kashar cheeses and control group 
cheeses (Koca and Öztürk, 2020).

Ultrasound

In ultrasound application, bubbles are formed when sound waves pass 
through a liquid. After a while, when these bubbles reach the size that 
they cannot absorb the energy, inward explosions called cavitation occur 
and high temperature and pressure fluctuations are observed at that point 
(Açu et al., 2014). Sudden temperature and pressure changes cause some 
physical and chemical changes such as microflow, turbulence, microjet, 
shock waves and radical formation (Carrillo-Lopez et al., 2021). The 
cavitation formation in the ultrasound method is shown in Figure 5.
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Figure 5. Cavitation formation in ultrasound method (Carrillo-Lopez et al., 
2021)

Ultrasound technology is widely used around the world due to 
its harmless, low cost, fast, environmentally friendly and less energy 
requirement. This method has a wide application area in the food 
industry and has great potential in food processing techniques such 
as homogenization, emulsification, mixing, grinding, extraction, 
pasteurization, drying, filtration and crystallization (Rashmi and Warrier, 
2020; Shabbir et al., 2020).

In milk technology, ultrasound application; It is applied for various 
purposes such as ultrafiltration of whey, homogenization of milk fat, 
shortening of fermentation time, shortening of ripening time in cheese, 
crystallization of lactose and microbial inactivation (Akdeniz and Akalın, 
2020; Bhargava et al., 2021). In the literature, yoghurt (Körzendörfer and 
Hinrichs, 2019; Delgado et al., 2020), cheese (Carrillo-Lopez et al., 2020; 
Crespo et al., 2020) and ice cream (Jambrak et al., 2012; Aslan Türker 
and Dogan, 2021) on the physicochemical and textural properties of dairy 
products, there are many studies examining the effects of ultrasound 
application. However, some studies on the inactivation of microorganisms 
by ultrasound are also available in the literature (Bermúdez-Aguirre et al., 
2009; Herceg et al., 2012; Cregenzán-Alberti et al., 2015; Li et al., 2019). 
It has been stated that microorganisms and enzymes are inactivated by 
the cavitation effect in ultrasound technology, thus increasing the quality 
of the products and extending the shelf life (Rashmi and Warrier, 2020). 
Bermúdez-Aguırre et al. (2011) investigated the inactivation of L. innocua 
in raw milk by thermosonication. The researchers reported a decrease of 
approximately 5 logs in the number of L. innocua 5 minutes after applying 
thermosensation (63°C, 24 kHz, 129 mW/mL), and a decrease of 
approximately 6 logs after 30 minutes. According to Tavsanli et al. (2021), on 
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the other hand, investigated the effect of ultrasound on pathogenic bacteria 
by applying ultrasound to raw goat milk under different conditions (100%, 
50% and 10% amplitude, 20 kHz). They determined that the inactivation 
rate of Brucella melitensis, S. typhimurium, E. coli, L. monocytogenes and 
S. aureus was approximately 99% by ultrasound method.

Cold Plasma

The ionization of gases to plasma can be achieved by various methods 
such as thermal, electrical or laser. Properties of plasma; it is affected by 
various factors such as process parameters (pressure and temperature), gas 
used and its composition (oxygen, air, helium, argon or nitrogen) and power 
source (radio wave, corona discharge, dielectric discharges, microwave 
or plasma jet). The formation of reactive species is largely dependent on 
the gas used and the composition of the gas (Rashmi and Warrier, 2020; 
Rathod et al., 2021). The plasma production scheme is given in Figure 6.

Figure 6. Plasma production scheme (Mandal et al., 2018)
Plasmas are divided into two, according to their thermodynamic 

properties, as hot plasma is produced at high temperatures (9000°C and 
above) and cold plasma is produced at atmospheric conditions (30-60°C) 
(Rathod et al., 2021). In hot plasma, there are basically many ions in 
the environment and very high energy levels are reached. Cold plasma, 
on the other hand, is used in various fields such as decontamination 
of contaminated surfaces, surface treatment, sterilization of medical 
instruments and ensuring food safety (Albayrak and Kılıç, 2020).

Cold plasma technology is one of the newest technologies for heat-
sensitive foods (Annor, 2019), its low-temperature feature and high 
efficiency in microbial inactivation are among its most remarkable features 
(Shabbir et al., 2020). Microorganisms are inhibited in this method by three 
basic mechanisms: abrasion of cell surfaces caused by reactive species 
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formed during plasma production, DNA destruction as a result of the use 
of UV rays as an energy source, and detachment of compounds that can 
turn into gas as a result of the combustion of oxygen atoms (Albayrak 
and Kılıç, 2020). Since the penetration depth of plasma reagent species is 
limited, only surface decontamination of solid foods is provided (Mandal 
et al., 2018).

There are a limited number of studies examining microbial 
inactivation efficiency with cold plasma application in milk and dairy 
products. In the current studies in the literature, it has been reported 
that E. coli, L. monocytogenes and Salmonella in milk and cheese were 
successfully inactivated using cold plasma technology (Ruan et al., 2010; 
Gurol et al., 2012; Ott et al., 2022). Wan et al. (2021) subjected fresh cheese 
inoculated with L. innocua and E. coli to cold plasma treatment at different 
voltages (60 kV, 80 kV and 100 kV). Researchers stated that 100 kV energy 
application reduced the number of L. innocua and E. coli by 1.4 log cfu/g 
and 3.5 log cfu/g, respectively. Aguilar Uscanga et al. (2022) investigated 
the inactivation of E. coli ATCC 25922, Salmonella ATCC13076 and S. 
aureus ATCC 6538 microorganisms in traditional cheeses by cold plasma. 
They reported that by applying energy of 30 V to cheese at different 
intervals in the dielectric barrier discharge reactor (DBDR), they achieved 
a reduction of about 5 logs in these microorganisms and that plasma had 
an inhibiting effect on pathogens.

Super Critical Carbon Dioxide (SC-CO2)

There is a supercritical region where liquids or gases exhibit 
low viscosity and surface tension, and high density and intermediate 
diffusion properties. Supercritical fluid application is related to the 
physical and chemical properties of the substance (Amaral et al., 2017). 
Various substances such as ammonia, ethylene and water are used in 
the supercritical fluid application, and carbon dioxide (CO2) is the most 
preferred supercritical fluid (Zabot et al., 2015). Supercritical carbon 
dioxide (SC-CO2); is used in different ways such as liquid carbon dioxide, 
dense phase carbon dioxide and high-pressure carbon dioxide (Hu et al., 
2013).

In addition to its low acidity and high water activity, milk creates 
a suitable environment for the development of microorganisms such as 
E. coli, Salmonella, Coxiella burnetii and L. monocytogenes (Cappato et 
al., 2017). It has been reported that the temperature, pressure and time 
parameters of the SC-CO2 method, as well as the cell cytoplasm and 
cell wall structure of the targeted microorganisms, are directly effective 
in providing microbial inactivation in milk. It has also been reported in 
studies that gram-negative bacteria are more sensitive than gram-positive 
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bacteria and vegetative cells are more sensitive than spores against the SC-
CO2 method (Bae et al., 2009; Calvo and Torres, 2010; Banana, 2013). The 
mechanism of action of the SC-CO2 method on microorganisms is given 
in Figure 7.

Figure 7. The mechanism of action of the SC-CO2 method on microorganisms 
(CW: cell wall, CM: cell membrane) (Efaq et al., 2015)

In addition to microorganisms that cause deterioration in milk and 
dairy products, enzymatic activities also constitute an important risk 
factor in terms of shelf life and health. In order to protect consumer health, 
preserve the structure of milk and its products and extend the shelf life, 
unwanted microorganisms and some enzymes must be inactivated. The 
SC-CO2 method can be preferred in order to inactivate enzymes and 
microorganisms in milk and dairy products, as well as to preserve their 
physical, chemical and sensory properties (Smigic et al., 2019).

Compared to the HHP method (average 50-1000 MPa), the SC-CO2 
method (average 10-20 MPa) uses lower pressures for enzymatic and 
microbial inactivation, resulting in lower processing costs and shorter 
processing times. In addition, with the SC-CO2 method, mass transfer is 
realized at a higher rate, losses in terms of essential nutrients and sensory 
properties of foods, especially milk and dairy products, are kept at a 
minimum level, quality products are produced and the risk of chemical 
residues is eliminated (Khosravi-Darani, 2010; Ceni et al., 2016). Xu et 
al. (2011) reported that the SC-CO2 method increased the particle size 
and protein density in whey protein isolation and provided a high-quality 
product. Vo et al. (2013) reported that the use of the SC-CO2 method under 
0.7 MPa pressure for 25 minutes completely inhibited E. coli, and the 
effectiveness of CO2 in the inhibition of E. coli increased with the decrease 
in pH value. García-Cano et al. (2021) reported that the allergenic effect of 
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β-lactoglobulin in cow’s milk, which causes allergies in some individuals, 
is reduced by incorporating the SC-CO2 method into the process. On the 
other hand, Walter et al. (2021) revealed that the use of supercritical extracts 
in yoghurt production increases yoghurt’s antioxidant properties and 
functionality without affecting physicochemical and sensory properties.

CONCLUSION

Traditional heat treatments used in milk and dairy products to inhibit 
enzymes and pathogenic microorganisms, as well as spore and vegetative 
forms of pathogenic microorganisms, cause losses in the nutritional values 
of these products and can also lead to various negativities in sensory 
properties such as color, taste, smell and aroma. Non-thermal alternative 
storage methods (PEF, HHP, UV, ultrasound, cold plasma and SC-CO2 
technologies) used to obtain products such as milk, yogurt, cheese, butter 
and ice cream with the desired microbial safety and quality, highly preserved 
naturalness and high economic value with minimum loss in nutritional 
values and sensory properties have an important potential as an alternative 
to heat treatments. These methods slow down the Maillard reaction in 
milk, provide denaturation of α-lactalbumin and β-lactoglobulin, reduce 
serum separation in yoghurt, increase viscosity and curd firmness, and 
increase ripening speed in butter and ice cream. In addition, these methods 
allow for an increase in the yield in cheese production and easily process 
the whey. It is thought that the use of non-thermal preservation methods, 
which have many advantages, in various food sectors, especially in the 
dairy industry, will increase significantly after extensive research and 
optimization studies.
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INTRODUCTION

Water scarcity at the global level is one of the main challenges faced in 
many places across the world (Baghbanzadeh et al. 2017; Wang et al. 2017; 
Cao, Wang and Chen 2019; Kahil et al. 2019; Lim et al. 2019). Owing to fast 
urbanization and industrialization, water requirements are ever-increasing 
(Arbués, García-Valiñas and Villanúa 2010; Kappel et al. 2014; Goswami et 
al. 2018). Even though the contamination of existing water resources which 
co-exists together with global climate change (Goswami et al. 2018) and 
non-climatic drivers, drought, solid waste leachate, intensive agricultural 
activities, and industrial utilization (Wang et al. 2016) erosion, inadequate 
infrastructure (Medeiros et al. 2017) has substantially augmented the 
requirements for clean freshwater resources (Bai et al. 2015), it is worsened 
by sources of water pollution such as sewage apart from the discharge 
of untreated domestic and industrial waste (Dharminder et al. 2019), 
municipal (Zhang et al. 2020), agricultural (Mohajeri et al. 2020), landfill, 
leaking underground storage tank (Rodrıguez et al. 2004), stormwater. 
Therefore, safe, clean, and desirable drinking waters free from existing 
microplastics (Shen et al. 2020), coliform bacteria, viruses, pathogenic 
microorganisms (Bagheri and Mirbagheri 2018; Wang et al. 2019), residual 
particles, organic micropollutants (Goswami et al. 2018; Di Marcantonio 
et al. 2020; Wang et al. 2021) and convenient sanitation have historically 
been a primary issue for all the world (Sillanpää et al. 2018). 

To meet the progressive demand for freshwater resources and to 
produce treated wastewater with high-quality standards, membrane 
bioreactors (MBRs) are a reliable and promising technology that 
attract significantly attention as perhaps the fastest growing technology 
among treatment applications that may differ depending on wastewater 
characteristics, discharge limits, the method to be applied and treatment 
cost (Lee, Kang and Shin 2003; Guo, Ngo and Li 2012; Fortunato et 
al. 2016; Wong et al. 2016; Aslam et al. 2017; Lim et al. 2019; Ng et al. 
2020). MBRs are different from conventional activated sludge systems 
since MBRs have small reactor volume, high MLSS concentrations and 
high volumetric loading, less waste activated sludge formation, no odor 
problems arising from the final settling ponds, the system being more stable 
against fluctuations in the influent organic loads, no sludge bulking and 
rising problems, ease of operation of the system, less space requirement, 
no need for a disinfection unit, high effluent quality (Meng et al. 2009; Guo 
et al. 2012; Lin et al. 2014; Besha et al. 2017; Bagheri and Mirbagheri 2018; 
Lim et al. 2019). In contrast to the advantages and popularity of MBRs in 
wastewater treatment, the principal concern related to this technology is 
the control of membrane fouling (Lin et al. 2020). Membrane substitutes 
for the major restriction to membrane process operation (Bagheri and 
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Mirbagheri 2018) and considerably decreases membrane performances 
and lifespan (Rosenberger et al. 2006; Meng et al. 2009; Jegatheesan et 
al. 2016). These restrictions can be occurred by bulking sludge (Pan et 
al. 2010), increase in transmembrane pressure (TMP), increase in MLSS, 
increase in  F/M rate, increase in EPS (Pan et al. 2010) and SMP (Shi 
et al. 2018), decrease in permeate flux (Jegatheesan et al. 2016), decrease 
in SRT and HRT, sub-critical flux value (Zhang et al. 2006; Rosenberger 
et al. 2006; Meng et al. 2009; Bagheri and Mirbagheri 2018). This may 
be proved by the ever-increasing academic research related to membrane 
fouling in MBRs (Lin et al. 2020). Recently, significant several articles 
about this issue have been published. Fig. 1 shows the chronological 
variations of SCI articles regarding membrane fouling and MBRs. Almost 
whole of these studies have been conducted on different focus points. For 
this reason, it is necessary to compare and sum up the literature findings 
on membrane fouling in MBRs, especially in recent years. Therefore, the 
objectives of this article are to emphasize the primary problems under 
different circumstances in various membrane applications and to provide 
some advice to enhance the performance of MBR by alleviating membrane 
fouling depending on past and current academic findings.

Figure 1. The diagram shows the yearly academic research on MBR fouling and 
MBRs.

Basics of membrane fouling in MBRs

Membrane fouling is a great barrier that affects water infiltration and 
the dissolved matter transport through the membrane (She et al. 2016), 
causing go worse fundamental membrane performance (Goh et al. 2018). 
This fouling occurred in membranes limits the amount of permeability of 
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the membrane. That is, it causes a decrease in the clean water output treated 
per unit membrane area. Membrane fouling features under sub-critical flux 
operation in MBRs have been investigated by many researchers (Wang et 
al. 2008; He et al. 2017; Borea et al. 2018; Nguyen et al. 2019; Banti et al. 
2020). Membrane fouling in MBRs may be referred to as extracellular 
polymeric material (EPS) (Lin et al. 2014), soluble microbial products 
(SMP) (Teng et al. 2020), colloidal substances (Banti et al. 2020), dissolved 
organic matter (DOM) (Chon et al. 2020), organic and inorganic substances 
(Her et al. 2008), sludge flocs (Aslam et al. 2017) and biopolymer parts 
(Yin et al. 2020b). As shown in Table 1, factors contributing to membrane 
fouling can be divided into three major categories including operating 
conditions, biomass characteristics, and membrane properties.

Table 1. Factors affecting membrane fouling in MBRs (Bagheri and Mirbagheri 
2018).

Operating conditions Biomass characteristics Membrane properties
Configuration MLSS Material
Cross-flow velocity EPSs Configuration
Aeration SMPs Hydrophobicity
Hydraulic retention time Particle size distribution Surface porosity
Sludge retention time Floc structure Pore size
Organic loading rate Microbial community Pore size distribution
DO Dissolved matter Molecular weight cut-off
TMP
Permeate flux
Temperature
Influent composition

As schematically illustrated in Fig. 2, the steps of membrane fouling 
are adsorption, pore-clogging, gel-layer formation, and cake-layer 
formation caused by interactions between the particles and the membrane 
surface (Meng et al. 2009; Lin et al. 2020).
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Figure 2. The formation of membrane fouling in MBRs: (A) pore-clogging, 
(B) gel-layer composition, and (C) cake-layer composition in MBRs (Lin et al. 

2020).
The place where it occurs pollution in MBRs is divided into three as 

concentration polarization (Li et al. 2019), internal pollution, and external 
pollution (Zuthi et al. 2017). Concentration polarization causes resistance to 
fluid flow by increasing osmotic pressure, causing often means flux decline 
(Giacobbo et al. 2018). Internal fouling takes place by storage and adsorption 
of micro-molecules. External fouling is known as the formation of biofilm 
and storage of macromolecules, colloids, and particles on the membrane 
surface (Zuthi et al. 2017). As shown in Fig. 2, blocking of average pore 
sizes by contaminants of the membrane refer to pore-clogging because of 
the restriction of membrane pores ending up with tiny particles reaching 
into pore walls, while cake formation results from macromolecules such 
as DOMs, EPS, and SMP which are big pollutant particles and it occurs 
outside the membrane surface by increasing hydraulic resistance (Meng et 
al. 2007; Zheng et al. 2018). Also, the gel layer on the membrane surface 
occurs due to solidifying of dissolvable and colloidal microbial products 
(DCMPs), causing highly severe membrane fouling in MBRs (Chen et al. 
2019). But, the ultimate layer that happened on the membrane surface may 
be eliminated by air scouring or the turbulence resulting from cross-flow 
(Iorhemen, Hamza and Tay 2016). 
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Figure 3. Effect of contaminants such as EPS, SMP, living, and dead cells on 
TMP pressure time-varying (Meng et al. 2017).

TMP has three phase profiles: a sharp increase in TMP,  a gradual 
rise in TMP, and a sudden rapid increase in TMP (Jiang et al. 2018; Lin 
et al. 2020). (Zheng et al. 2018) reported that membrane filtration at low 
TMP may decrease fouling and concentration polarization when it has a 
lower flux, also (Zhang, Ding and Technology 2015) reported that higher 
TMP can promote driving force and therefore enhance flux and eliminate 
blocking fouling. Furthermore, (Rios et al. 2011) observed TMP merely 
had an effect on permeability, and higher TMP had hardly any effect on 
increasing microfiltration performance because of fouling effects. So, 
choosing of TMP convenient for membrane filtration is necessary (Luo 
et al. 2013). During operational conditions, at fixed TMP, infiltrate flux 
decreases with membrane fouling, causing the increase in TMP. TMP may 
also increase with decreasing HRT, which can cause enhancement growth 
of biomass and accumulation of SMP and an increase in sludge viscosity 
and EPS concentration, and higher MLSS concentration stemmed from 
longer SRT (Huang, Ong and Ng 2011). To sum up, as shown in Fig. 3, 
increase in TMP bring about the blocking of membrane pores, surpass 
critical flux value, accumulation of particle residuals, changes in the cake 
layer form, and changes of flux due to severe membrane fouling (Cinar et 
al. 2016; Skinner et al. 2018; Zhao et al. 2020; Schiffer et al. 2020). During 
MBRs operation, the features of membrane foulants change depending 
on time. EPS formation is regarding growth and substrate utilization. So, 
the rise of the organic loading rate or F/M rate will cause the formation of 
more bound EPS (Meng et al. 2009). In addition, aeration which provides 
dissolved oxygen in MBR is an important operating parameter for the 
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decrease in biofilm formation (Lee et al. 2009). Being inactive or dead 
of cells may be related to existing oxygen concentration. Cells in the 
deeper of the biofilm can die since anoxic or anaerobic conditions may 
develop (Hastuti, Medawaty and Pamekas 2011), causing the accumulation 
of considerable biopolymers and other cell degradation products. Yet, 
the live cells on the surface of the biofilm can support and boost the 
biodegradation of the deposited biopolymers (Meng et al. 2017). EPS can 
be also significantly affected by SRT which is one of the most important 
operating parameters affecting MBRs performance. As SRT increased, 
that is, as the biomass stays for a longer time in the system it causes a 
decrease in EPS concentration and TMP while lower SRT, which leads 
to the metabolism to quicker growth causes a rise in EPS concentration, 
and both increase the produced amounts of proteins and polysaccharides 
at the cake layer level and changes the fine structure of these extracellular 
molecules in the MBR, which brings about rise in membrane fouling 
and decrease in membrane performance (Silva et al. 2016). So, too short 
and long SRT could negatively affect membrane performance and result 
in extreme membrane fouling. (Hasan, Elektorowicz and Oleszkiewicz 
2012) stated that TMP was influenced by the soluble carbohydrates (EPSc) 
and soluble proteins (EPSp) and EPSp contributed to membrane fouling 
more than EPSc. SMP have also strong relation with TMP which has 
three phase profiles; and causes significantly membrane fouling in MBRs 
(Shi et al. 2018). (Mahendran et al. 2011) also stated that proteins and 
polysaccharides are predominant contaminants existing on the membrane 
surface during MBR operation but the polysaccharides are more steady 
biofouling and more resistant to removal by oxidizing agents such as 
sodium hypochlorite. Moreover, the biofouling of membranes in MBRs 
is due to the emergence of abundant bacterial species on membranes. 
Though the major responsibility for this biofouling is high-abundance 
species that dominated the biofilm community (Zhang et al. 2018), since 
the accumulation of some low-abundance colonizers on the membrane can 
trigger the formation of biofilm, they are harmful to membrane filtration. 
So, during membrane fouling control must be concentrated on removal 
of some low-abundance bacteria rather than the high-abundance bacteria 
(Zhang et al. 2018; Xu et al. 2019). 

Biofouling

One of the most significant operational problems in membrane 
practices, biofouling refers to microorganism’s adhesion and cell growth 
and proliferation on the membrane surface, which has created a significant 
apprehension during membrane filtration operation and biofouling bring to a 
decrease in the performance of MBRs because of EPS and SMP deposition 
(Kampouris et al. 2018). Biofouling has been known as a contributing factor 
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to >45% of whole membrane fouling and it is an important problem for 
membrane separation processes such as microfiltration and ultrafiltration in 
that microbial flocks are larger than membrane pores (Kimura, Tanaka and 
Watanabe 2014; Bucs et al. 2018). Microorganisms such as Mycobacterium, 
Flavobacterium, Pseudomonas, Bacillus, Cytophaga, and Lactobacillus tend 
to increase by forming a biofilm that consists primarily of microbial cells 
and EPS. EPS can change in chemical and physical features, but include 
primarily polysaccharides, proteins, glycoproteins, lipoproteins, and other 
macromolecules of microbial origin (Matin et al. 2011; Guo et al. 2012; Goh 
et al. 2018). Even though the physical features of the biofilm are mostly 
specified by the EPSs, the physiological features are specified by the bacterial 
cells (Matin et al. 2011). EPSs which are linked to biofouling emergence 
consist of a multilayer of living, inactive, and dead microorganisms. The 
formation of EPSs is significant because it both keeps off nutrients from the 
environment to survive of bacteria and maintains a stable arrangement of a 
microbial consortium composed of distinct species (Matin et al. 2011). Also, 
other important factors related to the biofouling of membrane in MBRs 
are MLSS, OLR or F/M ratio, HRT, SRT, dissolved oxygen concentration 
(DOC), salinity, cations in feedwater, nutrients, and temperature (Guo et al. 
2012). Biofilm formation together with the effect of these factors may take 
place in three stages; bacteria attachment, reproduction, and detachment 
phase (Ramsey and Whiteley 2004; Noori et al. 2019) as illustrated in Fig. 
4. The first step comprises the preconditioning of the membrane surface 
with organic macromolecules and inorganic compounds (Liu and Mi 2014; 
BinAhmed et al. 2018). It has been stated that this conditioning increases the 
attachment of cells to the surface (Matin et al. 2011; Suwarno et al. 2016). 
After, the adsorption of these matters create a surface that is enriched in 
nutrient and convenient in terms of bacteria adhesion (Ronen et al. 2015; Goh 
et al. 2018). The bacteria attachment stage can be affected by several factors. 
These factors may be membrane characteristics, microbial properties, and 
operational conditions (Jiang, Li and Ladewig 2017). The next stage consists 
of clustering the attached cells and the formation of microcolonies (Johnson 
2008). In this stage, cells start to generate exopolymers, grow and reproduce 
by consuming nutrients (Melo and Flemming 2010; Matin et al. 2011; 
Bjarnsholt 2013; Khatoon et al. 2018). During the cell reproduction process, 
EPS which includes components polysaccharides, nucleic acids, proteins, 
lipids, and other biopolymers is continually being produced and it may make 
biofilm structure more powerful (Matin et al. 2011; Toyofuku et al. 2016). In 
the last stage of biofilm formation, cells leave from mature biofilm owing 
to both lack of nutrients and an increase in population density. After, cells 
provide biofilm formation on new sites for further multiplication (Rochex 
and Lebeault 2007; Matin et al. 2011; Kim and Lee 2016; Jiang et al. 2017; 
Armbruster and Parsek 2018; Goh et al. 2018).
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Figure 4. Biofilm formation steps on the membrane surface.
The Biofilms Hypertextbook: Introduction to Biofilms Alfred B. 

Cunningham, John E. Lennox, and Rockford J. Ross, Eds. 2001–2008.

(Bucs et al. 2018) stated that biofouling may not be avoided, so control 
strategies must focus on decreased or delayed impact of deposited biofilm 
on performance, delayed biofilm formation, and removal of biofilm by 
developed cleaning strategies. To determine fouling on the membrane 
surface may be useful applications such as cell scanning electron 
microscopy (SEM), CLSM, atomic force microscopy (AFM) (Miyamoto 
et al. 2019), direct observation through the membrane (DOTM) (Yachnin, 
Ramon and Technology 2017), energy dispersive X-ray spectroscopy 
(EDX), fourier transform infrared (FT-IR) spectroscopy, confocal laser 
scanning microscopy (CLSM), zeta potential, optical profilometer and 
contact angle, and flux modeling (Kaya et al. 2019). (Kaya et al. 2019) used 
flat-sheet and hollow-fiber membranes. They stated that the cake layer 
on the flat-sheet membrane occurred much more than that on the hollow-
fiber membrane and also the thickness of the cake layer on the flat-sheet 
membrane was influentially decreased technique of physical stripping. 
However, because of irreversible fouling on the membrane, they reported 
that these techniques for the hollow-fiber membrane were more effective. 
In recent research, it has been observed that flux and sludge flocks also 
have an effect on biofouling. As regarding these factors, (Christensen et 
al. 2018) stated that the fastest flux fall happened in the solute fraction 
because of the formation of irreversible fouling, which then this fraction 
contained foulants smaller than the membrane pore diameter (0.2 μm) and 
stated that the existence of sludge flocs decreased formation of an external 
fouling layer and concentration of foulant because this can be due to surface 
erosion or more turbulence close to the membrane surface by sludge flocs. 
For this reason, membrane fouling, concentrations of solutes and colloids 
should be kept low, but the concentration of sludge flocs high (Iorhemen, 
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Hamza and Tay 2017). In addition to applications, (Maliszewska and 
Czapka 2020), for the removal of biofoulant on the surface of membranes, 
in dielectric barrier discharge (DBD) plasma technology for 3–10 min, 
which equates to a plasma dose of 13–42 J cm−2 performed removal of 
biological cells from the membrane surface. This study has shown that the 
removal of biofouling on the membrane surface is very effective and the 
biofouling removal relies on the membrane type and the exposure time 
to non-thermal plasma. Moreover, to enhance membrane performance, 
a recent study also revealed that membrane material modified like the 
addition of polyvinylpyrrolidone (PVP), UV irradiation, and thermal 
annealing allowed less foulant deposition on the membrane surface and 
the initial flux of modified membrane increased up to 200% by comparison 
with unmodified membrane, indicating that the modified membrane has 
perfect stability in term of permeate flux and rejection performance and 
has formed less foulant deposition on the membrane surface (Kusworo 
et al. 2020). Admittedly, these technologies and applications could be an 
important part of removing the biofouling of membranes. However, the 
improvement of more convenient strategies to control membrane biofouling 
in MBRs still requires a better understanding of features and behaviors of 
biofilm (Kochkodan and Hilal 2015; Bucs et al. 2018).

Organic Fouling 

Organic fouling and inorganic scaling are major obstacles that 
substantially limit the performance of the membrane, that is, cause flux 
decline and a rise in transmembrane pressure and it is difficult to eliminate 
owing to their complex structure (Antony et al. 2011; Quay et al. 2018). 
Organic foulants in MBRs are known as alginate, octanoic acid, humic 
acids, hydrophilic carbohydrates, EPS, aquatic humic substances, bovine 
serum albumin, natural organic matter (NOM), transparent exopolymer 
particles (TEP), biopolymers, proteinaceous compounds (Jiang et al. 2017). 
Yet, bovine serum albumin (BSA), alginate, and humic acid among organic 
foulants have become the focus of interest in research areas.  Also, other 
substantial factors affecting organic fouling are feedwater composition, 
foulant-surface, and foulant–foulant interplay (Mi and Elimelech 
2010). (Wang and Li 2008) researched to evaluate the accumulation of 
biopolymer deposits in MBRs and its effect on membrane fouling. To 
research membrane fouling used a laboratory-scale submerged membrane 
bioreactor (SMBR) with a hollow-fiber membrane module under diverse 
operational conditions. The conclusion of their work demonstrated that the 
sludge supernatant inside the SMBR had higher organic ingredients than 
the MBR effluent. Analyzes in the SMBR system show that biopolymer 
clusters (BPC) are larger in size than soluble microbial products (SMP). 
The findings of their experiment show that BPC is an important foulant 
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and have a substantial effect on membrane fouling and also a private form 
of organic matter that is created by the adsorption and affinity clustering of 
mainly SMP within the sludge layer deposited on the membrane surface. 
The deposition of BPC bring about a fouling layer on the membrane 
surface, and so causing a serious problem such as resulting in irreversible 
fouling and reversible fouling (Yan et al. 2021). Therefore, it is inevitable 
to remove BPCs because of membrane fouling effects. Characterization 
of the fouling membrane can make through solid state 13C-nuclear 
magnetic resonance (NMR) spectroscopy, high performance size-
exclusion chromatography (HP-SEC) (Meng et al. 2009), physicochemical 
analyses including SEM, excitation-emission matrix (EEM), aggregate 
size, zeta potential and fourier transform infrared (FTIR). FTIR analyses 
show that membrane fouling happens due to organic foulants such as 
polysaccharide-like, protein-like and humic substances, thereby indicating 
the existence of ALG, BSA, and HA foulants on the membrane (Nguyen 
et al. 2020). Aggregation extent provides a profound analysis of distinct 
fouling behavior by determining the features of fouling (Banti et al. 2018). 
The aggregation and the form of the particles can be confirmed by the 
Small-angle X-ray scattering method (SAXS) (Abdelrasoul et al. 2017). 
Solidstate 13C-nuclear magnetic resonance (NMR) spectroscopy which is 
a strong analytical tool for inquiry of the characteristics of organic matters 
revealed that the nature of the membrane foulants changes rely on F/M 
but a high F/M rate will make foulants more proteinaceous (Kimura et al. 
2005). Scanning Electron Microscope (SEM) is used both to specify the 
aggregation of bacteria and their end-products forming a thick biofilm on 
the membrane surface (Flimban et al. 2020) and to compare the foulant 
coverage and morphology on the membranes (Freire-Gormaly and Bilton 
2019). High-performance size-exclusion chromatography (HP-SEC) is a 
well-demonstrated and easily available technique that defines distributions 
of apparent molecular weight (AMW) (Liu et al. 2016). EEM is a strong 
and helpful tool not only for the rapid and sensitive characterization of 
DOM in MBR but for monitoring pollutant transformation and membrane 
fouling also (Yu et al. 2020). Zeta potentials can give beneficial knowledge 
about internal and external fouling characterization because membrane 
zeta potential is in part as a result of the existence of foulant materials on its 
surface and also it gives information related to surface electrical features 
in a certain physicochemical setting (Rouquié et al. 2020). Lately, in order 
to insight into the composition of organic as fouling on the membrane 
surface, (Motsa, Mamba and Verliefde 2018) used a thin-film composite 
(TFC) FO membrane. They used alginate, BSA, humic acid, and octanoic 
acid as model foulant in order to represent carbohydrates, proteins, humic 
substances, and fatty acids. Although humic acid and octanoic acid have 
no significant effect on permeate flux loss, alginate and BSA and their 
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mixtures have caused substantially total flux loss. The addition of humic 
acid to the BSA and alginate mixture further worsened existing membrane 
fouling. They also stated that foulants like carbohydrates, proteins, and 
polysaccharides on the membrane surface increase flux loss. Furthermore, 
their study finds out the effect of organic foulants on membrane fouling 
layer structure and severe permeate flux loss (Nguyen et al. 2020). For 
this reason, to mitigate membrane fouling that can derive from the effect 
of such organic foulants, (Li et al. 2020) used UV/H2O2 and UV/PS that 
are pre-treatment processes for the UF process and reported that UV/H2O2 
and UV/PS strikingly reduced all the organic micro-pollutants (OMPs) 
by more than 80%. In another study, (Yin et al. 2020b) stated that O3/
SUF system influentially prevented irreversible membrane fouling, and 
also the application of O3 may decrease the stickiness of the surface of 
organic pollutants and thus this application is advantageous to remove the 
pollutants clustered on the membrane surface by chemical backwashing. 
Similarly, (Yin et al. 2020a) used pre-ozonation before membrane filtration 
to mitigation of membrane fouling from biopolymers and they selected 
bovine serum albumin (BSA) and sodium alginate (SA) as representatives 
of protein and polysaccharides, respectively. The results showed the 
reduction of organic fouling on the membrane surface was restricted at 
an ozone dose of 0.05 mg O3/mg DOC but during an ozone dose higher 
than 0.10 mg O3/mg DOC, pre-ozonation influentially increased the 
permeate flux and reduced the irreversible fouling as well as decreased 
the clustered of BSA and SA on the membrane and the adhesive force 
between BSA or SA and membrane surface. In summary, these studies 
made related to membrane fouling verify that SMP and EPS compounds, 
which are the major causes of organic pollution on the membrane surface, 
have too important an effect on the formation of membrane pollution. 
However, it has been observed that organic fouling of membranes caused 
by biopolymers may still be mitigated influentially by pre-ozonation.

Inorganic Scaling

The inorganic scaling that happened by the precipitation and 
crystallization processes is due to the accumulation of calcium, 
magnesium, carbonate, sulfate, and phosphorus on the membrane surface 
(Goh et al. 2018). The major components causing inorganic scaling are 
inorganic salts, containing CaSO4, CaCO3, SiO2, and BaSO4 (Wang 2005) 
and matters including cations and anions such as Ca2

+, Mg2
+, Fe3

+, Al3
+, 

SO4
2-, PO4

3-, CO3
2-, OH-, etc. (Wang et al. 2014). The negatively charged 

membrane surface charge can also cause inorganic fouling due to reacting 
with the negatively charged membrane surfaces of some cations such as 
Ca2

+ and Al3
+  in the mixed liquor-suspended solids (Iorhemen et al. 2016). 

Membrane scaling precipitation occurs under process conditions leading 
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to the formation of oversaturation because of its association with soluble 
salts. These scalants adversely affect membrane performance by reducing 
permeate flow as a result of adhesion to the membrane surface, thereby 
blocking the membrane pores. Bulk crystallization refers to crystal 
particles constituted in the bulk phase via homogeneous crystallization 
and then deposit on the membrane surface as particles (Pääkkönen et al. 
2009; Shirazi, Lin and Chen 2010). The most substantial extent of fouling 
from bulk crystallization occurs at intermediate cross-flow velocity and 
higher pressure (Lee and Lee 2000). Surface crystallization generates solid 
crystals directly on the membrane surface. Scala formation occurring on 
the membrane surface is also as a result of the lateral growth of crystals 
formed on the active regions of the membrane (Shirazi et al. 2010). (Lee 
and Lee 2000) also suggested that it decreased with an increase in flux 
velocity, though the fouling from surface crystallization boosted with a 
rise in operating pressure. Especially in high pressure membrane systems, 
concentration polarization is known that the principal factor increasing 
salt concentration at the membrane surface, thereby causing particle 
deposition (Tang et al. 2010; Goh et al. 2018; Hejase and Tarabara 2021). 
Factors affecting scale formation be connected with the composition 
and temperature of feed water, water chemistry, operating conditions, 
membrane morphology, and hydrodynamic characteristics of the membrane 
(Touati et al. 2020). The most common control strategies used to mitigate 
inorganic scaling are pretreatment technologies, membrane monitoring 
and cleaning, surface modification, and novel membrane materials (Jiang 
et al. 2017). The basic phases of inorganic scaling are illustrated in Fig. 5 
(Touati et al. 2020). 

Figure 5. Schematic illustration of the critical steps in scale formation onto the 
RO membrane surface over time (Touati et al. 2020).
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One of the most important factors is the nucleation process by which 
the free or dissolved ions or molecules amass and coordinate to set up 
new structures (Goh et al. 2018; Al-Ghamdi, Alhadidi and Ghaffour 2019; 
Touati et al. 2020), thereby causing membrane surface deposited with the 
inorganic scales that causes a rise in permeate flux decline and blocks 
membrane pores. Hence, it has been stated that membrane cleaning 
isn’t appropriate through only physical activities such as relaxation and 
backwashing because of the limited ability to eliminate scaling and 
other foulants (see Fig. 5) (Weerasekara, Choo and Lee 2014). Therefore, 
removing inorganic scaling or reducing its effect must be concentrated on 
developing mitigation and preventive measures and promoting membrane 
performance (Ashfaq et al. 2020). Experimental studies have indicated that 
inorganic scaling can be eliminated both by pre-treatment of feedwater 
and chemical cleaning. The major chemical types and some of the often-
used chemical agents to remove membrane fouling are shown in Table 
2.  As related to such membrane fouling problems, (Huang et al. 2019) 
operated two identical lab-scale MBRs. These are control MBR (Co-
MBR) and a developed MBR dosed with ferric hydroxide (Fe-MBR). In 
their experiment, they observed that membrane fouling was reduced by 
35% with the addition of iron. They stated that iron addition results in a 
rise in biomass floc extent, a decrease in the bacteria population related 
to biofilm formation, an increase in bacteria activity, and a decrease in of 
concentrations of DOMs and SMP, which contributes to positive impacts on 
membrane fouling mitigation. In addition, usage of antiscalants which are 
phosphonate-based and acrylic acid-based or pH adjustment may prevent 
scale formation on membranes, thereby leading to a lower permeate flux 
decrease, less calcium scale deposition on membrane surfaces, and an 
increase in the membrane lifetime (Lee et al. 2020; Yu et al. 2020).  

Table 2. Some of the applied chemical agents to remove membrane fouling and 
their mechanism of cleaning (Bagheri and Mirbagheri 2018).

Chemical 
type

Mostly used agents Mechanism of cleaning Target foulants

Acids Nitric, hydrochloric, oxalic 
and phosphoric acids

Solubilization and 
neutralization

Inorganic foulants

Bases Sodium hydroxide Hydrolysis, solubilization 
and saponification

Organic foulants

Oxidants Sodium hypochlorite Oxidation and disinfection Organic and biological 
foulants

Surfactants 
and chelates

Sodium dodecyl sulfate and 
ethylene diamine tetraacetic 
acid

Hydrophilic/hydrophobic 
interactions and Chelation

Organic foulants 
associated with metal 
ions

New agents Rhamnolipids and free nitrous 
acid

Solubilization, disinfection 
and hydrophilic/ 
hydrophobic interactions

Inorganic/organic and 
biological foulants
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The scaling inhibiting technique by such antiscalants is that deposition of 
mineral ions in the solution by complexation can be prevented by antiscalants 
and by keeping microcrystals in the aqueous suspension, it further reduces their 
accumulation and growth on the membrane surface (Liu, Xu and Das 2019). 
Recently, (Quay et al. 2018) have revealed that silica which is one of the most 
prevalent inorganic scalants is considerably difficult to eliminate from the 
membrane surface but most notably commercially existing antiscalants which 
break the crystallization process of scale formation are ineffective in removing 
silica scale. So, silica scaling limiting high water recovery in RO has become a 
tough problem faced in membrane desalination. As related to this problem, to 
eliminate silica and sulfate from influent water, (German et al. 2019) used self-
regenerating reversible ion exchange-membrane (RIX-M) processes by using 
an adjustable anion exchange mixture. They reported that RIX-M showed up as 
a new pre-treatment technique to maintain membranes from sulfate and silica 
fouling without dosing anti-scalants. They also used hybrid ion exchangers and/
or HIX-NanoZr and observed especially more at pH 7.4 of removal of silica 
by zirconium oxide nanoparticles dispersed within ion exchangers. Moreover, 
additional of alginic acid after silica fouling has formed can eliminate silica scale 
from the membrane and restore permeate flux due to complexation between 
silica and carboxylic acid functional groups on the manuronic and guluronic 
acids in alginate (Higgin, Howe and Mayer 2010). These findings point out 
that inorganic scaling has become increasingly important in MBRs. For this 
reason, future research must concentrate on designing and optimizing novel 
membranes, exploring novel antiscalants and developing their usage areas, 
evaluating their positive and negative effects, and improving pretreatment 
techniques. Accordingly, performing these applications will lead to a significant 
increase in membrane efficiency and performance.

CONCLUSIONS

Lately, significant developments in membrane desalination 
technologies are mainly focused on decreasing membrane fouling in 
MBRs. In this article, membrane fouling in MBRs has been classified into 
biofouling, organic fouling, and inorganic scaling, and also the methods by 
which these foulants can be removed have been stated based on past and 
current studies. However, novel strategies in membrane modifications in 
addition to approaches with regard to other fouling control to mitigate and 
control membrane fouling have great importance. Therefore, by making 
membrane modifications under different conditions, fouling effects must 
be also focused on studying. Although better to understand membrane 
fouling, to develop appropriate pre-treatment processes to reduce the 
fouling effect, to provide better membrane treatability, and to produce 
acceptable wastewater quality are major objectives, the current strategies 
and more novel strategies still need to be further searched.
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1. Introduction

Energy is one of the essential elements of humanity and forms the 
basis of the economies of countries (Qiul et al., 2011). The increasing 
global population has resulted in a proportional increase in the demand 
for energy compared to previous years (Nematulla, 2020). Approximately 
80% of the energy sources used in the world are derived from fossil 
fuels. Natural gas accounts for 10%, while oil accounts for 20% and the 
remaining percentage is made up of coal (Panwar et al., 2011). As the 
global population increases, it is predicted that the reserves of fossil fuels 
will decrease significantly over the next century due to the consumption of 
these resources to meet the growing energy demand (Stigka et al., 2014). 
Therefore, countries are increasingly turning towards alternative energy 
sources to meet their increasing energy demands. Among alternative 
energy sources, biomass energy is of great importance compared to other 
sources. Biomass energy includes animal and plant sources (Kralova & 
Sjöblom, 2010). Table 1 shows energy sources. Biodiesel is a subcategory 
of renewable energy, which is a type of biomass energy. Biodiesel is an 
alternative fuel type produced from animal and vegetable oils. The most 
significant feature that distinguishes biodiesel from other alternative fuel 
types is that its production is easier and less costly (Özdemir & Mutlubaş, 
2016).

Table 1. Energy Resources (K. Kaya & Koç, 2015)

Renewable energy sources Traditional Energy Sources
Solar energy  
Wind power Fossil Fuels

Geothermal energy Nuclear Energy Resources
Hydraulic Energy  

Biomass Energy(Biodiesel)  

The use of fossil fuels results in harmful emissions that cause 
environmental pollution and many negative effects. Studies have shown 
that if no alternative energy sources are adopted, the use of fossil fuels will 
decrease significantly by 2030 and environmental pollution will increase 
significantly (PWC, 2021). Therefore, renewable and environmentally 
friendly energy sources should be adopted worldwide, and support should 
be provided to facilitate their adoption (Akdoğan & Kovancılar, 2022). 
In Turkey, approximately 75% of the country’s total energy is imported 
(Uysal et al., 2015).

In today’s world, the best alternative fuel types compared to fossil 
fuels are biodiesel and ethanol. The fact that our country is an agricultural 
country shows that biodiesel production cannot be ignored. Biodiesel 
production from vegetable oils is more expensive than diesel fuel. However, 
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the fact that biodiesel can also be produced from waste vegetable oils 
reduces the cost to some extent. In our country, approximately 300000 tons 
of waste oil is generated every year, and if these oils are used for biodiesel 
production, it could provide our country with a gain of 480 million TL. 
With the use of biodiesel produced, the amount of CO2 emissions released 
into the atmosphere compared to diesel fuel will be reduced by 900000 
tons (Alptekin, 2005).

Biodiesel is an alternative renewable fuel type that can be produced 
from animal and vegetable oils through the transesterification method. 
Chemically, it consists of long-chain fatty acid mono alkyl esters. The 
word itself indicates that it is a biologically derived diesel fuel. The use of 
biodiesel was first demonstrated by Rudolph Diesel in 1898 at the World 
Exhibition held in Paris, where he operated a diesel engine with peanut oil 
(Bilgili et al., 2019).

2. Biodiesel as Fuel

Studies have been conducted to reduce the viscosity of animal and 
vegetable oils for the production of biodiesel, which can be used in a diesel 
engine without any modifications. The method of biodiesel production 
can be classified into two main categories: thermal method and chemical 
method, as shown in Table 2 (Scott et al., 2010). In the thermal method, 
preheating is performed to reduce the viscosity of the oils. However, due 
to some problems encountered when applying the thermal method in a 
moving diesel engine, the chemical method is more commonly preferred 
(Aksoy, 2010).

Figure 1. Biodiesel Production Methods
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The most commonly used method among the biodiesel production 
methods shown in Figure 1 is the transesterification method. This method 
involves the formation of oil esters and glycerin as a result of the oil 
molecule reacting with alcohol and a catalyst (C. Kaya, 2006). For this 
reaction to occur, the molar ratio of alcohol to oil must be at least 3/1 
(Cheng et al., 2014). Methanol (CH3OH), ethanol (C2H5OH), isopropyl 
alcohol (C3H7OH), and butyl alcohol (C4H9OH) can be used as alcohols 
in the reaction (Özer, 2014). Basic catalysts such as potassium hydroxide 
(KOH) and sodium hydroxide (NaOH) are used to speed up the reaction 
in transesterification.

Table 2. Comparison of Biodiesel and Diesel Fuel Properties

Fuel Properties Unit Limits Biodiesel Diesel

Closed Formula C19H35.2O2 C12.226H23.29S0.0575

Molecular Weight g/mol 296 120-320
Specific Gravity kg/L 0.875-0.90 0.87-0.88 0.82-0.86

Kinematic Viscosity mm2/s 2-4.5 4.3 2.5-3.5
Cetane number 49-… >55 49-55

Flash point °C 55-… >100 >55
The amount of water mg/kg …-200 <300 <200

According to Table 2, it is understood that there are not significant 
differences between the properties of biodiesel and diesel fuel. Biodiesel’s 
higher flash point compared to diesel fuel provides advantages in terms 
of being more reliable for transportation and storage. The aim of mixing 
biodiesel and diesel fuel is to improve the properties of diesel fuel. The 
biodiesel-diesel fuel blend is intended to reduce harmful emissions 
resulting from combustion compared to diesel fuel (Choedkiatsakul et 
al., 2015). The composition of the biodiesel-diesel fuel blends prepared is 
shown in Table 3.

Table 3. Display of biodiesel-diesel fuel blends and blend percentages

Nu. Sample name Biodiesel (%) Diesel (%)

1 B100 100 0
2 B80 80 20
3 B60 60 40
4 B40 40 60
5 B20 20 80

2.1. Methods of Biodiesel Production

Chemical methods of biodiesel production are divided into four: 
dilution, microemulsion formation, pyrolysis, and transesterification.
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2.1.1. Dilution Method

The dilution method involves mixing waste vegetable oils with diesel 
fuel or a solvent to reduce their viscosity and decrease the ratio of diesel 
fuel. Biodiesel fuel ratios in diesel fuel are 20%, 30%, 40%, 50%, and 
80%. Sunflower and peanut oil are mostly used in the dilution method 
(Eryılmaz, 2014).

2.1.2. Microemulsion Formation Method

The microemulsion method is a colloidal solution created by the 
mixture of two immiscible liquids, either ionic or non-ionic. Similar fuels 
to alternative diesel fuel can be produced using this method. Aliphatic 
alcohols (MeOH) are used as the organic substance in this method 
(Acharya et al., 2015).

2.1.3. Pyrolysis Method

Pyrolysis is the process of converting high molecular structures 
into low-level molecular structures at extremely high temperatures. The 
pyrolysis method can be done in two ways. The first method involves 
heating vegetable oil in a closed container to break down the molecules. 
The second and most commonly used method involves the distillation 
process to break down waste oil and vegetable oil. Biodiesel produced 
by the second method is more similar to diesel fuel characteristics 
(Gedikaslan, 2020).

2.1.4. Transesterification Method

The transesterification method involves the reaction of vegetable oil 
with an alcohol and a basic catalyst to form glycerin and fatty acid esters, 
i.e., biodiesel. This is the most commonly used method among chemical 
production methods. The transesterification method’s scheme is shown in 
Figure 2.

 
Figure 2. Biodiesel Production by Transesterification Method

The first step of the transesterification process involves mixing a 
catalyst and alcohol in a container. Afterwards, the raw oil is heated up 
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to 55°C and then put into a reactor where the catalyst-alcohol mixture is 
poured in and the mixing process is carried out. After the reaction time, 
biodiesel and glycerin are produced. Due to the difference in density, 
biodiesel stays on top while glycerin settles at the bottom and is drained 
out. Then, to remove any remaining glycerin in biodiesel, it is washed with 
warm water once or twice (Fukuda et al., 2001).

Figure 3. Transesterification of Triglycerides with Alcohol (a) General Equation, 
(b) Reversible Step Reactions

The reaction steps of the transesterification process are shown in Figure 
3. Initially, triglycerides are converted into diglycerides, then diglycerides 
are converted into monoglycerides, and finally, monoglycerides are 
converted into glycerol (Fukuda et al., 2001).

2.2. Emissions from Biodiesel

Biodiesel is a renewable alternative to diesel that can be used directly 
in any diesel engine without the need for any modifications. Its properties 
are very similar to diesel fuel, allowing it to be blended with diesel fuel in 
predetermined ratios. The most commonly used blend is the B20 fuel blend, 
which contains 20% biodiesel. The use of biodiesel in compression ignition 
engines as a biofuel type enables the reduction of pollutant emissions, 
especially atmospheric CO2 emissions. The change in emissions released 
into the atmosphere by using biodiesel as fuel is shown in Figure 4. As can 
be seen, the emissions released as a result of the combustion of biodiesel in 
a compression ignition engine, except for NOx emissions, are lower.
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Figure 4. Combustion emission levels of biodiesel
In diesel engines, CO emissions when burning biodiesel are 40-50% 

lower than those of conventional diesel fuels. This is due to the presence 
of oxygen molecules in methyl or ethyl esters of biodiesel, which helps 
to achieve complete combustion. Additionally, for the same reasons, 
particulate matter emissions (PM) are reduced by 35% to 45% compared 
to diesel (Cormick, 2006). The amount of unburned hydrocarbons is also 
reduced due to the complete combustion reaction that occurs. The carbon-
hydrogen and oxygen chains present in biodiesel esters also contribute to 
the formation of CO2 and water, which differs from the amounts produced 
by diesel fuel (Szybist et al., 2007).

The use of biodiesel increases NOx emissions by approximately 
5%. Improved combustion reactions lead to higher temperatures in the 
combustion chamber when using biodiesel, which results in higher levels 
of NOx formation. However, the low sulfur content of biodiesel fuel allows 
for the use of different NOx control technologies than those used with 
traditional diesel fuel systems, preventing the release of NOx emissions 
(A. Agarwal, 2007).

In compression-ignition engines, emissions resulting from burning 
biodiesel can be recycled through photosynthesis. When biodiesel is 
burned, CO2 is released into the atmosphere and is later recycled by plants. 
As a result, biodiesel can help reduce global warming (Rodionova et al., 
2017). Figure 5 shows the changes in carbon emissions caused by varying 
biodiesel blend ratios.
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Figure 5. Impact of biodiesel blend levels on CO2 emissions (A. K. Agarwal, 
2007).

2.3. Toxicity in Internal Combustion Engines

In internal combustion engines, nitrogen oxide (NO) and carbon 
monoxide (CO) gases released as a result of burning fuel are toxic 
compounds. Incomplete combustion due to insufficient air causes an 
increase in carbon monoxide formation.

Oxygen, nitrogen, hydrogen, carbon dioxide, and water vapor released 
from the exhaust to the atmosphere are non-toxic emissions. Emissions 
that belong to the toxic substance group are hydrocarbons (CxHy), nitrogen 
oxides (NOx), sulfur dioxide (SO2), carbon monoxide (CO), solid particles, 
and aldehydes (A. K. Agarwal, 2007).

On average, a car emits between 0.6 and 1.7 kg/h of CO, while a truck 
emits between 1.5 and 2.8 kg/h of CO. Burning 1 kg of diesel fuel in a 
diesel engine generates approximately 80-100 grams of toxic compounds 
(Coronado et al., 2009).

3.Material and  Method

In this study, total CO2 emissions were calculated taking into account 
the number of vehicles and average mileage parameters in Turkey between 
2015 and 2019. Comparisons were made based on the amount of reduction 
in CO2 emissions resulting from the use of pure biodiesel (B100), B2, B5, 
and B20 blends, compared to the calculated CO2 emission values when 
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using diesel fuel (D100), as reported in the literature. Finally, CO2 emission 
predictions were made for future years in the automotive sector in Turkey, 
considering the use of B5, B20, and B100 blends.

3.1. CO2 Emissions According to Fuels and Combustion Equations

The amount of CO2 released into the atmosphere is one of the 
most important parameters in combustion processes, as it is one of the 
responsible gases for the formation of the greenhouse effect.

3.1.1. Diesel

The general formula of diesel fuel is C12H26. The density of the fuel 
is 0.864 t/m3. The combustion of 528 g of diesel fuel results in the release 
of 170 g of CO2. Therefore, 2683 tons of CO2 is generated per m3 of diesel 
fuel (Coronado et al., 2009). 

1C12H26 + 18.5O2 + 69.56N2→12CO2 + 13H2O + 69.56N2 (1)

3.1.2. Biodiesel Production from Soybeans

The density of biodiesel produced from soybeans via transesterification 
with methanol is 0.878 t/m3 (Coronado et al., 2009). The molecular weight 
of the methyl esters released from soybeans is 292.2 g/gmol. Upon 
stoichiometric combustion with air, 100 g of biodiesel releases 282.45 g of 
CO2 emissions. Therefore, the combustion of 1 m3 of soybean oil methyl 
esters results in the release of 2.48 tons of CO2.

0.04437A + 0.01675B + 0.08432C + 0.1766D + 0.0205E + 9.037O2 + 
33.98N2→6.42CO2 + 5.92H2O + 33.98N2    (2)

A: C15H31CO2CH3

B: C17H35CO2CH3

C: C17H33CO2CH3

D: CH3(CH2)4CH=CHCH2CH=CH(CH2)7CO2CH

E: CH3(CH2CH=CH)3(CH2)7 CO2CH3

3.1.3. Production of Biodiesel from Used Cooking Oils

The mass composition of biodiesel obtained from cooking oils is 
77.4% C, 12% H, 11.2% O, and 0.03% S. Burning 100 grams of biodiesel 
results in 283.8 grams of CO2 emissions (Coronado et al., 2009). As a 
result, 113.88 m3 of biodiesel leads to the release of 283.8 tons of CO2.

6,45C + 12H + 0,00094S + 9,45O2 + 35,54N2→6,45CO2 + 6H2O + 
0,00094SO2 + 35,54N2  (3)
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3.2. Emission Amounts from Vehicles

In Turkey, 86.5% of CO2 emissions are caused by the combustion of 
fuels. The remaining percentage comes from emissions from oil refineries 
and other applications.

Figure 6 shows the sources of CO2 emissions from fuel combustion 
in Turkey. According to TÜİK data, CO2 emissions from fuel combustion 
between 2010 and 2019 ranged from 270 million tons to 348 million 
tons. CO2 emissions from transportation, i.e., vehicle exhaust gases, 
ranged from 44 million tons to 80 million tons. This change represents 
an 81.8% increase. Based on this rate, if there is no increase in biodiesel 
fuel consumption in the coming years, CO2 emissions in Turkey will reach 
even higher levels.
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Figure 6. Variation of CO2 emission sources by years
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Figure 7. Distribution of registered cars in Turkey by fuel type
The biggest source of CO2 emissions in Turkey is the burning of 

petroleum-based fuels. Therefore, the amount of CO2 emissions from 
internal combustion engines in transportation is of great importance. 

Figure 7 shows the distribution of registered vehicles in Turkey by 
fuel type. When Figure 7 is examined, it can be seen that the number of 
gasoline vehicles was 3191964 and 3417477 the number of diesel vehicles 
was between 1381631 and 5126831 and the number of LPG vehicles was 
between 2900034 and 4891707 from 2010 to 2021. When gasoline and 
diesel-fueled vehicles are compared between 2010 and 2021, the number of 
gasoline-fueled vehicles increased by 7.06%, while the number of diesel-
fueled vehicles increased by 271.07%.

Table 4. Total CO2 Emission Values of Diesel Vehicles in Turkey (TÜİK, n.d.)

Years
 Type of vehicle 2015 2016 2017 2018 2019

Number of 
vehicle

Car 3389573 3846623 4298729 4612847 4821325
Truck 804319 825334 838718 845462 844481
Van 3255299 3442483 3642625 3755580 3796919

Total kilometer 
(million km)

Car 55414 68240 77025 81604 87110
Truck 33968 37745 42032 36178 37450
Van 55192 61430 67969 63360 62884
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Annual 
Average 

Kilometers (for 
1 vehicle)

Car 16348 17740 17220 17691 16740
Truck 42232 45735 50114 42791 44346

Van 16954 17845 18659 16871 16562

Annual Total 
CO2 Emission 

(tons)

Car 8921000 11000000 11900000 13130000 12900000
Truck 15300000 17100000 19000000 16400000 16900000
Van 21600000 24100000 26700000 24900000 24700000

 
Total CO2 
Emissions 45821000 52200000 57600000 54430000 54500000

1C12H26 + 18.5O2 + 69.56N2→12CO2 + 13H2O + 69.56N2 (4)

The CO2 emission values for each diesel vehicle type have been 
calculated according to the combustion equation given above. The number 
of vehicles and annual average mileage numbers were taken from TÜİK 
data. For the diesel-powered automobile vehicle type, the annual average 
mileage for 2015 is 16348 km, as seen in Table 4. The average fuel 
consumption of a diesel-powered car is assumed to be 6 liters per 100 
km. The density of diesel fuel is 0.864 ton/m3. Using these values and the 
combustion equation above, approximately 51.84 g of fuel is consumed per 
kilometer. When 51.84 g of diesel fuel burns according to the combustion 
equation, 161.01 g of CO2 emissions are produced. This result is the amount 
of emissions per kilometer emitted by one car. When multiplied by the 
average annual kilometers traveled, the annual CO2 emission amount is 
2.63 x 106 g/year. When the number of cars multiplies this result in 2015, 
an emission value of 8920000 tons of CO2 is obtained. Similarly, for the 
years 2016-2019, the CO2 emission values were calculated as 11000000, 
11900000, 13130000 and 12900000 tons of CO2, respectively, using the 
same calculations. 

For the diesel-powered truck vehicle type, the annual average mileage 
for 2015 is 42232 km, as seen in Table 4. The average fuel consumption of a 
diesel-powered truck is assumed to be 17 liters per 100 km. The density of 
diesel fuel is 0.864 ton/m3. Using these values and the combustion equation 
above, approximately 146.88 g of fuel is consumed per kilometer. When 
146.88 g of diesel fuel burns according to the combustion equation, 453.45 
g of CO2 emissions are produced. This result is the amount of emissions 
per kilometer emitted by one truck. When multiplied by the average 
annual kilometers traveled, the annual CO2 emission amount is 1.91 x 107 
g/year. When this result is multiplied by the number of trucks in 2015, an 
emission value of 15 300 000 tons of CO2 is obtained. Similarly, for the 
years 2016-2019, the CO2 emission values were calculated as 17100000, 
19000000, 16400000 and 16900000 tons of CO2, respectively, using the 
same calculations. Similarly, for the diesel-powered van vehicle type, the 
annual average mileage for 2015 is 16954 km, as seen in Table 4. The 
average fuel consumption of a diesel-powered van is assumed to be 15 
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liters per 100 km. The density of diesel fuel is 0.864 ton/m3. Using these 
values and the combustion equation above, approximately 129.6 g of fuel 
is consumed per kilometer. When 129.6 g of diesel fuel burns according 
to the combustion equation, 393.2 g of CO2 emissions are produced. This 
result is the amount of emissions per kilometer emitted by one van. When 
multiplied by the average annual kilometers traveled, the annual CO2 
emission amount is 1.08 x 106 g/year. When this result is multiplied by 
the number of vans in 2015, an emission value of 2300000 tons of CO2 
is obtained. The CO2 emission values have been calculated as 24100000, 
26700000, 24900000 and 24700000 tons of CO2.
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Figure 8. Total CO2 emission changes of diesel vehicles in Turkey between 2015-
2019

As seen in Figure 8 and according to the calculations, the increase in 
CO2 emissions for car, truck, and van vehicle types between 2015-2019 is 
44.61%, 10.45%, and 14.35%, respectively. Based on these results, it can 
be said that CO2 emissions from vehicles will continue to increase in the 
future.

4. Results

4.1. Five-Year CO2 Emissions from Diesel Vehicle Fleets in Turkey

The number and types of diesel vehicles in Turkey between 2015 
and 2019 are listed in Table 4, taking into account the kilometers driven 
per year by Turkey’s diesel fleets according to TÜİK data. (The average 



Muhammet Büyükoğlu, İlhan Volkan Öner104 .

number of kilometers driven per year for diesel vehicles, including vans 
and trucks in Turkey, was stated in previous sections.) When diesel fuel 
was used for average consumption throughout the given year (December 
2015 - January 2019), CO2 emissions reached 264 551 million tons of CO2 
over five years. Figures 9 and 10 show the changes in CO2 emissions in 
tons for the data corresponding to the years 2015-2019 when 100% diesel 
fuel is used and when biodiesel blends are used. It can be seen that there 
is a significant decrease in CO2 emissions as the percentage of biodiesel 
increases.
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Figure 9. Comparison of CO2 emissions of diesel vehicles in Turkey between 
2015-2019 when blends with biodiesel are used
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Figure 10. Comparison of total CO2 emissions of diesel vehicles in Turkey 
between 2015-2019 when mixtures with biodiesel are used

The CO2 emission value from diesel vehicles for the year 2019 has 
been calculated as 54.5 million tons of CO2. If 2% (B2) biodiesel is used 
in diesel fuel, the emission amount will decrease to 53.63 million tons of 
CO2, 5% (B5) biodiesel usage will decrease the emission amount to 52.39 
million tons of CO2, 20% (B20) biodiesel usage will decrease the emission 
amount to 45.94 million tons of CO2, and using 100% (B100) biodiesel will 
decrease the emission amount to 11.71 million tons of CO2.
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Figure 11. CO2 emission values of diesel vehicles in Turkey in 2019 when 
biodiesel and blends are used in their fuel
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As can be understood from Figure 10 and 11 and previous calculations, 
diesel fuel is the fuel that emits the highest amount of CO2 into the 
atmosphere. Due to the oxygenated structure of biodiesel, it produces less 
unburned hydrocarbon and CO emissions as emissions. The advantage of 
using biodiesel is that the CO2 emissions released can easily be synthesized 
by plants through photosynthesis. Therefore, when B100 biodiesel is used, 
emission levels decrease by approximately 78.49% compared to diesel fuel.

Between 2015 and 2019, the diesel vehicle fleet in Turkey increased 
by 213 534 vehicles, which led to CO2 emissions reaching approximately 
264.55 million tons during this period (December 2015 - January 2019). 
If B2 had been used in this diesel fleet between 2015-2019, CO2 emissions 
would have decreased by 1.59%. CO2 emissions would have decreased by 
3.86% with B5 and by 15.70% with B20.

4.2. Projection of Total CO2 Emissions of Diesel Vehicles in Turkey 
in Future Years

Based on the CO2 emission values calculated according to the number 
of vehicles between 2015 and 2019, the functions for the increase in the 
number of vehicles (y = 7,70E-47e6,06E-02x) and total CO2 emissions (y = 
54.949.000x - 110.677.320.000) were determined, as shown in Figure 12. 
Using these functions, projections for the number of vehicles and CO2 
emission values in future years were calculated.
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Figure 12. The function and graph according to the number of vehicles and total 
CO2 emission value between the years 2015-2019 in Turkey
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The increase in the Turkish diesel fleet from 2015 to 2019 was 
approximately 500000 vehicles per year. According to the calculated 
values, the expected CO2 emissions from diesel vehicles in 2025 will be 
594.4 million tons, in 2030 it will be 869.1 million tons, in 2035 it will 
be 1.143 billion tons, and in 2050 it will be 1.968 billion tons. Details 
regarding these projections are shown in Table 5.

Table 5. Projection of Total CO2 Emission Values of Diesel Vehicles in Turkey in 
the Future

2020 2025 2030 2035 2040 2045 2050
Number 
of Diesel 
Vehicles

10279843 13915085 18835850 25496737 34513101 46717905 63238671

Total CO2 
Emissions 

(ton)
319660000 594405000 869150000 1143895000 1418640000 1693385000 1968130000

Table 6. Projection of Total CO2 Emission Values of Diesel Vehicles in Turkey in 
Future Years in the Case of Using Biodiesel Mixture

Years ton CO2  (106)-Diesel ton CO2  (106)-
B5 ton CO2  (106)-B20 ton CO2  (106)-

B100
2020 319.66 307.32 269.47 68.69

2025 594.4 571.45 501.07 127.73

2030 869.15 835.6 732.69 186.78

2035 1143.89 1099.00 964.29 245.82

2040 1418.64 1363.88 1195.91 304.86

2045 1693.38 1628.01 1427.51 363.9

2050 1968.13 1892.16 1659.13 422.95

When Table 6 is examined, it is seen that the estimated CO2 emissions 
for 2025, 2035, and 2045 with B5 biodiesel use are 571.45 – 1099.00 and 
1628.01 million tons, respectively. In the case of B20 biodiesel use, the 
estimated CO2 emissions are 501.07 - 964.29 and 1427.51 million tons, 
respectively. The reduction estimates for B100 are 127.73 - 245.82 and 
363.9 million tons, respectively. Figure 13 shows the possible change in 
CO2 emission values between 2020-2050.
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Figure 13. The projection of the total CO2 emission values of diesel vehicles in 
Turkey in the following years if biodiesel mixture is used
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PHOTOVOLTAIC SOLAR PANELS 

Due to the rapid increase in the population and the inability of fossil 
energy sources to meet the energy demands, the trend towards renewable 
energy sources has accelerated. Fossil energy sources are preferred 
because they are insufficient and cause various air pollution. On the other 
hand, solar energy, wind energy, wave energy, geothermal energy etc. 
for the supply of necessary energy. The production limits of renewable 
energy sources need to be pushed. It is essential to carry out studies on the 
efficiency increase of all systems developed in this field.

Solar energy, which is one of the important sources of renewable 
energy, is at the forefront compared to other renewable energy sources 
in terms of both hot water supply and electrical energy production. The 
sun is the richest energy source in terms of co-existing with the existence 
of human beings and continuing its existence as long as human life 
continues, as well as the fact that the sun’s rays coming to the earth in one 
hour have the power to meet the energy of the whole world for one year. 
Therefore, the investments to be made in this field will be more accurate. 
There is no doubt that there are many research studies on higher efficiency 
in solar hot water supply. However, in this study, electricity generation 
from solar energy (photovoltaic panels) will be emphasized. It is known 
that 1℃ increase in panel surface temperature in Photovoltaic Panels(PV) 
adversely affects panel efficiency by 0.45% (Maatallah et al. 2019). 

With this study, it is aimed to convey the latest developments in panel 
cooling technologies to increase the efficiency of photovoltaic solar cells. 
In this direction, first of all, cooling studies to increase the efficiency of 
photovoltaic solar cells are discussed respectively. It has been revealed by 
many studies that the cooling method with phase change materials, which 
is one of these cooling types, maximizes the efficiency (Rajvikram et. 
al. 2019). The PV/T cooling system and Phase Change Materials(PCM), 
which are the cooling types that increase the efficiency the most compared 
to other cooling types, are presented in more detail because they are the 
latest technology in this field.

COOLING  of PHOTOVOLTAIC PANELS

The efficiency of a photovoltaic (PV) panel refers to the amount of solar 
energy converted into usable electrical energy. The parameters affecting 
the efficiency in photovoltaic panels are generally as follows (Wardowski 
and Akbarzadeh, 1996; Rodrigues et al., 2011; Kerem et al., 2020);

1. Solar radiation: The solar radiation or the amount of sunlight 
received by the panel directly affects the amount of electricity it can 
produce. Higher levels of solar radiation will lead to higher levels of 
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electricity production.

2. Temperature: The temperature of the PV panel is one of the 
most important factors affecting the efficiency. As the temperature of the 
panel increases, its efficiency decreases (Xu et al. 2020). This is because 
the electrical properties of the panel material change with temperature, 
resulting in a huge reduction in voltage and also efficiency.

3. Angle of incidence: The angle of impact of sunlight on the panel 
surface can also affect its efficiency. The most ideal angle of incidence of 
sunlight is the angle perpendicular to the surface of the panel. As the angle 
deviates from the vertical, the efficiency decreases.

4. Shading: Since the shading on the panel reduces the amount of 
solar radiation received by the panel, it also significantly reduces the panel 
efficiency.

5. Panel design and materials: The material used in panel 
construction and the design of the panel is another factor that affects its 
efficiency. Panels made from higher quality materials and more efficient 
designs can have higher efficiency.

6. Age and deterioration of the panel: PV panels may deteriorate 
over time due to environmental factors such as exposure to sunlight, 
temperature and humidity. This, in turn, can affect their productivity.

8. Inverter efficiency: Inverters convert the direct current power 
produced by PV panels into alternating current power that can be used 
in homes. The efficiency of the inverter in the PV system also affects the 
overall efficiency of the system.

The efficiency of photovoltaic panels is directly related to the panel 
type, weather conditions, the angle of incidence of the sun rays and the 
panel angle. While solar thermal systems efficiencies can rise up to 60%, 
it is known that panel efficiencies are generally very low, such as 5%−20% 
(Sharma et al., 2015; Dwivedi et al. 2020). However, 47% of solar radiation 
consists of visible rays that can be converted into electrical energy (Shastry 
and Arunachala, 2020). This means that it is possible to increase the panel 
efficiency up to approximately 50%. Panel efficiency is significantly 
affected by the panel material as well as the panel surface temperature. It 
is understood from the literature studies that the best efficiency is provided 
for the panel surface temperature value to be around 25℃ (Shastry et al., 
2020). It is stated that the efficiency decrease of 0.5% or 0.65% for 1℃ 
temperature increasing at the panel surface temperature (Klugman et al. 
2017). It has been experimentally determined that the surface temperature 
can range from 51.8℃ to 88.2℃ in a monocrystalline panel, depending 
on the region where the experiment is performed (Khanna et al. 2017). In 
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such a system, if the temperature is kept constant at 51℃, an efficiency 
loss of 20% will be prevented. On the other hand, it is understood that the 
efficiency increases significantly for 1°C temperature drop in regions with 
higher solar radiation. As a matter of fact, in a study conducted in a region 
where solar radiation is 901W/m2, it is mentioned that 7.28% efficiency 
increase for a temperature drop of 4.7℃ (Luo et al., 2017). This means a 
1.6% increase in efficiency at a temperature drop of 1°C. In another similar 
study, it is mentioned that an efficiency increase of 7.3% is achieved with 
a temperature drop of 2.4°C in the region operating in the flux range of 
100-1120W/m2 (Indartono et al., 2016). Although the efficiency increases 
obtained are closely related to the physiology of the study, it is clear that 
the increase in efficiency corresponding to 1℃ cooling is also related to 
the solar radiation of the working environment. 

a) b)

Figure 1a. Global radiation values in Turkey, kWh/m2-day, b) Global radiation 
values in Turkey, kWh/m2-day (GEPA, 2023

In a country like Turkey, which receives significant solar radiation, 
even in January when the sun is at its weakest, the daily amount of solar 
radiation is 1.79kWh/m2-day (Figure 1a). Considering that the sunshine 
duration in the relevant month is 4.1 hours (Figure 1b), the daily sunshine 
amount in January is 437W/m2, and in June and July this value is 575W/
m2 (GEPA, 2023). It is known that cooling of the panel surface is of great 
importance if the amount of solar radiation per unit area is over 500W/
m2 (Wongwuttanasatian et al. 2020). As can be seen, the amount of 
solar radiation per unit area, even in January, when Turkey gets the least 
sunshine, is not to be underestimated. It is understood that panel cooling is 
essential in such countries.

Although the short circuit current (Isc) increases slightly with the 
increase of the panel surface temperature, it is known that the open circuit 
voltage (Voc) decreases significantly (Rezvanpour et al. 2020). Since the 
maximum power and efficiency of the panel is dependent on the open circuit 
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voltage and short circuit current, the net electricity production decreases 
significantly with temperature increase (Dwivedi et al., 2020; Shastry et 
al., 2020). For this reason, it is necessary to work on reducing the panel 
surface temperature in order to prevent the decrease of the panel efficiency 
or to increase the efficiency. Various active and passive cooling methods 
have been used in this field for years. The most commonly used ones are 
presented in Figure 2. In  active cooling systems as can be seen from the 
figure, air, water, water-nanofluid mixture, refrigerant etc. subjected to 
forced transport. In the passive system, cooling systems using a natural 
convection fluid and PCM systems are widely used.

Figure 2. Commonly used PV cooling systems
The cooling systems given in Figure 2 can be summarized as water-

based, air-based and PCM-based (Teo et al., 2012; Grubisic-Cabo et al., 
2016; Kane et al. 2017; Kalaiselvan et al., 2018; Benato and Stoppate, 2019). 
) according to this;

1. Water-based cooling: In this method, excess heat is absorbed 
by the water circulating on the surface of the solar cells. Heated water 
transfers heat into a cooling medium such as air. It does this by passing 
through the heat exchanger. The cooled water is then circulated back to 
the panel. This method is a very effective method. However, it requires 
pumping power due to a continuous water supply.

2. Air-based cooling: In this method, the excess heat is tried to be 
removed with the air blown onto the surface of the solar cells. The air is 
blown naturally or by force by means of fans. It requires less maintenance 
than water-based cooling but is less effective.

3. Cooling with phase change material: In this method, a phase 
change material is used to absorb excess heat. This material, known as 
PCM, melts when it absorbs heat, and solidifies as it cools, releasing 
stored heat. It is a method that works very effectively thanks to a correctly 
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selected PCM. 

In these cooling methods, water and air-based cooling can be seen 
as both active and passive cooling. Apart from these, cooling with 
thermoelectric and cooling with PCM material are used as passive cooling. 
As mentioned before, in active cooling, the panel is cooled by providing 
the flow of water or air fluid with a pump/compressor for cooling purposes 
(Figure 3a). In passive cooling, PCM material based on latent heat of 
evaporation or cooling with water evaporation, heat pipes, fins, etc. By 
increasing the heat transfer surface, cooling is achieved by conduction 
and convection without the use of electrical energy (Figure 3b). Recently, 
hybrid systems have emerged where both active and passive systems are 
used together. For example, in the same system, both active cooling with 
water and passive cooling with PCM material can be done. Or, in addition 
to PCM material, fins can be made, heat pipes, nanofluid addition, etc. 
More effective cooling methods using

a) b)
Figure 3. a) Active cooling method, b) Passive cooling moethod

The choice of cooling method to be used in PV panels depends on 
several factors such as cost, availability of resources and performance 
requirements.

1. ACTIVE COOLING METHODS OF  PHOTOVOLTAIC 
PANELS

Active cooling methods are one of the methods used to dissipate the 
excess heat generated during the operation of the panel in order to increase 
the efficiency and life of solar cells. Active cooling methods are used to 
increase panel efficiency and life, especially in hot climates. The cells in the 
photovoltaic panel absorb photons when exposed to sunlight and convert 
them into electrical energy. During this transformation, a significant part 
of the energy absorbed is converted into heat. This raises the temperature 
of the cells, reducing their performance. In active cooling methods, it can 
be in the form of spraying water on the PV panel surface, cooling with 
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impinging jets, cooling the surface by passing air or water through pipes 
or channels (Royne and Dey, 2007; Odehand and Behnia, 2009; Krauter, 
2014; Ceylan et al. 2014). Providing more effective cooling by adding 
nanofluid to the main fluid used in active cooling is also among the studies 
investigated. In addition, if the heat removed from the PV panel is passed 
through the heat pump for heating a place or system, then a secondary fluid 
such as refrigerant flow can be used in the same system.

Both active and passive cooling systems have advantages and 
disadvantages compared to each other. Various advantages and 
disadvantages of active cooling methods used in photovoltaic panels 
compared to passive types are given in Table 1 (Siecker et al., 2017; Nižetić 
et al., 2018).

Table. 1. Advantages and disadvantages of active cooling methods

1.1. Active Cooling Method with Water
The active cooling method with water in photovoltaic (PV) panels 

involves using water flow to remove excess heat from the solar panels 
(Figure 4). This method can significantly increase the efficiency and 
lifetime of PV panels in hot environments. Since water has a higher heat 
capacity than air, it can absorb more heat energy per unit volume, thus 
providing a more effective cooling environment. There are several methods 
for active water cooling in PV panels (Grubisic-Cabo et al., 2016; Zubeer et 
al., 2017; Kalaiselvan et al., 2018). These;

1. Direct water cooling: In this method, water in direct contact with 
the surface of the solar panels is used. The water, heated by excess heat, is 
passed through a heat exchanger to transfer its heat to a cooling medium 
such as air or another body of water. The cooled water is then circulated 
back to the panel. This method is effective, but requires a constant supply 
of water and a pump to circulate the water. Cooling with water spray and 



Perihan Çulun, Sinem Kılıçkap Işık120 .

burr jets can also be evaluated in this section (Awad et al. 2020). Figure 
4b shows the cooling process with the impinging jet. In the water spray 
method, the panel can be on one side or both sides of the panel can be 
cooled. It is mentioned that by reducing the temperature of the cooling 
panel to 35℃ by spraying water on the upper surface of the panel, an 
efficiency increase of up to 15% is achieved (Moharrema et al. 2013; 
Nizetic et al. 2016).

2. Indirect water cooling: In this method, the heat in the panel is 
transferred to a cooler using a heat exchanger and then circulated in the 
system. The heatsink, which absorbs the heat from the panels, is cooled by 
a cooling tower or other heat exchanger. It is then circulated back to the 
panel. This method is more cost effective but less efficient than direct water 
cooling.

3. Hybrid water cooling: It consists of combining direct and 
indirect water cooling methods for a more efficient cooling system. In this 
method, the hottest part of the panel is cooled directly with water, while 
the remainder is cooled using a heat exchanger cooling. It is more efficient 
than other methods.

a) b)
Figure 4. a) Water cooling method, b) Impact jet cooling (or water spray)
The advantages and disadvantages of active cooling methods with 

water in photovoltaic (PV) panels are as follows (Siecker et al., 2017; 
Nižetić et al., 2018);

Advantages:

1. Water provides higher efficiency and energy production as it has a 
higher heat capacity than air.

2. It can extend the life of PV cells and reduce maintenance costs as it 
will help to reduce the high temperatures that cause the performance and 
lifetime of the PV cells to decrease.

3. With this method, the panel cells are kept cooler and the reliability 
of the PV system is increased.
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4. They require less maintenance than air cooling systems.

Disadvantages:

1. As additional components and equipment such as pumps, heat 
exchangers and coolant are used in water cooling systems, it causes an 
increase in the cost of the PV system.

2. Since water is used in this system, there is a risk of leakage that may 
damage the PV system or surrounding components. Proper maintenance 
and installation procedures are required to reduce the risk of leakage.

3. Electrical energy is required to operate the pump used in water 
cooling systems. This increases the overall energy consumption of the 
system.

12. Active cooling method with air

Air flow is used to dissipate the heat in the panel in active cooling 
methods with air (Figure 5). With this method, the efficiency and lifetime 
of the panels can be increased significantly. There are several methods 
for active air cooling in PV panels (Kalaiselvan et al., 2018; Siah Chehreh 
Ghadikolaei, 2021; Ghadikolaei , 2021; Sharaf et al., 2022). These;

1. Natural convection cooling: This method uses natural air flow 
to cool the panels. Air flows over the surface of the panel and heat is 
transferred from the solar cells to the air by convection. Heated air rises 
and creates a natural flow of air that helps dissipate heat.

2. Forced convection cooling: In this method, fans are used to 
circulate the air over the surface of the panels. Fans increase airflow which 
improves the rate of heat transfer from solar cells to air. Forced convection 
cooling is more efficient than natural convection cooling but requires 
electricity to power the fans.

3. Microchannel cooling: Microchannels are placed inside the PV 
panel to circulate the air over the surface of the solar cells. Air flows 
through channels made of a thermally conductive material and removes 
heat from solar cells through convection.

4. Jet impingement cooling: In this method, a high velocity air 
stream is directed to the surface of the solar cells. The airflow removes 
heat from the cells by forced convection. Jet impact cooling is an effective 
method. But high pressure air sources are required.
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Figure 5. Air cooling method (Siah Chehreh Ghadikolaei, 2021)

Active cooling methods with air have advantages such as being 
efficient, extending the life of the panel as it reduces the temperature, and 
being a more cost-effective system because there are only fans and blowers 
in the system. However, in order for the fans used in these systems to 
work properly and efficiently, regular maintenance is required. In addition, 
noisy fans can cause noise pollution in residential areas. Electricity is 
also needed for the operation of fans and blowers. This increases energy 
consumption and cost. One of the main disadvantages is that active air 
cooling may not be effective at extremely high temperatures, as the 
temperature difference between ambient air and panel temperature may 
not be sufficient to provide adequate cooling. Studies show that the panel 
temperature can be reduced up to 40℃ by using suitable open air ducts 
and fin structures in these systems (Dwivedi et al. 2020). Therefore, the 
suitability of active air cooling method depends on various factors such 
as location, temperature and the special needs of the PV system (Al-Amri 
and Mallick, 2013; Ghadikolaei , 2021).

As mentioned before, the main difference in active cooling method is 
that electrical energy is used for cooling. Pressurized water, air, nanofluid 
or refrigerant gases are also the main fluids used in this method (Yao et 
al. 2020). With this method, it is possible to increase the panel electrical 
efficiency significantly by reducing the panel temperatures effectively. 
However, the consumption of electrical energy used in the active cooling 
system is an undesirable situation. Because it reduces the total efficiency 
of the final system (photovoltaic panel + cooling system). According to 
the latest technological developments in this field, passive cooling systems 
will be preferred more because they are less costly, no additional energy 
expenditure, no operating maintenance costs or less.
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1.3. PV/T Cooling Method

In PV/T systems, which can be called the latest technology of active 
cooling, the heat taken from the panel with the help of pressurized fluid 
can be used for heating with the help of another intermediate fluid. The 
heat obtained from such a system can be used to obtain domestic hot 
water, to heat an environment (heat pump) or to meet any heating needs 
in industrial institutions or to generate electricity with thermoelectricity. 
In Figure 6, the heat obtained from the PV/T panel heats the water in the 
water tank. In Figure 7, a house is heated by using the hot fluid obtained. 
However, this system will be used as an alternative system in systems 
where house heating or continuous heating is required. As a matter of 
fact, the hot fluid obtained from PV/T systems may be discontinuous in 
the winter season. PV/T systems are generally included in the class of 
active cooling systems. However, recently PCM materials have been used 
to increase the efficiency of such systems. This is the result of efforts to 
create more efficient systems by combining the advantages of active and 
passive systems. The main purpose here is to ensure that the heat obtained 
is stored in the PCM material and used for a longer period of time. In this 
way, it is ensured that the net efficiency of PV/T systems is increased. 

Şekil 6. PV/T sistemde sıcak su elde edilmesi
In PV/T systems, electrical energy efficiency has been increased with 

effective panel cooling compared to conventional PV panels. It is known 
that the sum of electrical and thermal efficiency in PV/T-PCM systems is 
generally 70%, although it has been stated that it reaches 90% in some 
studies (Xu et al. 2020). Recently, nano materials or nanofluids have been 
used to increase the efficiency of PV/T-PCM systems (Selimefendigil and 
Sirin, 2022). Thermal systems were obtained with the hot fluid obtained 
from the panel. Although there is unwanted pump or compressor power in 
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active cooling systems, they are much more advantageous in the long term 
(after the paybacperiod) compared to conventional PV panels.

Şekil 7. PV/T sistemde evin ısıtılması
Existing studies point to the importance of thermodynamic analysis in 

PV/T systems. Studies indicate that the panel surface temperature causes 
an increase in entropy in PV or PV/T systems (Kandilli, 2019). However, 
when we look at the studies, there are very few studies especially in terms 
of second law analysis (Mataallah, 2019). From the studies conducted for 
PV and PV/T system, it is understood that the exergy efficiency obtained 
for the PV/T system is higher than that of PV. According to Serdarabadi 
et al. (2017) found an increase of up to 23% in exergy analysis compared 
to normal PV at the end of cooling using PV/T znO/Aqueous nanofluid 
and PCM. In this regard, for the further development of such systems, 
it will be possible to support interfluids with nanofluids together with 
sensitive thermodynamic analyzes, to increase the studies using various 
PCM materials for heat storage, and to use nanomaterials together with 
PCM materials.

2. PASSIVE COOLING METHODS IN PHOTOVOLTAIC 
PANELS

In this method, the panel surface is cooled by natural convection and 
transmission without the use of electrical energy. In the passive approach, 
heat is removed from the environment by convection and conduction 
without the need for any additional energy consumption such as heat 
emitters and heat pipes (Maleki et al. 2020). Since there is no additional 
energy expenditure in these cooling methods, the development of these 
methods is more essential than active methods. In the passive method, the 
natural convection fluid can be air or water, and it is also possible to provide 
better heat transfer by conduction. Previous studies have shown that when 
water is used as a natural convection fluid, an increase in efficiency is 
achieved up to 10.4%, on the other hand, if air is used as a fluid, it is 
understood that efficiency can be increased up to 7.5% (Chandrasekar et 
al. 2013; Popovici et al. 2016). However, in cases where water leakage that 



 . 125Current Research in Engineering

may occur in passive cooling systems that will work with water adversely 
affects the electric current or efficiency, it is necessary to prevent the 
leakage of water to the panel. In case of using air fluid or PCM material, 
such a hazard cannot be mentioned. However, it should be noted that air 
is less effective than water. The advantages and disadvantages of passive 
cooling systems are presented in Table 2 in detail.

Table 2. Advantages and disadvantages of passive cooling methods

In PV panel passive cooling methods, there are basically three 
different types of cooling systems with wick structure, heat pipe and 
PCM material use (Maleki et al. 2020). In these cooling methods used 
to increase panel efficiency, the method that can be called the latest 
technology is cooling with phase change materials. This cooling method 
has a greater advantage over other passive methods in terms of both 
prolonging the life of the panel, being more reliable than water (not 
damaging the electric current on the panel), and not requiring pumping 
power and therefore no electricity consumption. It is known that various 
methods such as immersion in the dielectric medium, immersion of the 
panel in water, cooling with the air flow induced by buoyancy, cooling 
with the help of heat emitters, heat pipes, cooling with the evaporative 
technique are also used for passive cooling of PV panels. However, the 
most commonly used methods are cooling with natural convection water/
air and PCM material, as previously classified in Figure 2. In this study, 
these cooling types are emphasized.
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2.1. Passive Cooling Method with Natural Convection Air

Although it is one of the first cooling methods that used active cooling 
with air in PV panels, passive cooling with air was also used in most 
applications since it contains less mechanical parts, is more economical, 
and has lower operating and maintenance costs. Various heat emitters (fin 
structures), heat pipes, etc. are used in such cooling systems. It is possible 
to increase the effect of cooling with natural convection air by using 
structures. Figure 8 shows different fin structures in the natural convection 
air cooling system (Bilen et al. 2021).

Figure 8. Effective natural convection air cooling with various fin structures
2.2. Passive Cooling Method with Natural Convection Water

Cooling with cotton wick and heat spreaders: With the help of 
cotton wicks, one end of which is immersed in the water reservoir, in the 
type of cooling with natural convection water, the relevant surface is cooled 
by allowing the water to travel to the PV panel and evaporate. By using 
various heat spreaders, faster cooling can be achieved in this method. This 
type of cooling can also be evaluated in the category of cooling with the 
technique of evaporation of water. In one of the sample studies conducted 
in the passive cooling method with water, the panel temperature value 
was 30%, 17% and 11% temperature decrease in the cooling made by 
using water, Al2O3/water, CuO/water in the cotton wicked capillary tube 
(Chandrasekar et al. 2013). In the aforementioned study, the other end of 
the cotton wick arranged spirally behind the PV panel was immersed in 
water. As a result of the latent heat released by the evaporation of the water 
walking on the wick, the panel surface is passively cooled. With the related 
study, it was stated that the PV panel temperature was reduced from 65℃ 
to 45℃.

In the passive cooling system, which is made by using cotton wicks in 
the heat spreaders, the advantages of increasing the transmission coefficient 
of the heat emitters together with the latent heat of the steam of water are 
combined, thus reducing the surface temperature by 12% and increasing 
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the electricity production by 14% (Chandrasekar & Senthilkumar, 2015). 
The visual of the related study is given in Figure 9. As seen in the figure, 
U-profile aluminum heat spreader fins were used in order to accelerate the 
removal of heat from the environment in the cooling made by using the 
latent heat of evaporation of the water in the cotton wick. In this system, 
if it is used without cotton wicks, passive cooling can be done with the 
finned structure used. With the natural convection air movements hitting 
the wings, a passive air-operated cooling system is obtained

Figure 9. Passive cooling with cotton wick and heat spreaders (Chandrasekar & 
Senthilkumar, 2015).

Cooling of PV panels by submerged in water: It is one of the methods 
in which the panel surface temperature is passively cooled. Current studies 
in this area examine the cooling effects of the panel horizontally on the 
ground, horizontally while floating in water, and submerged (Kumar et al. 
2020). According to this current study, the exergy loss of the panel on the 
ground was higher than the panel on the water surface and submerged in the 
water. The highest exergy efficiency was obtained in the submerged panel. 
In another study, where the panel is completely and partially submerged, 
it was observed that the electricity generation efficiency was higher in 
the fully immersed panel (Mathu et al. 2019). Similar investigations were 
made for different water conditions (Enaganti et al. 2020).2.3. 
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2.3. Passive Cooling Method with PCM Material

It is understood that passive cooling using phase change materials will 
be preferred more than other passive methods in terms of being less costly, 
no additional energy expenditure, no operating maintenance costs, and 
prolonging the panel life. The high heat storage capacity of PCM materials 
also encourages the effective use of these materials in thermal systems 
(Asgharian and Baniasadi, 2019). Research has been carried out on the low 
thermal conductivity coefficients, which is the only feature that is seen as 
a disadvantage in phase change materials. One of the current studies is the 
addition of nanomaterials to increase the thermal conductivity coefficients 
(Weinstein et al. 2008). Considering that the addition of nanomaterials 
increases the cost, less costly alternative studies are also being carried out. For 
example, various studies are carried out on passive cooling systems created 
by combining PCM material with materials with high thermal conductivity 
such as aluminum and copper in various combinations (Khanna et al. 2018). 
Figure 10 shows the passive cooling method using PCM material. The passive 
cooling method, which can serve as an example for the studies carried out 
with different thicknesses and different PCM material fillings on the back of 
the panel without using any blade type, is presented in Figure 10a. In Figure 
10b, in order to eliminate the low transmission coefficient disadvantage of 
the PCM material and therefore to increase the heat transmission coefficient, 
fins with different shapes and produced from different materials with various 
heat transmission coefficients are used. In some studies, fins of different 
shapes and materials were placed between the PCM material, while in some 
studies, PCM material was filled between/inside the fins with different 
cross-sectional areas placed behind the PV panel. Along with such studies, 
reinforcement studies are also carried out with various nanofluids in order to 
increase the heat transfer coefficient .

Figure 10. Passive cooling of PV panels with PCM material, a) cooling with 
PCM filling without using fins, b) fin placement in PCM filling in various shapes 

and materials
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PCM materials used in this field are divided into three parts as organic, 
inorganic and eutectic. Organic materials have the advantage of being 
more resistant to corrosion and less costly than inorganic materials. On 
the other hand, the lower conductivity of organic materials compared to 
inorganic materials is one of the disadvantages of these materials. Organic 
PCM materials are generally known as paraffins and are expressed with 
the symbol RT. The number to the left of the RT expression symbolizes 
the melting and freezing point of the relevant material. For example, RT20 
refers to organic paraffin PCM material with a melting and freezing point 
of 20℃. It is understood that organic PCMs work in the range of 10-45 
° C, inorganics at 30-60 ° C, and eutectics in the range of 25-65 ° C. In 
case of working in a low melting temperature environment such as 10-
20℃, organic PCM is more likely to find eutectic PCM for high melting 
temperatures such as 60-70 (Yao et al. 2020).

In Table 3, some literature studies using PCM material in PV and 
PV/T systems and their brief results are presented. It has been determined 
that calcium chloride hexahydrate (CaCl2. 6H2O) is preferred because it is 
cheap in general cooling studies with PCM.

Table 3. Some passive cooling studies using PCM material
Hosseinzadeh 
et al. (2018)

They uses the PCM in 
nanofluid based PVT/
PCM

They demonstrated that the use of PCM in nanofluid 
based PVT/PCM system enhances the thermal output 
power of conventional PV/T

Yang et al. 
2018

In the PV/T-PCM system 
Capric
acid was used.

While providing a surface temperature drop of 
15.8℃,  19% increase in electricity efficiency was 
achieved.

Abdelrahman 
et al. 2019

Different blade 
configurations are also 
used in the PV panel with 
RT35HC PCM material.

It was emphasized that the electrical efficiency 
increased from 20% t to 46.3%, so the PV efficiency 
increased significantly with PCM material.

Esfe et al. 
2020

Cooling the PV/T with 
PCM
-In case of cooling the 
PV/T with nanofluid
-PVT-PCM system
Cooling with uric acid, 
capric acid and nanofluid 
/ nano-PCM (organic 
paraffin as PCM and SIC 
as nanoparticle)

increased the electrical efficiency between 15-23% 
compared to conventional PV.
In the case of PV/T cooling passing the nanofluid 
through the direct, spiral and micro-channel, the 
efficiency increase was obtained as 20.5%, 37.6 and 
27, respectively.
The thermal efficiency was determined as 90%, 
69.84% and 72%, respectively.

Yao et al. 2020 PCM heat storage based 
on PV/T panel

Meanwhile, the heating COP can reach 5.79 which 
is 70% higher than the conventional air conditioning 
system and the electrical, thermal, overall efficiencies 
are 17.77%, 55.76% and 75.49%, respectively.
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Rezvanpour et 
al. 2020

PV-PCM( Calcium 
Chloride Hexahydrate) 

Average temperature drop for November is 12C with 
23.5% temperature drop; It dropped to 14C with 
24.3% temperature drop for December.
Maximum power output for November is 22.32%, 
while for Decemberwas 24.68%.

Due to the fact that the night is relatively cold compared to the day, the 
PCM material has to give off its internal heat and freeze during the night, 
and it must melt by absorbing heat from the high heat source (PV panel) 
with the effect of the increasing ambient temperature during the day. In this 
regard, when choosing PCM material, it should be noted that the freezing 
point of the area where the study will be carried out is at night temperature 
and below the ambient temperature in order to ensure that it melts during 
the day. In addition, it is necessary to adjust the amount of material well in 
order to ensure that the melting of the PCM material continues throughout 
the day and an effective cooling is provided throughout the day. Today, 
there are various studies that detect efficiency gains by using PCM material 
in PV panels and PVT panels (Maallah et al. 2019). It is known that non-
toxic and non-hazardous organic PCM materials are generally preferred 
in studies conducted in this field (Kazemian et al. 2019, Kazemian et al. 
2020. In addition to the efficiency increases with the use of PCM material 
in the PV panel, aluminum or copper blades with PCM material are used 
in various The electrical efficiency was increased by approximately 13% 
(Atkin & Farid, 2015). (2018) used nanofluid in the PV/T -PCM system and 
achieved an efficiency increase of 29.6%. According to Esfe et al. In his 
2020 study, he mentions that cooling of the PVT with PCM increases the 
electrical efficiency by 15-23% compared to conventional PV. In the same 
study, it is mentioned that when the PVT is cooled with nanofluid, the 
efficiency increase is 20.5, 37.6 and 27, respectively, when the nanofluid is 
passed through the direct channel, spiral channel and micro channel.

CONCLUSIONS

It necessitates the active use of solar energy in order to meet the 
global energy demand without endangering human health. It is obvious 
that photovoltaic panels are the most utilized area from solar energy. On 
the other hand, the low yields of 15-20% make researches in this field 
valuable. An important research branch to increase this efficiency is the 
cooling of the panels. As a matter of fact, the increase in the panel surface 
temperature is one of the important reasons that reduces the efficiency. As 
a general evaluation of the cooling systems used in this sense;

  1. The first cooling systems used were generally active cooling 
systems. It is the best cooling system to be used in using the heat in PV 
panels to meet the heat requirement of a system. However, in general, active 
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cooling methods used in PV panels have several benefits such as increased 
efficiency, extended panel life and reliability, as well as disadvantages such 
as becoming more complex, causing an increase in energy consumption 
and cost.

2. Passive cooling systems, developed as an alternative to active 
cooling systems, have started to be preferred more because they are less 
costly, no additional energy expenditure, no operating maintenance costs 
or less. It is understood that the most effective cooling among passive 
cooling types is provided by phase change materials. However, although 
phase change materials are the latest technology used to cool photovoltaic 
batteries and increase their efficiency, they also contain important issues 
that need to be researched and developed. As follows;

Phase change materials structurally have the disadvantage of low 
thermal conductivity coefficient. In this respect, every study to increase the 
thermal conductivity is important in terms of its application to photovoltaic 
panel cooling. As a matter of fact, it will be possible to increase panel 
efficiency in this direction. Currently, it is known that the transmission 
coefficient is increased by adding graphite nanofiber to the FDM material 
(Weinstein et al. 2008). However, it should be taken into account that the 
cost will increase as the nanomaterial ratio is increased.

3. In PV/T systems, which we call hybrid PV panels, which are thought 
to be more preferred in the future compared to the standard PV system, 
it is important to make the second law analysis of thermodynamics as a 
result of proper cooling. Because in PV/T systems, an increase in entropy 
occurs in parallel with the increase in surface temperature. However, it 
is understood from the existing studies that there are not enough studies 
in this field. In this respect, due attention should be paid to second law 
analyzes of second thermodynamics in order to establish more efficient 
systems.
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1- ANTENNAS

An antenna is the device used to transform electromagnetic waves 
into electrical signals (voltage and current) or electrical signals into 
electromagnetic waves. In 1888, antennas were used to demonstrate the 
presence of electromagnetic waves that Heinrich Hertz (1857–1894) 
and James Clerk Maxwell (1859–1894) had predicted. By positioning a 
dipole in front of a hertz parabolic reflector, he carried out this experiment. 
Typically, antennas are made up of one or more conductors. An 
electromagnetic field is produced when an antenna receives an alternating 
current from a source on the transmitter side, which causes the antenna to 
radiate using displacement currents. On the other side, this procedure is 
reversed in reception antennas. Communication is achieved when these 
electromagnetic waves cause a current to flow across the antenna surface. 
Incoming waves are focused on a single point using horn- or parabolic-
shaped antennas. A directional antenna is the name for this kind of antenna. 
An omnidirectional antenna is one that emits or receives electromagnetic 
radiation equally from places in space that are equally distant from it. Figure 
1 shows an illustration of an omnidirectional antenna’s radiation pattern 
in a plane. The majority of antennas in use are directional, meaning that 
they work better in one direction than another for transmitting or receiving 
electromagnetic radiation. An illustration of the emission patterns of 
directional antennas is shown in Figures 1 and 2. The antenna is depicted 
in the diagrams below as the dot in the center of the circle.

Figure 1 Non-directional antenna radiation pattern
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Figure 2 Directional antenna radiation patterns
The main function of antennas is to convert between the characteristic 

impedance of the radio frequency system and the free space impedance. 
An extremely crucial aspect of antennas is impedance matching of the 
antenna over the operational frequency band. Return loss (RL) or Voltage 
standing wave ratio (VSWR) are frequently used to describe the impedance 
matching quality. Simply put, using these two phrases is equivalent to 
using two distinct forms to convey the same impedance value.

The ideal scenario is for all power to be radiated back to the antenna 
without reflection, even if that is not achievable [1-3]. The literature 
contains studies that are comparable [4-5].

Figure 3 Receiver and transmit antenna model
1.1 Radiation Resistance and Efficiency

The antenna’s radiant power is the amount of energy it emits as 
electromagnetic waves into space. Radiative resistance is the difference 
between the radiant power and the current passing through it that is 
determined by Ohm’s law. The radiation resistor links the antenna’s 
power with the current passing through it. It functions as a virtual resistor. 
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The losses at the input terminals are taken into consideration using the 
total antenna efficiency. There are two causes for these losses. The first 
are the reflections brought on by the transmission line and antenna being 
incompatible, and the second are the I2R losses.

1.2 Radiation Pattern

The forms known as radiation patterns demonstrate how much power 
the antennas radiate in each direction. While the radiation diagram can 
be in any plane, it typically only addresses patterns that are horizontal or 
vertical. In directed antennas, the radiation diagram and definitions are as 
follows:

Main beam: The beam that is directed in the antenna’s primary 
radiation direction.

Side flaps: Flaps that aren’t desired around the primary beam

Posterior auricle: Auricle developed near the antenna’s base.

Beam: Half power beam width (HPBW) is also the angle between the 
spots when the main beam’s strength decreases to 3 dB.

1.3 Directivity and Antenna Gain

Two crucial factors, antenna gain and directivity, are determined by a 
specific reference antenna. All directions of radiation from a point source 
are equal. It is used as a reference and is known as an isotropic source. 
Antenna directivity is the capacity to radiate power equivalent to the power 
emitted by the isotropic source in a specific direction. For instance, a dipole 
antenna’s radiation diagram has the form of a torus. In comparison to an 
isotropic antenna, the short dipole’s directivity is 1.5 (1.75 dB), while the 
half-wave dipole’s directivity is 1.64 (2.15 dB).

Directivity and antenna gain are synonymous in lossless antennas. 
However, with lossy antennas, the gain is determined by the directivity 
multiplied by the loss ratio (throughput). Analytical calculations can be 
used to determine the antenna directivity, but only measurements taken in 
relation to the reference antenna can determine the gain. The active surface 
is another variable that has a direct bearing on antenna gain. The capacity 
to transmit energy from electric fields in space to antenna terminals is 
referred to as an antenna active surface.

1.4 Polarization

The form of the electric field over time and how much radiation it 
emits in each direction are two definitions of polarization. When an 
antenna emits electromagnetic waves, the electric field during transmission 
is referred to as a vertically polarized wave if it is parallel to the ground and 
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a horizontally polarized wave if it is perpendicular. A structure known as 
an electromagnetic wave filter has the ability to only pass waves with the 
desired polarization and not those with the undesirable polarity. Particularly 
for directional antennas, polarization may frequently be anticipated from 
antenna structures. Side lobe polarization might be slightly different from 
main beam polarization. The polarization of radio antennas is determined 
by the configuration of the component of the antenna that emits the 
radiation. A vertically positioned omni-WIFI antenna, for instance, will 
mostly have vertical polarization. The sole exception to this rule is the 
extended waveguide, which becomes horizontally polarized if it is installed 
vertically. The majority of the time, the polarization is elliptical, which 
means that the polarization of the electromagnetic waves radiated from the 
antenna varies over time. Linear and circular polarization are two examples 
of exceptional situations. In linear polarization, the antenna makes it such 
that the electric field propagates in a certain direction, often vertical and 
horizontal polarization. The antenna continually modifies the electric field 
in circular polarization at all positions in relation to the ground. Circular 
polarization is produced by some antennas, including helical antennas. 
Circular polarization may be achieved, nevertheless, by feeding a linearly 
polarized antenna with two ports that have identical amplitudes and a 90° 
phase difference.

1.5 Voltage Standing Wave Ratio (VSWR)

It is the parameter that controls the amount of power that is radiating 
from the antenna. In a perfect world, all power sent would reach the load 
and be received by the receiver without any power being lost to radiation. 
Yet, in reality, this is never possible. The impedance mismatch between the 
waveguide and the supply causes a reflection. This reflection causes a loss 
in the power that the antenna will transmit. The highest voltage produced 
by the returned and sent voltage waves at the antenna input divided by the 
minimum voltage is known as the VSWR.

1.6 Near and Far Field

The term “near field” refers to the area immediately surrounding 
an antenna or other radiation source. The electric and magnetic field 
components do not exhibit plane wave characteristics in the near field. 
Measurements are challenging due to the complicated relationships in this 
area. Reactive energy builds up more. It is possible to approximate plane 
waves in the distant field. In terms of variables like frequency, antenna 
size, and other considerations, near and far field classifications are based 
on antenna type and interactions.
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2- FREQUENCY BANDS

When categorizing electromagnetic waves using wavelengths as a 
guide, the microwave expression is employed for wavelengths varying in 
length between 1 cm and 1 m. When the appropriate frequency matching 
is determined using the formula for the speed of light, the wavelengths 
are the range between 300 MHz and 30 GHz. Table 1 provides a detailed 
illustration of the electromagnetic spectrum’s frequency bands [6].

Table 1 Frequency bands and usage areas

Frequency Band Describing Where used

3 – 30 KHz 
Very Low Frequency Directional and sonar (a method of 

detecting underwater objects with sound 
waves)(VLF) 

30 – 300 KHz 
Low Frequency Navigational help, radio navigation, and 

radio navigation(LF) 

300 – 3000 KHz 
Medium Frequency AM radio, marine radio, 

communications with the Coast Guard, 
and navigation(MF) 

3 – 30 MHz 
High Frequency fax, telephone, and telegraph 

Shortwave, public band, amateur radio, 
and global radio transmission(HF) 

30 – 300 MHz 
Very High Frequency Mobile communications include TV, 

FM broadcast, air traffic control, police, 
and taxi(VHF) 

300 – 3000 MHz 
Ultrahigh Frequency TV, satellite connectivity, radar for 

monitoring, and a compass(UHF) 

3 – 30 GHz 
Superhigh Frequency Satellite communications, land-

based communications, microwave 
connectivity, and aircraft radar(SHF) 

30 – 300 GHz 
Extremely High Frequency 

Experimental uses of radar
(EHF) 

3- HORN ANTENNAS

One of the most popular microwave antennas is the horn antenna. 
The horn antenna, which was invented at the end of the 1800s but lost 
significance in the early 1900s, saw an upsurge in attention beginning in 
the 1930s and lasting into the Second World War. Since it resembles a horn, 
it gets its name from the English word “horn,” which means “horn”. In 
astronomy, satellite tracking, and satellite communication, horn antennas 
are frequently employed. A reflector or lens can also be used to boost the 
gain even more. The simplicity of production, adaptability, and high gain 
of a horn antenna are some of the crucial factors to consider. In essence, 
the mouth opening is separated into four sections by the electric field 
according to its structure. These structures include pyramids, Conical 
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Horns, E and H planes. Horn antennas spread by receiving their feed 
from a waveguide. A waveguide may often also propagate. Nevertheless, 
impedance mismatch is a serious drawback. Some of the wave is reflected 
back owing to impedance mismatch if it propagates into empty space 
without open-circuit termination.

3.1 E-plane Horn Antenna

An aperture antenna can be used to describe horn antennas. By 
conceptualizing the horn antenna as a radial waveguide, the fields at the 
horn antenna’s mouth opening may be derived [7-8]. Cylindrical TE and TM 
wave functions that incorporate Henkel functions can be used to represent 
the fields in the horn antenna. This technique may be used to locate regions 
both inside the horn and in the mouth hole of the horn. Above the cutoff 
frequency, the TE10 mode is supported by the fields in the horn antenna’s 
feed waveguide. During the horn’s length, the aperture size grows. The 
lowest operational frequency is provided by TE10, the cutoff frequency.

3.2 H-Plane Horn Antenna Design

The magnetic field-plane of this construction is known as a horn 
antenna if the mouth opening of the rectangular waveguide grows in the 
direction of the magnetic field after the waveguide, while the other plane 
remains unchanged.

3.3 Pyramid Horn Antenna

The most common style of horn antenna is the pyramid horn 
construction. By enlarging the waveguide in both the magnetic and electric 
field directions, the horn structure is created. Since it makes advantage of 
the propagation properties of the E-plane and the H-plane together, it is 
known as a pyramid.

3.4 Conical Horn Antenna

Conical Horn antennas are yet another variety of horn. Conical Horn 
antennas are supplied in a different way than pyramid horn antennas, in 
the shape of a circular waveguide. The Conical Horn’s radiation fields 
were originally investigated in [9]. The Conical Horn antenna’s modes 
are specified in terms of Bessel functions and Legendre polynomials in 
spherical dimensions.

3.5 Customized Horn Antenna Structures

Many research has been conducted on horn antennas to lower overflow 
efficiency, reduce potential cross-polarization losses, and boost aperture 
efficiency in large reflectors. In microwave and radiometer applications, 
symmetrical patterns and high efficiency antennas are essential. While 
aperture efficiencies of 50 to 60 percent are attained with traditional horn 
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feeds, it has been shown that corrugated horn structures may achieve 75 
to 80 percent efficiency. The diffraction brought on by the edges alters the 
shape of the posterior lobe area in the antenna pattern. This is particularly 
valid in areas where the horn’s aperture is perpendicular to the electric 
field. Diffractions have detrimental propagation effects on the main and 
lateral lobes in addition to the posterior lobes. The horn antenna’s walls 
have cavities carved out of them that provide identical boundary conditions 
in all polarization circumstances and shape the field distribution in the 
aperture in both planes. The scattering impact at the borders of the hole 
will be lessened by establishing the identical boundary conditions on the 
four walls. This produces a symmetrical pattern with roughly equal beam 
widths H and E for a square aperture. The walls of the H plane do not have 
grooves because there is little diffraction at the borders of the aperture in 
this plane. Another way to arrange the flutes is to create a slotted Conical 
Horn antenna. Many instances of literature are accessible [10–13].

4- STUDY CASE

In the study, return loss (S11) for 5 different Horn antennas were 
obtained by simulating 3D radiation images in MATLAB, as well as typical 
radiation patterns.

4.1. Design Example 1: Horn antenna

Pyramidal Horn antenna with a typical gain of 15 dBi makes up the 
Horn object. The standard Horn antenna works in the 10 to 18 GHz X-Ku 
band. The hopper antenna feed is typically a WR-75 rectangular waveguide 
with a 15 GHz operating frequency. The schematic for the Horn antenna 
is given in Figure 4. In addition, the details of the design parameters are 
presented in Table 2. A simple Horn antenna with a center frequency of 
15 GHz was designed and the results are shown in Figure 5, Figure 6 and 
Figure 7. The bandwidth of the designed antenna is between 13.5-17 GHz. 
A maximum of -30dB was observed in the S11 parameter. In addition, the 
maximum gain was found to be 15.5 dBi.
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Figure 4 Horn antenna

Table 2 Horn antenna design parameters

Symbol Parameter Definition

FlareLength Flare length of Horn The horn’s flashing length is 
given as a scalar in meters.

FlareWidth Flare width of Horn The horn’s flare width is given 
as a scalar in meters.

FlareHeight Flare height of Horn The horn’s glow height is given 
as a scalar in meters.

Length Rectangular waveguide 
length

meter-long rectangular 
waveguide length represented in 
scalars.

Width Rectangular waveguide 
width

Specified in scalars in meters, 
the width of a rectangular 
waveguide.

Height Rectangular waveguide 
height

Height of a rectangular 
waveguide, measured in meters.

FeedHeight Height of feed In meters, the feed height is 
expressed as a scalar.

FeedWidth Width of feed In terms of meters, the feed 
width is provided as a scalar.
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Figure 5 Horn antenna S11 parameter

Figure 6 Horn antenna 3D radiation pattern

(a)                                                                       (b)
Figure 7 Horn antenna typical radiation pattern a) azimuth, b) elevation
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4.2. Design Example 2: Conical Horn antenna

To focus the radio waves into a beam, it forms a cone-shaped 
waveguide in this instance. A lot of huge radio astronomy observatories, 
satellite tracking devices, and communication dishes employ this type of 
horn as a feed element. Figure 8 shows the schematic for the Conical Horn 
antenna. Table 3 also includes information on the design parameters in 
detail. The results of designing a straightforward Conical Horn antenna 
with a core frequency of 15 GHz are depicted in Figures 9, 10, and 11. 
The planned antenna’s bandwidth ranges from 13.3 to 17.6 GHz. The S11 
parameter reached a high of -23dB. Moreover, 14.6 dBi was shown to be 
the maximum gain.

Figure 8 Conical Horn antenna
Table 3 Conical Horn antenna design parameters

Symbol Parameter Definition

Radius Radius of 
waveguide

The waveguide’s radius, expressed as a real-
valued scalar in meters.

WaveguideHeight Height of 
waveguide

a real-valued scalar representing the waveguide’s 
height in meters.

FeedHeight Height of feed a real-valued scalar representing the height of the 
feed in meters.
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FeedWidth Width of feed The feed’s breadth, measured in meters, given as 
a real-valued scalar.

FeedOffset Signed distance 
along y-axis

Real-valued scalars representing marked lengths 
along the y-axis expressed in meters.

ConeHeight Height of cone a real-valued scalar representing the cone’s height 
in meters.

ApertureRadius Radius of cone 
aperture

the real-valued scalar radius of the cone aperture, 
expressed in meters.

Figure 9 Conical Horn antenna S11 parameter

Figure 10 Conical Horn antenna 3D radiation pattern
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(a)                                                                       (b)
Figure 11 Conical Horn antenna typical radiation pattern a) azimuth, b) 

elevation

4.3. Design Example 3: Conical Corrugated-Horn antenna

With grooves covering the interior surface of the cone, it creates a 
Conical Corrugated-Horn antenna in this situation. Because to their smaller 
side lobes and low cross-polarization level, these antennas are frequently 
employed as feed horns for dish reflector antennas. The schematic for 
the Conical Corrugated-Horn antenna is given in Figure 12. In addition, 
the details of the design parameters are presented in Table 4. A simple 
Conical Corrugated-Horn antenna with a center frequency of 15 GHz was 
designed and the results are shown in Figure 13, Figure 14 and Figure 
15. The bandwidth of the designed antenna is between 14.2-15.1 GHz. A 
maximum of -13.8dB was observed in the S11 parameter. In addition, the 
maximum gain was found to be 17.8 dBi.
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Figure 12 Conical Corrugated-Horn antenna
Table 4 Conical Corrugated-Horn antenna design parameters

Symbol Parameter Definition

Radius Radius of waveguide The waveguide’s radius, expressed as a real-
valued scalar in meters.

WaveguideHeight Height of waveguide a real-valued scalar representing the 
waveguide’s height in meters.

FeedHeight Height of feed a real-valued scalar representing the height of 
the feed in meters.

FeedWidth Width of feed The feed’s breadth, measured in meters, given as 
a real-valued scalar.

FeedOffset Signed distance along 
y-axis

Y-axis feed sign distance, expressed as a real-
valued scalar in meters.

ConeHeight Height of cone a real-valued scalar representing the cone’s 
height in meters.

ApertureRadius Radius of cone aperture the real-valued scalar radius of the cone 
aperture, expressed in meters.

Pitch Distance between two 
successive corrugations

The separation in meters between two adjacent 
grooves, expressed as a real-valued scalar.

FirstCorrugatedDistance 
Distance of first 
corrugation from 
waveguide

The initial wave’s separation from the 
waveguide, measured in meters using a real-
valued scalar.

CorrugateWidth Corrugation width the real-valued scalar parameter representing the 
undulation breadth in meters.

CorrugateDepth Corrugation depth Specified as a real-valued scalar in meters, the 
depth of the groove.
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Figure 13 Conical Corrugated-Horn antenna S11 parameter

Figure 14 Conical Corrugated-Horn antenna 3D radiation pattern

(a)                                                                       (b)
Figure 15 Typical radiation pattern of Conical Corrugated-Horn antenna a) 

azimuth, b) elevation
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4.4. Design Example 4: Rectangular Corrugated-Horn antenna

In this instance, a Rectangular Corrugated-Horn antenna with 
grooves on the flare’s inner sides is created. These antennas are frequently 
employed in broadcast communications as a feed for reflector antennas 
because to their decreased spread, beam symmetry, and low side lobe 
level. Figure 16 shows the schematic for a Rectangular Corrugated-Horn 
antenna. Table 5 also includes information on the design parameters in 
detail. The results of designing a straightforward Conical Corrugated-Horn 
antenna with a central frequency of 15 GHz are depicted in Figures 17, 18, 
and 19. The planned antenna has a bandwidth of 14.5–15.5 GHz. The S11 
parameter reached a high of -17dB. Moreover, 11.6 dBi was shown to be 
the maximum gain.

Figure 16 Rectangular Corrugated-Horn antenna
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Table 5 Rectangular Corrugated-Horn antenna design parameters

Symbol Parameter Definition

FlareLength Flare length of horn The horn’s flare length is given as a positive scalar in 
meters.

FlareWidth Flare width of horn The horn’s flare width is given as a positive scalar in 
meters.

FlareHeight Flare height of horn The horn’s flare height is given as a positive scalar in 
meters.

Length Length of rectangular 
waveguide

a positive scalar representing the rectangular 
waveguide’s length in meters.

Width Width of rectangular 
waveguide

The positive scalar width of the rectangular waveguide, 
measured in meters.

Height Height of rectangular 
waveguide

the positive scalar height of the rectangular waveguide 
stated in meters.

Figure 17 Rectangular Corrugated-Horn antenna S11 parameter

Figure 18 Rectangular Corrugated-Horn antenna 3D radiation pattern
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(a)                                                                       (b)
Figure 19 Typical radiation pattern of Rectangular Slot Horn antenna a) 

azimuth, b) elevation

4.5. Design Example 5: Potter Horn 

A discontinuous dual-mode Conical Horn antenna is the Potter Horn 
antenna. When low cross polarization, low side lobe, and beam symmetry 
are necessary, these antennas are employed in wireless applications. 
For frequency reuse, Potter Horns are commonly utilized in satellite 
communications. The schematic for the Potter Horn antenna is given in 
Figure 20. In addition, the details of the design parameters are presented 
in Table 6. A simple Conical Corrugated-Horn antenna with a center 
frequency of 15 GHz was designed and the results are shown in Figure 
21, Figure 22 and Figure 23. The bandwidth of the designed antenna is 
between 14.2-16.6 GHz. A maximum of -15.8dB was observed in the S11 
parameter. In addition, the maximum gain was found to be 11.9 dBi.



 . 155Current Research in Engineering

Figure 20 Potter Horn antenna
Table 6 Potter Horn antenna design parameters

Symbol Parameter Definition

Radius Radius of circular waveguide
The positive scalar representation 
of the circular waveguide’s radius 
in meters.

WaveguideHeight Height of circular waveguide
the positive scalar height of the 
circular waveguide, measured in 
meters.

FeedHeight Height of feed The feed’s height, given as a 
positive scalar, in meters.

FeedWidth Width of feed The feed’s breadth is expressly set 
in meters.

FeedOffset Signed distance along 
waveguide height

the real-valued scalar measurement 
of the indicated distance along the 
waveguide height in meters.

ConeHeight Height of cone a positive scalar representing the 
cone’s height in meters.

ApertureRadius Radius of cone aperture The cone aperture’s radius is given 
as a positive scalar in meters.

TaperRadius Radius of taper the positive scalar radius of the 
taper, measured in meters.

TaperHeight Height of taper

The non-negative scalar 
representation of the taper’s 
height in meters. To create a 
cascaded Potter Horn antenna, set 
TaperHeight to 0.
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Figure 21 Potter Horn antenna S11 parameter

Figure 22 Potter Horn antenna 3D radiation pattern

(a)                                                                       (b)
Figure 23 Typical radiation pattern of the Potter Horn antenna a) azimuth, b) 

elevation
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5- CONCLUSION

By looking at the data obtained from the study, changing the shape 
for horn antenna types affects the bandwidth and gain, especially the 
working band. If we compare the results of the study, the bandwidth of 
standard Horn antenna and Conical Horn antenna is wider than the others. 
The narrowest bandwidth was obtained for the Conical Corrugated-Horn 
antenna. A medium bandwidth was obtained in the Potter Horn antenna 
compared to other models. As it is known, return loss -10 dB and below 
is a valid value. Again, the lowest results were found for the S11 Horn 
antenna model. In addition, the largest S11 was obtained for the Rectangular 
Corrugated-Horn antenna. The highest gain was found for the Conical 
Corrugated-Horn antenna model. The lowest gain values were obtained for 
Rectangular Corrugated-Horn antenna and Potter Horn antenna models. In 
the light of all this information, if wide bandwidth is desired, the standard 
Horn antenna can be preferred. Conical Corrugated-Horn antenna model 
can be used for high gain and narrow bandwidth, Rectangular Corrugated-
Horn antenna model can be used for low gain and narrow bandwidth. From 
this work, we can conclude what kind of results the Horn antenna models 
can give for the determined band.
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1. INTRODUCTION

Every year, more than 500,000 people suffer from various injuries, 
traffic accidents, etc., and are exposed to spinal cord injury (SCI) for reasons 
(Anjum et al., 2020). SCI is caused by disruption of neural transmission in 
the neural structure of the spinal cord, such as the medulla, medullary cone, 
and cauda equina (Yang et al., 2022). The disruption of this conduction 
may be due to mechanical impact, laseration, compression, transection, 
infection, or spinal cord degeneration (Yang et al., 2021). SCI is expressed 
in two ways as completed and incomplete SCI. In incomplete SCI patients, 
a weak EMG signal is obtained below the spinal cord injury area (Anderson 
et al., 2018). However, in patients with completed SCI, EMG signals are 
not observed below the spinal cord injury area, which causes deterioration 
in muscle and motor function functions.  Impairment in these functions 
increases intestinal, urinary, musculoskeletal, neuronal, and cardiological 
disorders (Ong et al., 2020). Movement rescheduling is vital for these 
patients to restore functional independence and quality of life. Recently, 
robotic exoskeletons have been used to improve the quality of SCI patients 
in their daily lives and life functions. Gait training with these devices is 
seen to improve cardiorespiratory, urinary, musculoskeletal, neuronal, and 
somatosensory systems (Pinto et al., 2020).  

Studies in the literature are AnyBody, OpenSim, etc. shows that 
musculoskeletal modeling programs are used in exoskeleton designs, 
which is a complex and difficult process. These modeling programs allow 
to examine the effects of realized designs on human muscles and joints. 
According to the findings obtained as a result of the examination, the most 
suitable exoskeleton systems for human ergonomics can be developed (Kim 
et al., 2018). When studies on this subject in the literature are examined, 
it is seen that the effects of the exoskeleton on muscle, joint, and ground 
reaction force are examined. For example, Ferrari et al. analysed the effects 
of the exoskeleton they designed with the OpenSim programs on the slow 
gait cycle. As a result of the analysis, it was observed that more time was 
spent in the double support phase of gait than in normal gait. (Ferrari et 
al., 2008). Zhu et al., on the other hand, used these programs to model 
the lower-extremity-powered exoskeleton (LEPE) and to measure the joint 
alignment between humans and LEPE [5]. In 2018, Fournier combined the 
ARKE lower extremity robot developed by Bionik Laboratories Inc. with 
the musculoskeletal system in the AnyBody programme. In this study, 
which does not include muscle activities and joint mechanics, the ground 
reaction forces that occur when the robot is operated at different speeds 
are examined. From the simulation results obtained, it has been proven 
that the lower gait of the exoskeleton creates a lower ground reaction force 
(Fournier et al., 2018). In 2020, Smith et al. analysed the effect of gait with 
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a lower exoskeleton and crutches on the upper extremity arm muscles and 
joints of a patient with SCI. As a result of the study, the use of crutches 
strains the elbow and shoulder muscles, posing a risk (Smith et al., 2020). 

In this study, we explain how the exoskeleton designed in the 
Solidworks environment is transferred to the Anybody programme and 
how it is integrated into the whole body human model. The exoskeleton 
integrated into the body model was adapted to the gait of a normal and 
completed SCI person, and joint reaction force, moment, and ground 
reaction forces were analysed during this time.

2. MATERIAL AND METHODS

The human is the only creature that can stand and move with two 
legs. The gait cycle is the whole of the movements made to complete the 
movement of the heel of one foot to the ground for the first time to ensure 
the forward movement of the trunk and the movement of the same heel to 
the ground for the second time and to ensure that this process is continuous 
(Yavuzer, 2014). The gait cycle (Figure 1) takes place in two phases, the 
stance phase and the swing phase. As can be seen in Figure 1, the situation 
where the two feet touch the ground is called the double support phase, the 
situation where only the right foot touches is called the single stance phase 
and the situation where only the left foot touches is called the swing phase 
(Dugan & Bhat, 2005).

Figure 1. Human Gait Cycle Phases (Chalvatzaki et al., 2018).
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2.1. Lower Extremity Exoskeleton Model

The lower extremity exoskeleton model consists of 3 parts in each leg 
as thigh, calf, and foot, and 7 parts in total, including the hip. Each part 
has 6 degrees of freedom. Carbon fibre from the Zoltex Panel was used 
in the construction of the exoskeleton. This material is inexpensive and 
offers high power-to-weight performance. Zoltex Panel carbon fiber has 
been chosen as one of the best solutions for an exoskeleton to be designed 
for SCI patients with its high performance, high strength, low weight, high 
stiffness, corrosion resistance, heat resistance (Hussain et al., 2021). The 
lower limb exoskeleton designed in the SolidWorks programme is shown 
in Figure 2.

Figure 2. Lower limb exoskeleton designed with Zoltex Panel 33 material.

2.2 AnyBody Musculoskeletal Modelling Program

AnyBody musculoskeletal modeling program is a software developed 
by Denmark’s Aalborg University to examine joint, muscle, ground reaction 
forces and moments and contact forces. The full human body model used 
in this program is derived from real cadaver studies. The loads falling on 
the joints and muscles can be simulated similar to the real human body. 
This programme has the feature of adjusting the desired height, weight and 
body parts (Rasmussen, 2019).
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2.2.1. Human Musculoskeletal Model

The human musculoskeletal model was created using the full body 
model, which is a combination of lower extremity, upper extremity, head 
and body segments stored in AnyBody Managed Model Repository 
(AMMR) v.1.6.3. The model consists of 16 joints,804 muscleas and 25 
parts. There are 140 and 159 muscles in each arm and leg, respectively, 
while there are 206 muscles in the trunk and head (Engelhardt et al., 2020). 
The programme can model the neck, sternoclavicular, glenohumeral, 
elbow, wrist, pelvis-thorax, hip, knee, and ankle joints (Trinler et al., 
2019). In this study, the model in Figure 3, which has the anthropometric 
characteristics of a muscular person with a height of 1.75 cm and a weight 
of 75 kg, was used.

Figure 3. Human Musculoskeletal Model
In order to obtain the completed SCI human model (Figure 4), the 

muscles in the lower extremity were canceled in the AnyBody program, 
and she was allowed to walk with exoskeleton control (Smith, 2019). The 
effects of gait with an exoskeleton in SCI patients were analysed using 
the AnyBody program by analysing joint reaction forces, joint reaction 
moments, ground reaction forces and moments obtained from the SCI 
human model conducted over two gait cycles.
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Figure 4. Full SCI human model
2.2.2 Joint reaction force and Moment

Muscles produce force and moment between joints during gait motion. 
In this study, 12 joint reaction forces and 6 joint reaction moments, which 
are effective in the hip, knee, and ankle, were determined in the gait cycle. 
The joint reaction forces and moments discussed in this study are as in 
Table 1.

Table 1
Joint reaction forces and Moments Calculated Using AnyBody Modeling System.
Joint Reaction Forces Joint Reaction Moments 
Ankle Antero 
Posterior Force

Ankle 
ProximoDistal 
Force

Knee Lateral 
Joint Moment 
Force

Hip Antero 
Posterior Force

Ankle Plantar 
Flexion Joint 
Moment

Hip Abduction 
Joint Moment 

Ankle Axial 
Moment Joint 
Force

Knee Antero 
Posterior Force

Knee Medio 
Lateral Joint 
Force

Hip Medio 
Lateral Joint 
Force

SubTalar 
Joint Eversion 
Moment 

Hip External 
Rotation Joint 
Moment

Ankle Medio 
Lateral Joint 
Force

Knee Axial 
Moment Joint 
Force

Knee 
ProximoDistal 
Force

Hip 
ProximoDistal 
Force

Knee Flexion 
Joint Moment 

Hip Flexion 
Joint Moment 

2.3 Integration of Exoskeleton Design into AnyBody Program and 
Kinematic Analysis

Figure 5 shows what needs to be done to analyse the reaction 
forces and moments in the joints of SCI and healthy people during gait 
with exoskeletons. First of all, the exoskeleton design should be done in 
Solidworks 2016. The designed 3D CAD model is converted to Anyscript 
program file with AnyExp4Solidworks program patch. The hip, knee, and 
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ankle joint angles of the person gait on the RoboGait were obtained using 
the Kinovea Image processing programme and transferred to the AnyBody 
programme. In addition, whether there is a right angle or not, the whole 
body human model was added to the AnyBody program in the RoboGait 
program and the standing human model was first executed by entering 
the joint angles without exoskeleton. After the normal gait procedure was 
performed, the exoskeleton was allowed to walk with the same angles. 
After enabling the exoskeleton and the human model to walk, the human 
musculoskeletal model and the exoskeleton were integrated by adding 
contact points. Then, the whole human body model was run together 
with the exoskeleton. To simulate a patient with SCI, the lower extremity 
were excluded from the model. Then the joint reaction force, moment, and 
ground reaction force of SCI and a healthy person were compared.

Figure 5. Integration of exoskeleton design into AnyBody Program and kinetic 
analysis.
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3. RESULTS

In this study, a healthy human model and a full SCI human model 
with no lower extremity muscles were performed over two gait cycles. 
Joint reaction forces, joint reaction moments, ground reaction moments 
and ground reaction forces on healthy and SCI human muscle models 
during gait were investigated. In the study, a total of 12 joint reaction 
forces, including ankle, knee, and hip, were obtained by performing 
RoboGait Gait Orthosis with the angles obtained during 2 gait cycles. Joint 
reaction forces obtained for normal and SCI patients were compared with 
the plotbox as in Figure 6.

Figure 6. Joint reaction forces obtained during exokeleton gait of the normal and 
SCI model.

When the joint reaction forces of a normal person and a person with 
SCI were examined while gait with an exoskeleton, it was seen that normal 
human muscles exert an extra force on the joints. Therefore, the joint 
reaction forces of patients with SCI are lower than those of normal people. 
The highest joint reaction force was observed in the hip (proximo distal), 
while the lowest joint reaction force was observed in the axial moment 
force in the ankle. This shows that the force on the joints decreases from 
the trunk to the feet.

After examining the joint reaction forces, a total of 6 joint reaction 
moments (Figure 7) were obtained from the Model in AnyBody for Normal 
and SCI patients, three in the hip, one in the knee and two in the ankle.
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Figure 7. Joint reaction moments obtained during gait with the exoskeleton of 
the Normal and Full SCI model.

When the joint reaction moments in Figure 6 are examined, the joint 
moment force in all joints of the hip, knee, and ankle decreased except the 
eversion joint moment in the subtalar joint of the ankle. The reason for 
the increase in the subtalar eversion joint moment is that the exoskeleton 
creates an opposing force to the joint. After examining the joint forces and 
moments, the ground reaction force and moment, which are other factors 
affecting movement, are discussed. Here, ground reaction forces and 
moments in the x, y, and z directions in the coordinate system are discussed. 
The ground reaction forces were obtained for each of the three axes, as 
seen in Figure 8, by running the full SCI human model exoskeleton, with 
all muscles in the normal and lower extremities canceled, in the AnyBody 
program for two cycles.

Figure 8. Ground reaction forces obtained for three different axes
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When the ground reaction forces and moments are examined, it is 
seen that cancelling the muscles reduces the ground reaction force and 
moment. After examining the ground reaction forces, the ground reaction 
moments were obtained as in Figure 9 for two gait cycles.

Figure 9. Ground reaction moments obtained for three different axes
4.DISCUSSION 

Exoskeletons are used for the treatment of patients who have partially 
or completely lost their lower extremity gait functions due to paralysis, 
traffic accidents, and similar reasons. Joints and forces acting on the 
ground are important in the design of these devices. When studies in the 
literature are examined;

When performing the lower extremity gait analysis in the AnyBody 
Musculoskeletal System, only the profile of a healthy person was considered 
(Fournier et al., 2018; Smith, 2019). 

• The analysis of the joint reaction force and ground reaction forces 
was ignored in model studies (Smith, 2019).

• In some studies, it has been observed that as the weight increases, 
the muscle signals and the force on the joint increase and the exoskeleton 
decreases it (Sohane & Agarwal, 2021).

• In the study by Fourier et al., ground reaction force was examined 
for the posture of patients with normal SCI and SCI, while joint strength 
was not examined (Fournier et al., 2018). 

In this study, unlike the studies in the literature, the SCI model, whose 
muscles in the normal and lower extremities were canceled, was carried 
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out during two gait cycles. In the literature, Fourier et al. described the gait 
process cycle in only one cycle [9]. In this study, gait was obtained with 
the joint angles obtained from the real gait data, and the gait cycle was 
provided. In the execution process, gait angles suitable for the RoboGait 
gait cycle are discussed. Furthermore, the forces and moments were 
compared in the SCI model, which simulates a normal and full SCI patient, 
unlike in the literature. As a result of the comparison, it was seen that the 
use of the muscles increased the joint moment and joint strength, except 
for the foot subtalar eversion moment. The reason why it does not increase 
in subtalar eversion is thought to be due to the reverse movement of this 
joint during gait. Ground reaction forces and moments findings show that 
when the muscles are out of activity, the reaction forces and moments 
applied to the ground decrease. The reason for this is thought to be due to 
the disappearance of the force from the muscles towards the ground.

5. CONCLUSIONS

It is important to examine joint reaction force-moment, ground 
reaction force-moment for a lower extremity exoskeleton to be designed. In 
this study, 12 joint reaction forces and joint reaction forces were examined. 
Disabling muscles decreased the joint reaction force and moment on joints, 
except for the foot subtalar eversion moment of the foot. The findings show 
that the exoskeleton control systems should be designed considering the 
forces acting on the joints when designing the lower extremity exoskeleton.
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1. Introduction

Phosphorus is a critical element for living organism and irreplaceable 
for industrial sectors (Yu et al., 2022). Phosphate rocks, which are the raw 
materials of phosphorus, are limited resources (USGS, 2020). Phosphate 
rocks are used in various sectors, as shown in Fig. 1 (Gorazda, Tarko, 
Kominko, Worek, & Nowak, 2019). Agricultural application is the primary 
use of phosphorus (Brunner, 2010; Cieślik & Konieczka, 2017). 

Fig. 1 Phosphate rock usage by industrial sectors (Gorazda et al
Phosphorus is a essential nutrient for plant growth (Chan, Liao, & 

Chiou, 2021). As food production and farming practices increase due 
to population growth (up to 10 billion by 2050) (Cieślik & Konieczka, 
2017; Mogollón, Beusen, van Grinsven, Westhoek, & Bouwman, 2018), 
the demand for phosphorus fertilizer will naturally increase. Therefore, 
it is important to search for alternative sources of phosphorus such as 
sewage sludge and sewage sludge ash (SSA) containing high amounts of 
phosphorus. 

Approximately 2.8 million tons of sewage sludge were disposed of 
in EU (European Union) countries in 2018 (EUROSTAT, 2021). 20.2% of 
the disposed sludge is reported to be applied to agricultural lands, 16.9% 
was used in compost and other applications, 13.7% was landfilled, and 
26.7% was incinerated (EUROSTAT, 2021). In Turkey in 2018, 45.9% 
of the disposed sludge was landfilled, 49.4% was incinerated, 3.9% was 
used for agricultural applications (EUROSTAT, 2021). Several countries 
such as Poland, Sweden, Norway, Austria, Romania, Hungary, and 
Lithuania directly used sewage sludge as fertilizer to benefit from the 
phosphorus content according to recent EUROSTAT data for the year 2018 
(EUROSTAT, 2021). Nevertheless, many countries limit the direct use 
of sewage sludge because of its potential effects on the environment and 
human health (Donatello & Cheeseman, 2013; Egle, Rechberger, Krampe, 
& Zessner, 2016; Marani, Braguglia, Mininni, & Maccioni, 2003). 

Incineration is a widely used method in sewage sludge management. It 
is estimated that around 1.7 million tons of ash are generated per year from 
sludge incineration (Donatello & Cheeseman, 2013). The P2O5 content 
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of SSA is reported to range between 8.9% and 25.7% (Adam, Peplinski, 
Michaelis, Kley, & Simon, 2009; Coutand, Cyr, & Clastres, 2006; Franz, 
2008; Li et al., 2018; Stark, Plaza, & Hultman, 2006; Wang, Li, Tang, Fang, 
& Poon, 2018; Xu, He, Gu, Wang, & Shao, 2012). 

Several patented processes were developed for phosphorus recovery 
from SSA; their principles and products are given in Table 1. AshDec® 
process includes the thermochemical treatment of SSA produced from 
sewage sludge incineration (Hermann & Schaaf, 2019). In this process, 
heavy metals are removed from the SSA with thermochemical treatment 
(>900°C) using chloride sources such as MgCl2 and CaCl2 or sodium-
based additives such as Na2SO4 and Na2CO3 (Egle et al., 2016; Hermann & 
Schaaf, 2019; Kabbe, 2015). SSA becomes a part of the final product with 
high bioavailability and low heavy metal levels (Egle et al., 2016). The 
phosphate is transformed into chlorapatite when using CaCl2, whereas into 
calcium-magnesium-phosphates when using MgCl2 (Hermann & Schaaf, 
2019). 

In the SEPHOS process, the pH-value is adjusted to 1.5 (Cieślik & 
Konieczka, 2017) by sulfuric acid for the extraction (Cornel & Schaum, 
2009). The pH value is increased to <3.5 using NaOH in the next step, so 
AlPO4 is precipitated (Cornel & Schaum, 2009). In the Advanced SEPHOS 
process, SEPHOS product (AlPO4) is dissolved by the base adding, and 
calcium phosphate is precipitated by adding calcium (Cornel & Schaum, 
2009). 

In the BioCon process, SSA is extracted with sulfuric acid (Levlin, 
Löwén, Stark, & Hultman, 2002). In the next step, a cation exchanger is 
used to separate iron ions by HCl regeneration, then ferric chloride occurs 
(Levlin et al., 2002). KHSO4 occurs in the anion exchanger, and phosphoric 
acid is the final product of BioCon process (Levlin et al., 2002). Stark & 
Hultman (2003) reported a recovery rate of 60%.

SSA is extracted with HCl in the PASCH process, and solvent 
extraction is used to extract heavy metals (Blöcher, Niewersch, & Melin, 
2012). In the next step, phosphate is precipitated as MAP or calcium 
phosphate (Blöcher et al., 2012). Calcium phosphate is the final product of 
both the PASCH process and LeachPhos process (Egle et al., 2016). 
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Table 1 Phosphorus recovery processes from SSA

Process Reference Principle Phosphorus Product
AshDec® (Hermann & 

Schaaf, 2019)
Thermochemical treatment (with 
CaCl2/MgCl2, /Na2SO4,/Na2CO3)

>%95 (Kabbe, 
2015)

The product 
that can 
be used as 
fertilizer

SEPHOS (Cornel & 
Schaum, 2009)

Chemical extraction (with 
H2SO4)
AlPO4 precipitation by ph 
adjustment

- AlPO4

Advanced 
SEPHOS

(Cornel & 
Schaum, 2009)

Chemical extraction (with 
H2SO4)
Dissolved of SEPHOS product 
by the base adding 
Precipitation of calcium 
phosphate with adding calcium

- Calcium 
phosphate 

BioCon (Levlin et al., 
2002)

Chemical extraction (with 
H2SO4) 
Ion exchange

60% 
(Stark & 
Hultman, 2003)

H3PO4

PASCH (Blöcher et al., 
2012)

Chemical extraction (with HCl) 
Solvent extraction 
Phosphate precipitation

70-80% 
(Egle et al., 
2016)

Calcium 
phosphate/
MAP

EcoPhos® (Egle et al., 
2016) 

Chemical extraction (with acid) 
Ion exchange

95%
Egle et al. (2016)

H3PO4

LeachPhos® (Egle et al., 
2016)

Chemical extraction (with acid) 
Leaching

70-80% 
(Egle et al., 
2016)

Calcium 
phosphate

Mephrec® (Scheidig et 
al., 2009)

Metallurgic melt-gassing - Slag (contain 
calcium 
phosphate)

Thermphos (Egle et al., 
2016)

Electrothermal process
(Furnace at 1500 oC)

95%               
Egle et al. (2016)

P4

The acidic wet chemical method is used for LeachPhos® and 
EcoPhos® (Egle et al., 2016). The phosphoric acid is the final product of 
the EcoPhos process and is a marketable material (Egle et al., 2016). In 
Mephrec® process, particular pure materials and the mixture of sewage 
sludge and ash are smelted using a shaft furnace (up to 2000 °C) (Scheidig, 
Schaaf, & Mallon, 2009). The liquid slag and liquid metallic phase are 
produced and tapped at 1450 °C (Scheidig et al., 2009). The slag, a product 
of Mephrec® process, contains calcium phosphate and low heavy metal 
levels (Scheidig et al., 2009). 

Sewage sludge ash may contain high levels of heavy metals (Herzel, 
Krüger, Hermann, & Adam, 2016; Wang et al., 2018; Xu et al., 2012) 
that negatively affect plant growth and reach humans through plants and 
animals (Barbieri, 2016; Hossain, Piyatida, da Silva, & Fujita, 2012). 
The high levels of heavy metals in foods cause health risks for human 
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(Aladesanmi, Oroboade, Osisiogu, & Osewole, 2019). 

Zinc (Zn), copper (Cu), nickel (Ni), and lead (Pb) are the heavy metals 
reported to generally limit agricultural applications (Stylianou et al., 
2007). Lead can cause health problem such as damage of the nervous, 
skeletal, circulatory, enzymatic, endocrine, and immune systems (Zhang 
et al., 2012). Zinc can cause stomach cramps, nausea, vomiting, and 
disruption of the immune system (Zhang et al., 2012). Arsenic has toxic 
and carcinogenic effects (Singh, Kumar, & Sahu, 2007).

The wet chemical method has many advantages compared to other 
methods, such as high efficiency, low cost, and easy application (Abis, 
Calmano, & Kuchta, 2018; Donatello & Cheeseman, 2013; Li et al., 2018). 
However, heavy metal leaching from the SSA can be a problem. Therefore, 
heavy metal levels should be examined. Several studies investigated 
heavy metal leaching from SSAs using the acid extraction method. A 
limited number of the studies (Pettersson, Åmand, & Steenari, 2008a, 
2008b) differentiated the heavy metal leaching of SSA according to the 
air pollution control system (APCS). In this study, SSA samples were 
classified according to the unit they were formed (baghouse dust filters 
and multi-cyclones), and their differences in terms of heavy metal leaching 
using the acid extraction method were evaluated.

2. Materials and methods

2.1 Materials

SSA samples used in this study were obtained from the sewage 
sludge incineration plant located in Bursa, Turkey. The wastewater 
treatment plant, where the sludge is originated from, is operated with 
five-stage Bardenpho® process for nitrogen and phosphorus removal and 
phosphorus-rich sewage sludge is produced as a result. Sewage sludge is 
dewatered by the centrifuge unit to 22-26% dry solids and transferred to 
the fluidized-bed incinerator. 

The hot air of 588 °C given to the incinerator with the blowers fluidizes 
the sand bed. Sewage sludge is mixed with the hot sand and combustion 
air and is burned completely in five seconds. The temperature reaches at 
868 °C, and the sludge is converted into inert ash. The flue gas is conveyed 
to the waste heat boiler to produce steam at 41 bar and 450 °C with 12 
tons/hour capacity. The steam turbine is used to generate electricity with 
a power of 2500 kW/hour. 

The flue gas containing dust and particulates from the waste heat 
boiler passes through the multi-cyclone unit for treatment. Multi-cyclone 
unit collects particles larger than 4 µm and removes 75-85% of the total 
particulate matter. After the multi-cyclone unit, lime is injected to remove 
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acidic compounds such as SO2. Baghouse dust filters capture particles after 
the multi-cyclone unit and lime injection. A wet scrubber tower is used as 
the last stage of emission control. The flue gas is sent to the atmosphere 
with a 40-meter high stack. The flowchart of the BUSKI sludge incineration 
and energy production plant is shown in Fig. 2. 

The P2O5 levels of BF-Ash and MC-Ash were determined as 17.36% 
and 11.49%, respectively.

Fig. 2 The flow chart of the sludge incineration and energy recovery plant
2.2. Experimental method

The first step of the experiments was to heavy metal analysis of the 
ashes used in this study. Before this study, the acid extraction method was 
used to recover phosphorus from the ashes. The liquid-to-solid ratio was 
determined to be 20:1 (ml g-1) (Fang, Li, Guo, et al., 2018). 40 ml acid 
solution was added to 2 g sewage sludge ash sample. Both of the ashes were 
mixed with acid solutions (sulfuric acid, nitric acid, oxalic acid, and citric 
acid) at 180 rpm in a horizontal shaker for two hours. After acid extraction, 
the mixture was transferred to a centrifuge tube and was centrifuged at 
4000 rpm for 10 min (Fang, Li, Guo, et al., 2018). The leachates were 
then filtered through a 0.45 µm mixed cellulose esters membrane filter, 
so the solid and liquid phases were separated from each other. After acid 
extraction at different molarities (0.2 mol/L, 0.5 mol/L, and 1 mol/L) heavy 
metal analysis was carried out in the liquid phase. Phosphorus rich liquid 
phase was assessment according to Turkish Regulation (TR, 2018) and 
European Regulation (EU, 2019). The residual solid phases of the samples 
were also analyzed for heavy metal. The experimental method used in this 
study is shown in Fig. 3.
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Fig. 3 Experimental method
Heavy metal analysis was performed by using inductively coupled 

plasma and optic emission spectrometry (AGILENT 5100 ICP-OES). 
Before ICP-OES analysis, microwave-assisted digestion was performed 
at 170±5°C for 30 min using an Anton Paar Multiwave PRO (Austria) 
according to the EPA 3015A method (EPA, 2007a) for liquid samples and 
3051A method (EPA, 2007b) for solid samples.

The leached heavy metals from the ashes to the liquid phase was 
calculated according to the eq. (1) below (Fang, Li, Donatello, et al., 2018).   

                                                       
(1)

In the eq. (1), M is the leached heavy metals (mg/g), C is the 
concentration of heavy metals in the liquid phase (mg/L); T is the dilution 
factor, V is the volume of the extract (L), and Mo is mass of the ash before 
extraction (g).

3. Results and discussion

3.1. Heavy metal levels of SSAs

The amounts of heavy metals contained in the ashes and their 
limit values according to Turkish Regulation (TR, 2018) and European 
Regulation (EU, 2019) for fertilizers are shown in Table 2. The heavy 
metal limit values   in both of the regulations are different from each other. 
The heavy metal levels in BF-Ash followed the sequence Zn (6637.08 mg/
kg) > Cu (708.95 mg/kg) > Cr (606.81 mg/kg) > Ni (535.23 mg/kg) > Pb 
(183.98 mg/kg) > As (45.66 mg/kg) > Cd (4.12 mg/kg). The heavy metal 
levels followed the sequence Zn (4691.51 mg/kg) > Cu (469.95 mg/kg) > Cr 
(456.81 mg/kg) > Ni (359.85 mg/kg) > Pb (97.40 mg/kg) > As (22.68 mg/
kg) > Cd (3.10 mg/kg) for MC-Ash. The order of abundance was similar 
in both ashes. 
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Table 2 Heavy metal content of the ashes

Parameter BF-Ash MC-Ash
Wang 
et al., 
2018

Xu 
et al., 
2012

Herzel 
et al., 
2016

Gorazda 
et al., 
2016

Turkish 
Regulation*

European  
Regulation**

Cu (mg/kg) 708.95 469.95 839 787.4 767 625 450 600

Ni (mg/kg) 535.23 359.85 85 53.8 73.3 168 120 50

Pb (mg/kg) 183.98 97.40 93 199.4 122.6 135 150 120

Zn (mg/kg) 6637.08 4691.51 2198 3318 2330 - 1100 1500

Cr (mg/kg) 606.81 456.81 - 89 159 917 350 2

Sn (mg/kg) 26.47 23.90 - - - - 10 -
Cd (mg/kg) 4.12 3.10 - - 2.1 26 3 P2O5<%5=3

P2O5=>%5=60

B (mg/kg) 231.45 158.37 - - - - - -

Fe (mg/kg) 33577.57 24419.28 - - 58500 - - -

Mn (mg/kg) 872.53 657.48 - - 1190 - - -

Sb (mg/kg) 21.49 21.60 - - - - - -

Ag (mg/kg) 4.79 3.36 - - - - - -

Al (mg/kg) 38419.93 27826.21 - - 67200 - - -

As (mg/kg) 45.66 22.68 107 - 11.1 3.29 - 40

Se (mg/kg) 3.79 2.12 - - -  - -  -
*: Regulation on Organic, Mineral and Microbial Fertilizers Used in Agriculture in Turkey (TR, 
2018)**: European Fertilising Products Regulation (EU) 2019/1009 (EU, 2019)

Sn is only evaluated for fertilizers of animal origin in Turkish Regulation 
(TR, 2018), whereas Cd is not evaluated for phosphorus fertilizers. Table 
2 shows that the heavy metals in BF-Ash, such as copper (708.95 mg/
kg), nickel (535.23 mg/kg), lead (183.98 mg/kg), zinc (6637.08 mg/kg), and 
chromium (606.81 mg/kg) exceeded the limits given by Turkish Fertilizer 
Regulation (TR, 2018). In addition, As (45.66 mg/g) exceeded the limit 
value, according to EU Regulation (EU, 2019). Copper (469.95 mg/kg), 
nickel (359.85 mg/kg), zinc (4691.51 mg/kg), and chromium (456.81 mg/
kg) in MC-Ash exceeded the limits defined by Turkish Regulation (TR, 
2018) and EU Regulation (EU, 2019). 

The heavy metal levels of BF-Ash were higher than that of MC-Ash. 
As both of the ashes exceeded the legal limits, they cannot be directly 
used as fertilizer despite their high phosphorus content. The highest heavy 
metal level exceeding the legal limits was Zn. As also stated by several 
researchers (Adam et al., 2009; Wang et al., 2018; Xu et al., 2012) Zn was 
the most prominent heavy metal in SSA. Zn level was reported to be 2198 
mg/kg by (Wang et al., 2018), 3318 mg/kg by (Xu et al., 2012), and 1540-
2181 mg/kg by (Adam et al., 2009). 
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3.4. Heavy Metals Leaching

The heavy metals leached from ashes were evaluated according to 
Turkish (TR, 2018)  and European Regulations (EU, 2019). The heavy 
metals were dissolved with acid extraction, similar to the literature findings 
(Lynn, Dhir, Ghataora, & West, 2015). The levels of heavy metals leached 
into the liquid phase after acid extractions from BF-Ash are shown in Fig. 
4.

Fig. 4 Leaching of heavy metals from BF-Ash a)Zn b)Ni c)Cu d)Pb e)As f)Cr g)
Cd

As shown in Fig. 4a, Zn levels leached from BF-Ash were measured 
to range between 0.38-3.21 mg/g in sulfuric acid solutions with different 
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molarities,  0.003-2.92  mg/g in nitric acid solutions, 0.84-2.30  mg/g in 
oxalic acid solutions, and 1.93-2.78  mg/g in citric acid solutions. The Zn 
limit value is 1.1 mg/g in the Turkish Regulation (TR, 2018) and 1.5 mg/g 
in the European Regulation (EU, 2019). Except for the 0.2 mol/L acid 
concentrations, Zn levels exceeded the legal Zn limits of both Turkish and 
EU Regulations. 1 mol/L sulfuric acid solution resulted in the highest Zn 
leaching level (3.21 mg/g) from BF-Ash (Fig. 4a). Ni levels leached from 
BF-Ash ranged between 0.07-0.15 mg/g in sulfuric acid solutions with 
different molarities (Fig. 4b). Ni leaching levels were between 0.01-0.10 
mg/g in nitric acid solutions, 0.03-0.12 mg/g in oxalic acid solutions, and 
0.06-0.11 mg/g in citric acid solutions. The Turkish Regulation’s limit Ni 
value is 0.12 mg/g (TR, 2018). This value is 0.05 mg/g in the EU Regulation 
(EU, 2019). Ni leaching from BF-Ash (0.15 mg/g) exceeded the limits when 
1 mol/L sulfuric acid was used. 

Cu levels leached from BF-Ash ranged between 0.01-0.65 mg/g in 
sulfuric acid solutions with different molarities, 0.0004-0.60 mg/g in nitric 
acid solutions, 0.18-0.46 mg/g in oxalic acid solutions, and 0.23-0.45 mg/g 
in citric acid solutions (Fig. 4c). The limit levels for Cu are 0.45 mg/g and 0.6 
mg/g in Turkish (TR, 2018) and EU Regulations (EU, 2019), respectively. 
Extraction with 1 mol/L sulfuric and nitric acids yielded leaching levels 
exceeding both legal limits. 

Pb leaching from BF-Ash ranged between 0.004-0.01 mg/g in different 
concentrations of sulfuric acid solutions, 0.0002-0.10 mg/g in nitric acid 
solutions, and 0.01-0.11 mg/g in citric acid solutions (Fig. 4d). Pb did not 
leach when oxalic acid solutions were used for extraction. Pb leaching was 
close the zero except for 1 M nitric acid citric acid solutions. Pb legal 
limits of 0.15 mg/g and 0.12 mg/g in Turkish (TR, 2018) and European 
Regulations (EU, 2019) were not exceeded. 

As leaching from BF-Ash ranged between 0.04-0.05 mg/g in sulfuric 
acid solutions, 0.01-0.05 mg/g in nitric acid solutions, 0.04-0.05 mg/g in 
oxalic acid solutions, and 0.04-0.05 mg/g in citric acid solutions (Fig. 4e). 
Sulfuric, nitric, citric, and oxalic acid solutions of 0.5 mol/L and 1 mol/L 
yielded As leaching exceeding the legal limit of 0.04 mg/g in the EU 
Regulation (EU, 2019). Turkish regulation does not contain a limit value 
for As. 

Cr leaching ranged between 0.01-0.15 mg/g in sulfuric acid solutions, 
0.0003-0.13 mg/g in nitric acid solutions, 0.04-0.19 mg/g in oxalic acid 
solutions, and 0.04-0.09 mg/g in citric acid solutions (Fig. 4f). There is a 
large difference between the Cr limits of Turkish and EU regulations; it 
is 0.35 mg/g in the Turkish Regulation (TR, 2018) and 0.002 mg/g in the 
EU Regulation (EU, 2019). The highest Cr leaching (0.19 mg/g) was found 
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in oxalic acid and sulfuric acid solutions (Fig. 4f). Cr leaching exceeded 
the limit of EU Regulation for all acid types and molarities, except for 0.2 
mol/L sulfuric acid solution. 

Cd leaching ranged between 0.001-0.002 mg/g in sulfuric acid 
solutions with different molarities, 0.0002-0.002 mg/g in nitric acid 
solutions, 0.0001-0.001 mg/g in oxalic acid solutions, and 0.001-0.002 
mg/g in citric acid solutions (Fig. 4g). The limit value for Cd is 0.003 mg/g 
(P2O5<5) or 0.06 mg/g (P2O5>5) in the EU Regulation (EU, 2019). There is 
no limit value for Cd in the Turkish Regulation (TR, 2018). As shown in 
Fig. 4g, the Cd levels leached did not exceed the legal limit values of EU 
Regulation. 

The heavy metals leached into the liquid phase after acid extractions 
from MC-Ash are shown in Fig. 5. Zn leaching from MC-Ash ranged 
between 0.62-3.29 mg/g in sulfuric acid solutions with different molarities, 
0.001-3.34 mg/g in nitric acid solutions, 0.49-1.07 mg/g in oxalic acid 
solutions, and 1.96-2.95 mg/g in citric acid solutions (Fig. 5a). Zn leaching 
from MC-Ash exceeded the limit Zn value in sulfuric acid (0.5 mol/L and 
1 mol/L), nitric acid (1 mol/L), and citric acid (0.2 mol/L, 0.5 mol/L, and 
1 mol/L) for both Turkish and EU Regulation. For oxalic acid, Zn leaching 
did not exceed the limit values of both Turkish and EU Regulations. When 
oxalic acid was used, Zn leaching from BF-Ash (0.84-2.30 mg/g) was 
higher than leaching from the MC-Ash (0.49-1.07 mg/g). With citric acid, 
Zn leaching from MC-Ash (1.96-2.95 mg/g) was higher than leaching from 
the BF-Ash (1.93-2.78 mg/g).
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Fig. 5 Leaching of heavy metals from MC-Ash a)Zn b)Ni c)Cu d)Pb e)As f)Cr g)
Cd

Ni leaching from MC-Ash ranged between 0.08-0.37 mg/g in sulfuric 
acid solutions, 0.003-0.39 mg/g in nitric acid solutions, 0.04-0.11 mg/g in 
oxalic acid solutions, and 0.18-0.33 mg/g in citric acid solutions (Fig. 5b). 
For oxalic acid, Ni leaching from MC-Ash did not exceed the Turkish limit. 

As shown in Fig. 5c, Cu leaching from MC-Ash ranged between 
0.05-0.47 mg/g in sulfuric acid solutions, 0.0002-0.50 mg/g in nitric acid 
solutions, 0.08-0.18 mg/g in oxalic acid solutions, and 0.27-0.42 mg/g in 
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citric acid solutions. Cu leaching from MC-Ash exceeded the limit of the 
Turkish Regulation for 1 mol/L sulfuric acid (0.47 mg/g) and 1 mol/L nitric 
acid (0.50 mg/g). The Cu leaching from BF-Ash was higher than leaching 
from MC-Ash. 

Pb leaching from MC-Ash ranged between 0.0003-0.01 mg/g in 
sulfuric acid solutions, 0.0002-0.06 mg/g in nitric acid solutions, and 
0.001-0.005 mg/g in citric acid solutions (Fig. 5d). Pb did not leach from 
oxalic acid solution. The highest leaching level of Pb was 0.06 mg/g at 1 
mol/L nitric acid extraction. 

As leaching from MC-Ash ranged between 0.01-0.02 mg/g in sulfuric 
acid solutions, 0.001-0.02 mg/g in nitric acid solutions, 0.005-0.01 mg/g in 
oxalic acid solutions, and 0.01-0.03 mg/g in citric acid solutions (Fig. 5e). 
As leaching levels did not exceed the EU limit. Cr leaching from MC-Ash 
ranged between 0.12-0.29 mg/g in sulfuric acid, 0.05-0.31 mg/g in nitric 
acid solutions, 0.09-0.17 mg/g in oxalic acid solutions, and 0.12-0.24 mg/g 
in citric acid solutions (Fig. 5f). Cr leaching was below the Turkish limit 
but above the EU limit. 

Cd leaching from MC-Ash ranged between 0.0002-0.001 mg/g in 
sulfuric acid solutions, 0-0.002 mg/g in nitric acid solutions, 0.0001-
0.0003 mg/g in oxalic acid solutions, and 0.0005-0.001 mg/g in citric 
acid solutions (Fig. 5g). Cd leaching levels were below the EU limit. The 
distribution of the heavy metals between the liquid phase and solid phase 
for BF-Ash extraction with acid concentrations of 0.2 mol/L, 0.5 mol/L, 
and 1 mol/L are shown in Fig. 6, Fig. 7, and Fig. 8, respectively. 

Fig. 6 Distribution of heavy metals between the liquid and solid phase after 0.2 
M acid extraction for BF-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)Citric 

acid
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As shown in Fig. 6, approximately 70% of As was found in the liquid 
phase with extractions by 0.2 mol/L sulfuric acid, oxalic acid, and citric 
acid solutions of BF-Ash. A high level of leaching of As draws attention 
despite the low acid concentration. After nitric acid extraction of BF-Ash at 
0.2 mol/L of the acids, mostly 100% of heavy metals remained in the solid 
residue except for As (26.36% in the liquid phase) (Fig. 6b). As rate in the 
liquid phase increased from 26.36% (Fig. 6b) to 72.47% (Fig. 7b) for nitric 
acid with the increase in acid concentration (from 0.2 mol/L to 0.5 mol/L). 
As shown in Fig. 7, the rate of As (between 72.47% and 88%) leached from 
BF-Ash was the highest among all heavy metals for a concentration of 0.5 
mol/L of all acids. For 1 M acid extraction, the rate of leached As from BF-
Ash into the liquid phase was 89.32% for sulfuric acid (Fig. 8a), 89.56% for 
oxalic acid (Fig. 8c), 85.86% for citric acid (Fig. 8d), and 77.65% for nitric 
acid (Fig. 8b). According to the similar result reported by Fang, Li, Guo, 
et al., (2018), after acid extraction, almost all As in SSA was leached into 
the liquid phase, except for nitric acid (42%). The reason for the high level 
of arsenic leaching may be that the arsenic in the ash was in the form of 
non-silicate phases, and it was highly soluble (Fang, Li, Guo, et al., 2018).

Fig. 7 Distribution of heavy metals between the liquid and solid phase after 0.5 
M acid extraction for BF-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)Citric 

acid
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Fig. 8 Distribution of heavy metals between the liquid and solid phase after 1 M 
acid extraction for BF-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)Citric 

acid
Pb leaching from BF-Ash ranged between 0.32-2.64% (Fig. 6) at 0.2 

mol/L acid concentration in the liquid phase, 0.19-4.73% (Fig. 7) at 0.5 
mol/L acid concentration, 0.31-37.85% (Fig. 8) at 1 mol/L acid concentration. 
After BF-Ash was treated with acids with 0.2 and 0.5 mol/L concentration, 
almost 100% of Pb remained in the solid residue. However, the rate of 
leached Pb from BF-Ash in the 1 mol/L nitric acid and 1 mol/L citric acid 
solutions were 26.02% (Fig. 8b) and 37.85% (Fig. 8d), respectively. For 
BF-Ash, citric acid released more Pb than oxalic acid for organic acids, 
whereas nitric acid released more Pb than sulfuric acid for inorganic acid. 
Nitric acid and citric acid at a concentration of 1 mol/L caused the highest 
leaching of Pb from BF-Ash. Both inorganic acid and organic acid could 
not release the Pb in the BF-Ash. The tendency of Pb to remain in the solid 
phase was higher than in the liquid phase for all types of the acids and their 
varying concentrations, meaning that Pb has low solubility in BF-Ash. On 
the other hand, Fang, Li, Guo, et al., (2018) reported that oxalic acid (40%) 
caused the highest rate of Pb leached.

The rate of leached Ni from BF-Ash was found to be between 
16.92% (Fig. 6a) and 33.22% (Fig. 8a) in the liquid phase for sulfuric acid 
extraction,  2.77% (Fig. 6b) and 14.98% (Fig. 8b) for nitric acid, 7.55% (Fig. 
6c), and 29.87% (Fig. 8c) for oxalic acid, and 8.58% (Fig. 6d) and 12.54% 
(Fig. 8d) for citric acid. Sulfuric acid was the most efficient acid for Ni 
leaching from BF-Ash. Ni leaching into the liquid phase was lower than 
other metals.
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The distribution of the heavy metals leached between the liquid phase 
and solid phase for concentrations of 0.2 mol/L, 0.5 mol/L, and 1 mol/L, 
after the treatment of MC-Ash with organic and inorganic acids are shown 
in Fig. 9, Fig. 10, and Fig. 11, respectively.

Fig. 9 Distribution of heavy metals between the liquid and solid phase after 0.2 
M acid extraction for MC-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)

Citric acid

Fig. 10 Distribution of heavy metals between the liquid and solid phase after 
0.5 M acid extraction for MC-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)

Citric acid
Arsenic was the most leached heavy metal from MC-Ash into the 

liquid phase for all types of acids (Fig. 9, Fig. 10, and Fig. 11). For inorganic 
acid treatment of MC-Ash, sulfuric acid released more As than nitric acid 
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(except for 1 mol/L). For organic acid treatment of MC-Ash, citric acid 
released more As than oxalic acid did. For 0.2 M acid extraction, the 
leached As from MC-Ash into the liquid phase was 50.17% for sulfuric 
acid and 60.85% for citric acid. When nitric acid concentration was 0.2 
mol/L, As remained mostly in the solid phase (97.44%) of MC-Ash. The 
rate of As leaching increased from 50.17% (Fig. 9a) to 78.58% (Fig. 11a) as 
sulfuric acid concentration increased from 0.2 to 1 mol/L. When MC-Ash 
was treated with citric acid, As leaching was between 60.85% (Fig. 9d) and 
89.39% (Fig. 11d). 

Fig. 11 Distribution of heavy metals between the liquid and solid phase 1 M acid 
extraction for MC-Ash a)Sulfuric acid b)Nitric acid c)Oxalic acid d)Citric acid

For 1 mol/L acid concentration, Pb leaching from MC-Ash was 
35.36% (Fig. 11b) in nitric acid and 6.99% (Fig. 11a) in sulfuric acid 
solution. Almost all Pb remained in the solid phase, except for 1 mol/L 
nitric acid concentration. Similar to BF-Ash leaching results, Pb leaching 
from MC-Ash was almost negligible. Xu et al., (2012) reported a low Pb 
leaching when SSA was treated with HCl. 

Almost all Cd remained in the solid phase with both organic and 
inorganic acid treatments of BF-Ash (Fig. 6, Fig. 7, and Fig. 8). MC-Ash 
leaching results showed a similar trend where Cd mostly remained in the 
solid phase (Fig. 9, Fig. 10, and Fig. 11). As Cd did not exceed the legal 
limit value Cd leaching does not restrict phosphorus recovery from both 
ashes.

With increasing acid concentration, Ni rates leached from MC-Ash 
into the liquid phase increased from 25.10% (Fig. 9a) to 72.54% (Fig. 11a) 
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for sulfuric acid, from 0.46% (Fig. 9b) to 52.95% (Fig. 11b) for nitric acid, 
from 13.01% (Fig. 9c) to 32.80% (Fig. 11c) for oxalic acid. With citric acid 
extraction, the rate of leached Ni from MC-Ash was 45.97% (Fig. 9d) and 
34.40% (Fig. 11d) for 0.2 mol/L and 1 mol/L, respectively. Gorazda et al., 
(2016) reported that when using nitric acid, leached Ni level to the liquid 
phase from three different SSAs was around 10-30%. Sulfuric acid caused 
the most Ni releasing from MC-Ash. Ni mostly remained in the solid phase 
after MC-Ash was treated with acids, except for sulfuric acid. However, Ni 
leaching exceeded the legal limit for both of the ashes. 

Cr leaching from MC-Ash with sulfuric acid extraction was 62.83% 
(Fig. 11a) for 1 mol/L and 60.79% (Fig. 10a) for 0.5 mol/L, so the Cr rate 
in the liquid phase was higher than in the solid phase. But, the Cr rate 
in the solid phase was higher than in the liquid phase for other acids. In 
BF-Ash extraction, Cr leaching rate was 23.22% (Fig. 7a) for 0.5 mol/L 
sulfuric acid, 29.15% (Fig. 8a) for 1 mol/L sulfuric acid, 24.28% (Fig. 7c) 
for 0.5 mol/L oxalic acid, and 35.56% (Fig. 8c) for 1 mol/L oxalic acid. 
Cr leaching from both of the ashes exceeded the EU limit. Gorazda et 
al., (2016) reported that after the 2.7 mol dm-3 nitric acid extraction from 
three different sludge ashes showed Cr leaching to be ~5-20% in the liquid 
phase. 

After 0.2 mol/L acid extraction, the Zn rate in the liquid phase was 
between 0.02-42.54% (Fig. 9) and 0.04-22.72% (Fig. 6) for MC-Ash and 
BF-Ash, respectively. For low acid concentration, the Zn rate in the liquid 
phase for MC-Ash was higher than that of BF-Ash. Zn leaching from MC-
Ash was 72.06% (Fig. 11a) in 1 mol/L sulfuric acid, 66.28% (Fig. 10a) 
in 0.5 mol/L sulfuric acid, 50.42% (Fig. 11d) in 1 mol/L citric acid, and 
52.09% (Fig. 11b) in 1 mol/L nitric acid. Zn leaching rate ranged between 
0.02-72.06% for MC-Ash, 0.04-52.75% for BF-Ash. Zn leaching from 
BF-Ash was 52.75% for 1 mol/L sulfuric acid (Fig. 8a). Li et al., (2018) 
reported that Zn leaching was ~37% for nitric acid at 0.5 mol/L, ~40% for 
sulfuric acid, 56.89% for oxalic acid, and ~25% for citric acid. Although 
most of the Zn remained in the solid phase, Zn leaching exceeded the limit 
of both Turkish and EU Regulations. 

Cu leaching rate from BF-Ash was found to be 79.02% in 1 mol/L 
sulfuric acid (Fig. 8a), 63.05% in 1 mol/L oxalic acid (Fig. 8c), and 53.84% 
in 0.5 mol/L oxalic acid solutions (Fig. 7c). For BF-Ash, sulfuric acid was 
not effective in 0.2 mol/L and 0.5 mol/L, but was the most effective acid 
at 1 mol/L concentration for Cu releasing. Oxalic acid released more Cu 
than citric acid from BF-Ash. Cu leaching from MC-Ash was found to 
be 84.31% in 1 mol/L sulfuric acid (Fig. 11a), 73.78% in 1 mol/L nitric 
acid (Fig. 11b), 61.18% in 1 mol/L citric acid (Fig. 11d) and 54.39% in 0.5 
mol/L citric acid (Fig. 10d). Citric acid was more effective in Cu leaching, 



 . 191Current Research in Engineering

unlike BF-Ash. Gorazda et al., (2016) reported that Cu leaching from three 
different SSAs ranged between 40-65% when using nitric acid. Li et al., 
(2018) reported that after 0.5 mol/L acid extraction, Cu leaching was ~40% 
for sulfuric acid, ~37% for nitric acid, 65.77% for oxalic acid, and ~17% for 
citric acid. Xu et al., (2012) reported that when HCl was used, Cu leaching 
increased from 50% to 70% with the increase in acid concentration (0.1 
mol/L-0.8 mol/L). 

Fe leaching rates from the ashes after acid extraction is presented in 
Table 3. 

Table 3 Leaching of Fe from ashes

     Ash mol/L Sulfuric Acid Nitric Acid Oxalic Acid Citric Acid

BF-Ash (%)
0.2 0.01 0.01 3.6 5.3
0.5 23.09 3.09 29.7 14
1 30.46 25.34 43.2 19.8

MC-Ash (%)

0.2 0.01 0.01 12.5 25.05

0.5 49.2 0.01 24.69 10.7

1 64.84 73.31 38.29 34.63

As shown in Table 3, Fe leaching from the ashes increased with the 
increasing acid concentration, except for citric acid extraction of MC-Ash. 
The Fe leaching rate was lower than 50%, except for at 1 mol/L sulfuric 
acid and nitric acid solutions. Fe remained mostly at the solid phase after 
acid extraction. Stark et al., (2016) reported that when HCl was used, Fe 
leaching rate was 0.3% for 0.25 M, 5.4% for 0.5 M, 6% for 1 M. Gorazda 
et al., (2016) reported that when 2.7 mol dm-3 nitric acid was used, the 
Fe leaching rate was ~9-14%. Iron is transformed to hematite during the 
sewage sludge incineration, and hematite is not dissolved in the base or 
strong acids (Gorazda et al., 2016; Stark et al., 2006); therefore, extracted 
Fe was at a low level. 

4. Conclusions

This study investigated the phosphorus recovery potential of SSAs 
originating from different air pollution control units. Several conclusions 
derived from the study are as follows:

1. The heavy metal levels of both untreated BF-Ash and MC-Ash 
exceeded the legal limits of Turkish and European regulations. Therefore, 
both ashes cannot be directly used for agricultural applications. 

2. The heavy metal leaching levels exceeded the legal limits after 
acid extraction of the ashes. Zn, Ni, and Cu from BF-Ash and MC-Ash 
exceeded the limits of Turkish Regulation. As and Cr levels were above 
the limits of EU Regulation. 
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3. High leaching levels of As even at low acid concentrations and low 
Pb leaching below regulations were marked.  The Cd leaching was close to 
zero, and almost all Cd remained in the solid phase. 

4. Fe remained mostly at the solid phase after acid extraction because 
hematite is not dissolved in the acids.

5. Before using the ashes or their acidic solutions in fertilizer production, 
the removal of heavy metals is a necessity. The phosphorus recovered 
from SSA may also find uses by industries other than the fertilizer sector; 
however, further research is needed for this kind of application. 
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INTRODUCTION

ULTRASOUND

Sound is the mechanical vibrations of particles in an equilibrium 
state. Sound source for any system that can give sound, movements made 
by sound sources while making sound are called sound vibrations, one 
full vibration period in these movements is called the period of sound 
vibration and the number of revolutions per second is called the frequency 
of the sound. Sound consists of a vibrational movement. The reverse 
is not always true. In other words, every vibration movement does not 
necessarily produce a sound. The human ear can perceive wave energy 
between 20-20,000 Hz as sound.

Unlike electromagnetic waves, sound cannot be transmitted in a 
vacuum. Sound waves can only be transmitted in molecular media. The 
diffusivity of sound is inversely proportional to the compressibility of the 
medium. Therefore, the speed of sound is slowest in gases and fastest in 
solids. In addition, the speed of sound increases with temperature in liquids 
and gases. The average speed of sound in air is 33 m/s (Büyüktanır, 2010).

Sound waves are longitudinal waves that propagate in different media. 
These waves propagate in any medium at a speed that depends on the 
properties of the medium. While the sound wave propagates in a medium; 
Particles of the medium vibrate, producing changes in density and volume 
along the direction of the waves motion (Halliday & Resnick, 1992). Sound 
is mechanical energy, and sound production means producing vibrational 
energy. Vibrating a wire, a membrane or air molecules are methods of 
producing sound that we know from daily life. All sound production tools 
work with one of these methods (Gürpınar, 2007).

 Sound is listed in four categories; Infrasound frequency is between 
0-20 Hz, Audible Sound frequency is between 20-20,000 Hz, Ultrasound 
frequency is between 20,000 Hz and 1 GHz and Hypersound: It is sound 
with a frequency above 1 GHz.

         Ultrasound is the name given to sound waves with a frequency 
that is too high for the human ear to hear. Ultrasound is an acoustic wave. 
(Buyuktanir, 2010). The human ear is sensitive to sounds within the 
frequency range of 16 Hz to 20000 Hz (20 kHz). Infrasonic waves starting 
from audible frequencies up to 25 MHz (25.106 Hertz) are used for different 
purposes. Ultrasound is born as a vibrational movement, spreads as a 
vibrational movement and is perceived as a vibrational movement (Özden, 
1981). Ultrasound is expressed as sound power (W), sound intensity (W/
m2), or sound energy density (Ws/m3) (Yüksel, 2013).
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FORMATION OF ULTRASOUND

Although there are many mechanical methods similar to audible sound 
production methods, such as vibrating a wire or a membrane, piezoelectric 
phenomena are used in ultrasound production. Ultrasound was first 
produced by the brothers Piere and Jacques Curies in 1880 with the help 
of crystals with piezoelectric (pressure electrification) feature. Crystals 
with piezoelectric properties such as quartz, lithium sulfate, cadmium 
sulfate, zinc oxide, tourmaline, barium, titanate, lead titanate are used in 
ultrasound production. The piezoelectric phenomenon simply means the 
formation of an electrical voltage in some crystal and ceramic materials on 
which a mechanical pressure is applied. A piezoelectric crystal material is 
cut in the form of a disc or prism, and its surfaces are covered with a thin 
conductive metal (gold, silver, aluminum). If mechanical pressure is applied 
to the lower and upper surfaces of the crystal, polarizations are obtained on 
these surfaces, and as a result of the opposite application, serial elongation 
and contraction are obtained depending on the frequency of the constantly 
changing voltage. These mechanical contractions (vibrations) also give 
us ultrasound. The piezoelectric effect is bidirectional. Ultrasound is 
obtained by inverse piezoelectric effect, the system is used as a transmitter. 
Ultrasound is detected by normal piezoelectric effect, the system uses it as 
a receiver.

 Ultrasound waves are formed by the conversion of electric current or 
magnetic field into pressure waves by the crystals. Devices that perform 
this operation are also called transducers. In other words, transducers 
are devices that can convert energy from one form to another. Industrial 
applications of ultrasonic waves are grouped into three groups as liquid, 
solid and air environments. Ultrasound is applied in industry, medicine, 
marine science and service sector (Büyüktanır, 2010).

USE OF ULTRASOUND WITH DIFFERENT CONSERVATION 
METHODS

When ultrasound is used in combination with other methods, its 
effectiveness (especially on microbial and enzymatic activation) increases. 
With these methods, it is aimed to improve the quality of food by reducing 
the temperature and pressure of the process, minimizing the negative 
effects that may occur in the quality of the food. The methods in which 
ultrasound is used in combination are Thermosonication, Manosonication 
and Manothermosonication. Thermosonication is a method in which heat 
and ultrasound are used together. Manosonication is a method in which 
pressure and ultrasound are used together. Manothermosonication is a 
method in which pressure, heat and ultrasound processes are used together.
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In addition to these generally used combinations, ultrasound and 
pulsed electric field, pH and antimicrobial chemicals can also be used 
(Demirdöven & Baysal, 2009). Ultrasound has three basic effects in an 
environment, namely mechanical vibration effect, acoustic flow and 
acoustic cavitation. Mechanical vibration and acoustic flow are non-
cavitational physical effects. While the mechanical vibration effect is used 
in cleaning and extraction applications, acoustic flow can accelerate mass 
transfer, which increases cleaning and extraction efficiency (Askokkumar 
et al., 2010).

The application of ultrasound technology is more effective in liquid 
systems and the effect is mainly due to the phenomenon of cavitation 
(which creates bubbles in liquid food). Production of ultrasound; it’s in the 
form of a compression that continues very rapidly and the oscillation of the 
waves it produces as it passes through the medium. The sound waves sent 
into the liquid occur when the molecules in the liquid vibrate and continue 
this vibration by transferring it to the neighboring molecule. With the 
transfer of this energy, compression and relaxation occur in the molecules 
in the environment. While the molecules in the liquid approach each 
other during compression, bubbles are formed as a result of the attraction 
between the molecules that start to move away from each other during 
relaxation. As the molecules move from the moment of divergence to the 
approach phase, the bubbles that occur as a result of the serial oscillation 
burst suddenly between the molecules approaching each other. With this 
explosion, a temperature of up to 5500 0C and a pressure of 50 MPa are 
formed around the bubble in a very short time. The sudden burst of these 
gas bubbles causes a high shear effect and turbulence in the cavitation zone. 
The heat, pressure and turbulence formed here have various effects. During 
this energy and density, the viscosity of the medium, surface tension, 
vapor pressure, released gas concentration, state of the solid particles, 
temperature, application pressure depend on the size of the cavitation. The 
amount of energy released by cavitation depends on the effect of bubbles 
on bubble growth kinetics and collapse. This energy can increase with the 
surface tension at the interface of the bubbles with the vapor pressure of 
the liquid. Especially if watery foods have high surface tension, the effect 
of the environment for cavitation is much higher (Yüksel, 2013).

Ultrasound process is divided into two main groups as low power 
(power, intensity)-high frequency and high power-low frequency 
according to the applications. Low-power-high-frequency ultrasound is 
applied at frequencies of 100 kHz and above and energy density below 
1 W/cm2. In the low-power ultrasound process, the sound waves passing 
through the medium do not cause significant physical and chemical 
changes in the material. They are generally used to determine the 
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composition and physicochemical properties of foodstuffs. The use of 
low-power ultrasound as a simple, fast, precise, inexpensive and non-
destructive analytical method is increasing (Salazar et al., 2010; Award et 
al., 2012; Chandrapala et al., 2012). The main mechanism of action in high 
frequency ultrasound is acoustic current (Patist & Bates, 2008; Award et 
al., 2012). Low power ultrasound process in food products and beverages 
sugar and alcohol content, meat fat content, characterization of fruits and 
vegetables, egg quality, mechanical properties of cheese, biscuit texture, 
milk coagulation, fermentation control in wine, sugar content of melon, fat 
index and fermentation of dough. (Muthukumarappan et al., 2010; Award 
et al., 2012; Chandrapala et al., 2012).

High-power-low-frequency ultrasound is used at frequencies 
in the range of 20-100 kHz and energy density of 10-1000 W/cm2 
(Muthukumarappan et al., 2010; Salazar et al., 2010). High power ultrasound 
has physical, chemical and biochemical effects and improves the quality 
of food systems during processing while modifying the physicochemical 
properties of various foods (Award et al., 2012).

OBJECTIVES OF ULTRASOUND IN FOOD TECHNOLOGY

High power ultrasound in food processing, microbial and enzymatic 
inactivation, crystallization, filtration, drying, extraction, emulsification, 
degassing, defoaming, freezing, enzyme activity and protein denaturation, 
separation, polymerization/depolymerization, cutting, thawing frozen 
food, processing of meat products and oxidation used in the processes. 
In general, there are many studies on the procedures in which ultrasound 
is used, its mechanism of action, its advantages and the products studied 
(Mason, 1998; Torley & Bhandari, 2007; Patist & Bates, 2008; Salazar et 
al., 2010; Baysal & Demirdöven, 2011; Chemat et al., 2011) are available.

Sound waves are used in the food industry to accelerate oxidation, 
inhibit enzyme activity, and perform emulsion, extraction, crystallization, 
filtration and gas removal processes. In addition, it has been reported that 
the application of ultrasonic sound waves in foods such as yogurt increases 
the activity of Lactobacillus by 50% and shortens the total production 
process by up to 40%, and accelerates the germination of seeds when used 
in herbal production. It can also be used for surface decontamination with 
liquid disinfectants (Povey & Mason, 1998).

Use in Microbial Inactivation

The investigation of ultrasonic sound wave technology as a microbial 
inactivation method started in the 1960s. The mechanism of microorganism 
death is mainly due to thinning of the cell membrane, localization of 
temperature and formation of free radicals (Butz & Tauscher, 2002). The 
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theory of the mechanism of inactivation of microorganisms is based on 
the disintegration of bubbles that occur at the microscopic level under the 
influence of changing pressure. The micromechanical shocks that occur 
during this disintegration disrupt the structural and functional compounds 
of microorganisms. In studies on the subject, there are explanations that 
ultrasonic sound waves can create a synergistic effect, especially in terms 
of microbial inactivation, when used with other preservation methods, not 
alone (Piyasena et al., 2003). Ultrasonic sound wave application in aqueous 
suspensions of E. coli, S. aureus, B. subtilis, P. Aeruginosa, Trichophyton 
mentagrophytes and Feline herpesvirus Type 1 (Bayraktaroğlu & Obuz, 
2006). The cellular destruction of E. coli and L. rhamnosus cells was 
investigated by the application of high-intensity ultrasonic sound waves, and 
it was shown that the lethal effect of this wave was more resistant to Gram-
positive L. rhamnosus than Gram-negative E. coli (Antana et al., 2005).

Ultrasound has a lethal effect on microorganisms. It has been stated 
that ultrasound application can destroy Escherichia coli, Staphylococcus 
aureus, Bacillus subtilis and Pseudomonas aeruginosa bacteria, 
Trichophyton mentagrophytes fungi and Feline herpesvirus type1 virus 
in aqueous suspension. The destruction of microorganisms is dependent 
on time and the power of the ultrasonic application. Increased potency 
and duration of application resulted in greater microbial destruction. The 
lethal effect of ultrasound on bacteria is based on the destruction of the 
cytoplasmic membrane. Because the destruction of the membrane prevents 
the proliferation of microorganisms (Pohlman, 1994).

Gram-positive cells, on the other hand, are more resistant than gram-
negative cells due to their thicker cell walls. Spores are very resistant to 
ultrasound (Anonymous, 2011). In a study, the inactivation of Streptococcus 
faecium and Streptococcus durum was investigated in a 20 kHz/160 W 
application at temperatures ranging from 5 to 62 °C (Ordoñez et al., 1984). 
It has been observed that the application of ultrasound with temperature 
is much more effective. Ultrasound was applied on Bacillus subtilis spores 
in milk at a temperature range of 70-95 °C (Ordoñez et al., 1987). While 
ultrasound alone did not show any effect, the application of ultrasound with 
temperature reduced the sports population by 63-73%. In another study, 
ultrasound method was applied with previous norms for Staphylococcus 
aureus in UHT milk. It has been observed that the heat treatment applied 
together with ultrasound reduces the D values   43% more than the thermal 
method alone. It is stated that ultrasound application combined with high 
pressure and thermal treatments is effective on L. monocytogenes. Since 
dense liquids and solids prevent the propagation of ultrasound waves, this 
technique is thought to be more useful for sterilization of milk and fruit 
juices (Bayraktaroğlu & Obuz, 2006).
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In the study conducted by Yıldırım and Öksüz (2013), as a result of 
the application of sound waves at different frequencies to E. coli bacteria, 
the samples taken from the control and experimental groups at different 
time intervals were sown on solid media and colony counts of the bacteria 
formed as a result of sowing were made. In the light of these data, the 
relationship between the frequency of the sound, the duration and the 
number of colonies was tried to be revealed. Yıldırım and Öksüz (2013) 
found that sound waves have a reducing effect on the number of bacteria. 
It was observed that all subsonic and ultrasonic waves in the study reduced 
the number of bacterial colonies in the solid medium. Subsonic (5 kHz, 11 
kHz) waves were found to be more effective in reducing the colony count 
of bacteria and removing them from the environment than ultrasonic (21 
kHz, 25 kHz, 30 kHz, 35 kHz) waves. However, it has been determined 
that subsonic waves cause discomfort for the human ear in removing 
bacteria from the environment, while ultrasonic waves are not heard and 
do not cause discomfort in the environment. 

Use in Extraction of Bioactive Components

Treatment with ultrasonic sound waves is a possible innovation for 
the extraction of bioactive compounds in industry (Virot et al., 2010). 
Extraction of bioactive components by propagation of ultrasonic sound 
waves; It is one of the extraction techniques that supports a high level of 
manufacturability in a short time, is easy to apply, and reduces solvent 
consumption, temperature and energy input (Chemat et al., 2008). 
Ultrasonic sound waves; its a non-thermal effective alternative method for 
extract extraction. Ultrasonic sound wave application breaks down cell 
walls mechanically and provides material transfer. With the destruction 
of the cell wall, the liquid extract inside the cell can easily get out of the 
cell. Since the cell wall is removed with this application, the extraction 
process with this method is faster than other extraction methods. With this 
treatment, the surface area between the solid and liquid parts increases 
as a result of decreasing the particle diameter. The mechanical activity 
of ultrasonic sound waves accelerates the distribution of the solvent 
towards the tissues. When the cell wall is mechanically broken down, the 
intracellular components easily pass into the solvent (Kim & Zayas, 1989). 
Ultrasonic sound wave application also improves the extraction kinetics and 
the quality of the extract. As a result of the optimization of the extraction 
process of phenolic components from wheat bran, it was emphasized that 
the most suitable process was obtained by ultrasonic extraction with 64% 
ethanol at 60 °C for 25 minutes (Wang et al., 2008). It has been found that 
the results obtained in the ultrasonic sound wave assisted extraction system 
used in the extraction of dill are 1.3-2 times faster than the traditional 
extraction (Torley & Bhandari, 2007). This practice has also been used 
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in oil extraction from oilseeds such as rapeseed, soybean and sunflower, 
and has halved the processing time without changing the extracted oil 
compositions (Luque-García & Luque de Castro, 2004). Extraction with 
this treatment creates a “sponge effect” on the solid material. Ultrasonic 
vibration movements cause mechanical pressure waves, causing the liquid 
inside the solid to come out and the external liquid to enter the solid, so 
a more efficient extraction process takes place (Tavman et al., 2009). It 
has been reported that the sensory quality of tea infusion with ultrasonic 
sound assisted extraction is much better than tea infusion with traditional 
extraction (Xia et al., 2006). Hesperidin and total phenolic content from 
Penggan (Citrus reticulata) bark (Ma et al., 2008a). Ultrasonic sound wave 
assisted extractions have been used recently for the extraction of phenolic 
acid and chavanone glycoside (Ma et al., 2008b) from Satsuma mandarin 
(Citrus unshiu Marc) bark.

Usage in Homogenization / Emulsification Processes

The process of mixing two immiscible liquids is called emulsion, and 
the substances added to the environment to mix them are called emulsifiers. 
A good homogenization/emulsification can be achieved when ultrasound 
is applied to two immiscible liquids. When the bubbles formed as a result 
of the cavitation process created by the ultrasound process in the liquids 
burst between these two liquids, a shock effect occurs and allows these two 
liquids to mix more homogeneously. High energy ultrasound treatment 
contributes to the formation of a more stable emulsion compared to the low 
energy applied ultrasound treatment (Soria & Willamiel, 2010).

It has been observed that ultrasound treatment applied in a mixing 
process with palm oil and β-lactoglobulin alginate can make the coagulating 
droplets very small and prepare a suitable environment for emulsion 
(Pongsawatmanit et al., 2006). Gaikwad and Pandit (2008) investigated the 
effects of ultrasound on droplet sizes in the dispersed phase, volume and 
physicochemical properties of the dispersed phase, time and power effects 
in oil. As a result, it was observed that the droplets obtained by applying 
the ultrasound process were smaller in size compared to the droplet sizes 
normally produced. Bermudez-Aguirre et al. (2008) conducted a study 
on the microstructure of fats in thermosonicated ultrasound treated milk 
with electron microscopy and concluded that the granular surface and fat 
globules become smaller due to their interactions with some casein micelles 
of fat globules, and thus the fat globule membrane in milk is fragmented. 
It is thought that the use of ultrasound technology in the production of 
ketchup and mayonnaise will increase the stability of the emulsion (Povey, 
1998).
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The food industry will benefit greatly from the ultrasound process in 
the future. In order for this process to have a better effect, while designing 
the ultrasound equipment, a tool that can affect the entire liquid of the 
cavitation process should be developed and used for a more effective 
emulsification process (Soria & Willamiel, 2010). Ultrasound treatment 
has the potential to be an alternative for the industry, since emulsion 
processes applied in the industry take a long time, require labor, troubles 
in finding the emulsifiers to be used, and being a costly method.

Use for Filtration Purposes

The application of ultrasonic sound waves for filtration and imaging 
processes can benefit the process in a number of ways. These provide 
vibrational energy to keep particles in suspension, create a frictionless 
surface area, allow rapid passage of liquid or small particles.

Ultrasound has very important effects in the filtration process. During 
the filtration process, solid materials leave residue on the surface of the 
filter membrane, resulting in clogging of the filter pores and interruption 
of the filtration process. Thanks to the filtration process with ultrasound 
treatment, cake and polarized substances formed on the surface of the 
filter membrane are broken and the flow becomes faster. In addition, it has 
been observed that the application of ultrasound treatment together with 
the membrane filter gives a more effective result than the application of 
ultrasound alone (Chemat et al., 2011).

Use in Inactivation of Enzymes

The effectiveness of ultrasound against enzymes found in foods 
increases with the combination of heat, pressure and other processes with 
which it is used, as in microorganisms. Along with thermosonication, 
monosonication and monothermosonication applications, ultrasound 
is an effective method against enzymes such as lipoxygenase (LOX), 
polyphenoloxidase (PPO), peroxidase (POD) and lipase and protoase 
enzymes that are resistant to heat (Lopez & Burgos, 1995; Vercet et al., 
1997; O’Donnell et al., 2010). The effectiveness of the ultrasound process 
can be explained by the energy generated as a result of the explosion of the 
cavitation bubbles formed in the application, as in the effectiveness with 
microorganisms.

Coakley et al. (1973) applied ultrasound treatment to alcohol 
dehydrogenase, catalase and lysozyme at a pressure of 20 kHz and 
determined that the process had a very good effect against alcohol 
dehydrogenase and lysozyme enzymes, while its effect was very limited 
against catalase enzyme. In another ultrasound study against the lysozyme 
enzyme, it was reported that ambient temperature and atmospheric 
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pressure are not very effective, and that the desired temperature is 60-70oC 
and 200 kPa at pressure for successful inactivation (Manas et al., 2006). 
Kadkhodaee and Povey (2008) applied heat, pressure and ultrasound 
(thermosonication) treatments on α-amylase together. As a result of the 
study, they determined that the activation energy of the enzyme was 109 
kJ/mol K with only heat treatment, and the activation energy of the enzyme 
decreased to 19.27 kJ/mol K as a result of the treatment applied with 
thermosonication. Özbek and Ülgen (2000) stated in their study that the 
effect of ultrasound on enzymes depends on the amino acid composition 
of the enzymes. Tiwari et al. (2009) emphasized that ultrasound alone is 
not sufficient in a study they conducted on pectin methyl esterase (PME). 
They found that the best treatment on the PME enzyme was 10 minutes at 
high acoustic energy density (1.05 W/ml), and there was a 62% reduction 
in the PME enzyme as a result of the treatment. 

Cheng et al. (2007) applied a treatment to tropical fruits at low 
pressures in an ultrasound bath. In this study, they observed that when they 
applied high-pressure ultrasound to the fruits, they saw that the cell walls 
of the fruits were broken down and the proteins were denaturated, and 
therefore they concluded that the low-pressure ultrasound treatment was 
more appropriate. Lopez et al. (1994) applied the monothermosonication 
process on PPO in a study and observed a decrease in the D value of the 
enzyme as a result of the experiment. However, they stated that ultrasound 
treatment can reduce the resistance of enzymes, but heat application is 
required for inactivation. Peroxidase enzyme is an enzyme that causes the 
vegetables to turn white due to its high heat stability. Peroxidase enzyme 
is an important enzyme due to its presence in fruits and vegetables and 
the color and taste changes it creates in them. With the thermosonication 
process, the peroxidase enzyme is inactivated and the time required for 
the bleaching process is also reduced. For example, for 90% inactivation 
of peroxidase enzyme, 70 s of heat treatment is required, while this rate is 
5 s with thermosonication application for some food samples (Cruz et al., 
2006).

The LOX enzyme in soybean oil can be inactivated at a rate of 75-
85% with ultrasound treatment (Thakur & Nelson, 1997). The inactivation 
of the LOX enzyme during the ultrasound process depends on factors 
such as temperature, application time, pH, and ultrasound frequency 
range. With daily ultrasound application to milk, pathogenic and spoilage 
microorganisms in milk can be easily inhibited. However, most of the 
microorganisms in the environment can reduce the quality and shelf life of 
milk obtained by UHT by producing extracellular lipase and protease. The 
monothermosonication process can be more effective than conventional 
methods when applied against these heat-resistant microorganisms (Lopez 
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& Burgos, 1995). Villamiel and De Jong (2000a), in a study investigating 
the effect of ultrasound on enzymes, found that ultrasound alone had no 
effect without heat. However, when the temperature was increased above 
61 oC and sonication was applied, it was observed that the enzymes were 
inactivated. They found that the inactivation effect of all enzymes in milk 
was related to the environment properties.

Various processes occurring in the presence of cells or enzymes 
are activated by ultrasonic sound waves. High-intensity sound waves 
disrupt cells or denature enzymes. It has been shown that an increase in 
fermentation rate occurs in beer and wine production when low-intensity 
sound waves are applied during fermentation (Matsuura et al., 1994). A 
decrease in the viscosity of maize starch granules with ultrasonic sound 
waves was detected and it was stated that this effect was related to the 
partial breaking of glycosidic bridges, which led to a decrease in the 
molecular weight of starch (Huang et al., 2007), but it was also seen that 
the opposite of this effect could be possible (Bates et al., 2006). Ultrasonic 
sound wave treatment allows moisture to move quickly into the fiber web 
causing viscosity increase in tomato puree. In some studies, structural 
changes were observed on proteins after this application (Kresic et al., 
2008).

USAGE AREAS OF ULTRASOUND IN FOOD TECHNOLOGY

In Ice Cream Technology

Recent studies have shown that ultrasound technology gives 
promising results on freezing. The benefit of the sound energy produced 
by the ultrasound technology can be explained by the various effects it 
makes while passing through the environment. Among the effects caused 
by sound waves, perhaps the most important is their cavitation effect. The 
gas bubbles formed with the help of ultrasound are very small in size and 
the process continues continuously. At this time, ice nuclei (icing) may 
form and these crystals allow the freezing process to be more efficient. On 
the other hand, when dense and incompressible materials are subjected 
to varying acoustic stress, ice crystals break, resulting in the formation 
of similarly sized ice crystal fragments. This is a targeted situation in the 
freezing process (Zheng & Sun, 2006).

As a result, the cavitation effect is thought to be beneficial in various 
freezing processes. If ultrasound technology is applied in the freezing 
of fresh foods, the freezing process can be done in a shorter time and 
at the same time, it will lead to the formation of higher quality foods. In 
addition, if this process is applied to the freezing process together with 
drying, the size of the ice crystals in the frozen product can be controlled. 
In addition, the ultrasound process has benefits such as the formation of a 
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frozen surface in the partially frozen product, the reduction of ice crystals 
and the prevention of crust formation from the frozen surface. For all 
these reasons, a freezing process using ultrasound can contribute to the 
formation of both a high-value food product and a pharmaceutical product 
(Zheng & Sun, 2006). In a study investigating the effect of ultrasound 
application on freezing time, it was determined that ultrasound treatment 
reduces the freezing time of potato slices (Li & Sun, 2002).

In Meat and Products Technology

Along with safety and color, crispness is one of the most important 
features sought by consumers in meat. While the crispness of meat 
varies greatly due to biological and technological factors, technological 
applications are being tried to increase the crispness of the meat and reduce 
its variability. Among these applications, the application of ultrasound 
can trigger the mechanical change of the intercellular structure. In a 
study, muscle samples (~ 50 g) taken from eight cattle were subjected to 
ultrasound application in both pre-rigor (pre-rigor) and post-rigor (post-
rigor) periods. In the pre-firm application, ultrasound caused very little 
delay in postmortem stiffness (rigor mortis), stretching of the sarcomere, 
ultra-structural change in the Z-line region, and a sudden increase in 
calcium secretion in the chitosol region. It has been concluded that there 
is no definite result. While the application after hardening did not cause 
any structural change, a slight improvement in the ripening index occurred 
after 6 days (Got et al., 1999).

Short-term low-frequency high-intensity ultrasound application to 
a whole meat placed in a degassed mineral salt solution can reduce the 
firmness of meat that is not placed in simultaneous mineral salt (Smith 
et al., 1991). Ultrasound applied to cured ham (with 2% salt addition) can 
increase intermolecular cohesion (Reynolds et al., 1978).

In Dairy and Products Technology

Jambrak et al. (2008) investigated the solubility and foam formation 
properties of proteins at 20, 40 and 500 kHz at 15 and 30 minutes to 
determine the properties of serum protein suspensions. While the high 
frequency did not cause any change in these properties, they reported that 
the hydrophilic parts of the amino acids were opened towards the water 
at low frequencies and 15 minutes of application, and the solubility of 
the protein increased with the change in the structure and conformation. 
They reported that changes in the tertiary structure of globular proteins 
with the increase in the number of charged groups with high conductivity 
may also be effective on the increase in solubility. Thus, they reported that 
electrostatic forces will increase and more water will bind to protein and 
protein-water interaction will increase (Jambrak et al., 2008; Kresic et al., 
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2008). An increase in foam formation was also detected in a short time 
and at low frequency. Hydrolysis of serum proteins and local temperature 
increase during the process increase foam formation. The increase in 
foaming property has been associated with the homogenization effect of 
ultrasound (Jambrak et al., 2008; Jambrak et al., 2010). They determined 
that α-LA was more resistant to ultrasound treatment than β-LG (Jambrak 
et al., 2008; Chandrapala et al., 2012).

In a study investigating the effect of pH on the recombination of 
casein micelles at low (35 kHz) and high (130 kHz) frequencies, it was 
determined that as the pH value increased, the turbidity decreased and the 
particle size of the samples increased. Expansion of micelles was attributed 
to electrostatic repulsion between casein molecules and increased serum 
phase quality. It has been reported that 130 kHz is more effective in 
increasing interparticle homogeneity and lowers the viscosity more. 
They attributed this effect to the fact that 130 kHz was more effective 
in dispersing the micelles than 35 kHz, and that more free radicals were 
formed in the environment surrounded by the splitting of the bubbles 
(Madadlou et al., 2009).

Bermudez-Aguire et al. (2009b) investigated the protein, acidity, 
fat, color and microbiological properties of milk by thermosonication 
and heat treatment and stored the processed milk at 4 °C for 16 days. It 
was determined that the protein content and pH of the thermosonicated 
samples decreased, while the oil content and acidity increased. The 
decrease in protein was explained by denatured serum proteins and partial 
modification of the tertiary and quaternary structure of casein, while 
the increase in fat content was attributed to the cavitation breaking fat 
globules and the release of triacylglycerol. The decrease in pH value was 
associated with enzymatic activities resulting from cavitation and the 
increase in acidity with nitrite, nitrate and hydrogen peroxide formed after 
lipolysis and sonication. As a result of storage, acidity and pH remained 
constant. At the end of storage, no more than 2 log increase was observed 
in the mesophilic bacteria content of the samples that were subjected to 
ultrasound. This decrease in bacteria increased with the increase of power, 
which shows that a certain amount of power is required for cell walls to 
be damaged. Cavitation, which occurs according to the increase in power, 
creates pores on the cell walls, the cell structure is disintegrated and the 
cells are broken. In addition, free radicals formed by the sonolysis of water 
in aqueous media and their combination have a bactericidal effect. When 
the colors of the ultrasound applied samples were examined, they were 
found to be whiter (Bermudez-Aguire et al., 2008; Bermudez-Aguire et al., 
2009b; Riener et al., 2010). 
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Shanmugam et al. (2012) reported that the turbidity of the samples 
decreased, while the viscosity of the samples did not change with the 
application of ultrasound at 20 kHz, 20 and 41 W energy and at 22 and 30°C 
for 15, 30, 45 and 60 minutes in pasteurized skim milk. Small reductions 
in the size of the casein micelles were observed at two power levels, while 
significant reductions in fat globules were observed. With the increase of 
sonication time at applied power levels, a decrease in dissolved particles 
was observed due to the shear effects produced by acoustic cavitation. It is 
reported that the turbulence that occurs after cavitation causes an increase 
in the mobility of the particles and supports the formation of aggregates. 
In the study, they associated the decrease of serum proteins among the 
soluble particles with denaturing. They reported that denatured/aggregate 
serum proteins interact with ĸ-casein and form micellar aggregates, and 
that these aggregates are formed by the thiol-disulfide exchange reaction.

It has been reported that gram-negative bacteria, which Pseudomaonas 
fluorescens and Streptococcus thermophilus can be inactivated by 
ultrasound, are more sensitive than gram-positive bacteria in milk 
samples. It has been reported that ultrasound treatment is more effective 
than the application of ultrasound alone on inactivation with temperature, 
but they reported that the lethal effect decreases when the temperature 
rises above 60 °C (Villamiel & De Jong, 2000b). It has been reported that 
thermosonication provides a 5.3 log reduction on Listeria innocua in milk 
samples. It was observed that the cells weakened and decreased towards 
the end of the treatment period, where the bacteria remained in a constant 
period under moderate thermosonication conditions. In the inactivation 
of bacteria, as a result of cavitation, the cells first weaken and then are 
destroyed. In the study, it was reported that ultrasound can also inactivate 
mesophilic bacteria (Bermudez-Aguirre, 2009a). Ultrasound was applied 
to raw, low heat treated (55 °C/15 h) and pasteurized milk (75 °C-15s) and 
the samples were stored at 4 °C and changes in the number of viable bacteria 
and psychrotrophic bacteria were observed. Live bacteria and mesophilic 
bacteria persisted for 1-2 days as a result of ultrasound application to raw 
milk, while heat-treated milks lasted 2-5 days, pasteurized milks lasted 8 
days (Chouliara et al., 2010). 

It was determined that volatile compounds were formed by applying 
high power ultrasound to milk. They reported that the number of volatile 
compounds formed increased as the duration of the applied ultrasound, 
which initially contained acetone, dimethylsulfite, 2-butane and chloroform, 
increased in the form of a decrease-increasing amount (Riener et al., 2010). 
In food systems, carbonyl compounds such as hexanal and heptanal are 
defined as secondary oxidation products. In milk, these compounds are 
formed by the breakdown of hydroperoxides by photooxidation. Therefore, 
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volatile compounds are formed by increasing lipid oxidation by sonication 
(Riener et al., 2009; Chouliara et al., 2010). This undesirable taste and odor 
in milk has been defined as “rubbery”, that is, “rubber-like”, and it has 
been shown that this undesirable aroma can be eliminated by reducing the 
sonication power (Riener et al., 2009).

Villamiel and De Jong (2000a) reported that ultrasound treatment was 
insufficient to inactivate alkaline phosphatase, γ-glucomyltranspeptidase, 
and lactoperoxidase enzymes in fat and skim milk, and when used with heat, 
it inactivated alkaline phosphatase and γ-glucomyltranspeptidase in milk, 
while a certain degree of inactivation was achieved in lactoperoxidase. In 
the same study, they reported that β-LG and α-LA were denatured in fat 
and skim milk with ultrasound application at 75.5 °C, and denaturation 
occurred more in skimmed milk. While changes may occur in the tertiary 
and quaternary structures of caseins, it was determined that ultrasound did 
not completely wash the casein micelles.

It has been reported that fat globules can be reduced by more than 1 μm 
by applying ultrasound to milk at 400 W, 24 kHz and 63 °C for 30 minutes. 
This effect occurs with the destruction of the fat globule membrane as a 
result of cavitation (Bermudez-Aguirre et al., 2008). Similarly, Villamiel 
and De Jong (2000a) reported that an 81.5% reduction can be achieved in 
the fat globules of milk with ultrasound treatment applied with heat and 
increased application time. They reported that cream formation in milk 
would not be observed during storage, with the diameter of the fat globules 
falling below 0.8 μm. Vercent et al. (2002) reported that the diameter of fat 
globules could be smaller than 0.8 μm by manothermosonication. Ertugay 
et al. (2004) reported that the fat globule diameter could be reduced by 
applying ultrasound to milk at different times and strengths. They showed 
that the fat globule diameter was 0.725 μm at 100% power and 10 min, and 
when ultrasound was applied at 40% power, the same size reduction could 
be achieved with conventional homogenization. The best homogenization 
efficiency (4-6%) was obtained with 100% power and 10 minutes of 
treatment. In another study, they reported that ultrasound treatment was 
more effective than conventional homogenization at increasing power 
levels and increasing durations. They reported that the diameter of fat 
globules is less than 2 μm and this effect occurs as a result of cavitation 
(Wu et al., 2001). 

Sengul et al. (2009) examined the effect of homogenization with 
ultrasound on the water holding capacity of yoghurt, and applied 20, 50 
and 70 % power and 3 and 6 minutes of treatment. The highest water 
holding capacity (66.18%) and homogenization efficiency were obtained in 
the sample with 70% power and 6 minutes of treatment. As a result of the 
ultrasound process, the diameter of the oil particles decreased and the total 
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oil membrane surface increased, and the water holding capacity increased 
at high power levels, since there were many newly bonded hydrophilic 
caseins on the membrane surface (Ertugay et al., 2004).

Wu et al. (2001) produced yoghurt by applying ultrasound to milk 
and applying ultrasound for homogenization after the starter addition to 
milk, and reported that the fermentation time of the samples, which were 
applied ultrasound after the starter addition, was shortened by 30 minutes. 
This effect shows that 8 min ultrasound treatment at 40, 60 and 100 
powers did not inactivate the yogurt cultures. In addition, the release of 
intracellular enzymes from yoghurt bacterial cells according to sonication 
also promotes acid development. The released β-galactosidose shows high 
intracellular lactose hydrolysis activity and acid production increases.

It was determined that homogenizing the milk with the application 
of manothermosonication (MTS) increased the water holding capacity 
of yoghurt. Although the rheological properties of yoghurt prepared by 
manothermosonication were better, it was reported that they exhibited 
thixotropic and pseudoplastic behavior in two samples. With MTS 
application, the initial viscosities of the yoghurts were higher, but the 
decrease over time was higher. G’ values   of MTS yoghurts were 50% 
higher than control yoghurts (Vercent et al., 2002).

Riener et al. (2009) The effect of applying thermosonication (TS) 
process at 24 kHz frequency at 45 °C for 10 minutes to milk samples 
with 3 different fat compositions (0.1%, 1.5 and 3.5) on the water holding 
capacity, particle size and rheological properties of yoghurt produced 
traditionally. 90 °C-10 min) were determined by comparison. The fat 
globules of the milk treated with TS at 3 different fat ratios were found to 
be 2.5 times smaller than the milk treated with the conventional method. 
The pH values   of TS applied yoghurts were higher than the traditional 
method (Riener et al., 2010). The G’ values   and water holding capacities 
of TS applied yoghurts are higher than the traditional method. In their 
study, they reported that with the traditional method, serum proteins were 
denatured at a higher rate than TS, but gel hardness decreased at high 
denaturation. They attributed this effect to the support of the distribution 
of casein micelles to the subunits during the development of the culture, 
the formation of a strong network by rearrangement with each other, and 
the degree of denatured serum proteins. The main reason for the increase 
in the hardness of yoghurt is the enrichment of fat globules, which are 
reduced in size with TS, with coagulated proteins. The water holding 
capacity of yoghurts produced with TS, whose structure is strengthened by 
protein-protein and protein-fat interaction, has increased with the increase 
in the ability to bind water in the 3-dimensional network structure (Riener 
et al., 2009). 
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Nguyen et al. (2010) compared the properties of acid gel obtained by 
applying temperature-controlled and uncontrolled ultrasound to skimmed 
milk with the traditional method (80 °C-30 min). When the temperature 
is between 20-40 °C, higher G’ is obtained compared to the treated 
sample, while when the temperature rises to 60-70 °C, a G’ value close 
to the conventional heat treatment is obtained. It has been reported that 
denaturation of α-LA takes longer time than denaturation of β-LG. It 
has been reported that almost all of the α-LA and β-LG were denatured 
by ultrasound application at 70 °C for 30 minutes, while denaturation 
of 70% and 80% occurred at 60 °C. It has been reported that ĸ-casein 
level increased as the ultrasound duration increased in the serum phase, 
and decreased since serum proteins were denatured after 15 minutes of 
treatment, and then an increase occurred. After applying ultrasound for 15 
and 30 minutes at 20 °C, heat treatment was applied to the oil-free samples 
at 80 °C-30 minutes, and it was reported that the G’ value of the acid gels 
obtained was higher than those that did not undergo heat treatment.

In the study with serum protein solutions, first heat treatment was 
applied at 80 °C for 1 minute, then ultrasound was applied at 50% power 
for 5 seconds and 20 minutes, and lastly, heat treatment was applied at 
85 °C for 20 minutes. A sample with only two heat treatments and only a 
final heat treatment was also prepared. It has been reported that while the 
viscosity increases in the sample where two heat treatments are applied, 
the viscosity decreases in the samples where the ultrasound treatment is 
applied due to the physical forces produced by acoustic cavitation. It has 
been reported that the aggregation of serum proteins by heat treatment 
is effective in the increase in viscosity with heat treatment (Ashokkumar 
et al., 2009). In another study, it was reported that while the particle size 
of serum protein concentrate solutions, which were subjected to two 
heat treatments, increased with the application of two heat treatments, 
denatured serum proteins formed aggregates with hydrophobic and 
disulfide-thiol interactions at temperatures above 65 °C, resulting in an 
increase in viscosity. It has been reported that as a result of the application 
of ultrasound, a decrease in particle size and viscosity occurs with the 
effect of cavitation (Zisu et al., 2010).

Ertugay et al. (2012) prepared ayran samples for yoghurts prepared 
with the traditional method (95 °C-5 min) with 40% water and 1% salt in 
the final product. Samples were prepared by applying and not applying 
ultrasound treatment to these samples at 20 kHz fixed frequency at 40%, 
60% and 80% powers (500 W maximum power) for 2 and 4 minutes 
and they were stored for 15 days. All specimens exhibited pseudoplastic 
behavior. The apparent viscosity of the samples increased as the applied 
power and time increased.
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Other Area of   Usage

The effect of ultrasonic sound wave treatment on the solubility and 
foaming properties of whey suspensions was investigated. In this study, 
high-intensity (500 kHz) and low-intensity ultrasonic sound waves (20 kHz 
probe and 40 kHz water bath) were used and it was determined that pH 
did not change significantly with these treatments. Ultrasonic sound wave 
technique with a frequency of 40 kHz has less effect on protein properties 
and much better results were obtained with 15 minutes of treatment instead 
of 30 minutes (Jambrak et al., 2008).

These waves are a method developed to prevent possible damages in 
many process stages such as cutting / shredding / slicing of foods, shaping. 
Ultrasonic sound breaking is a powerful non-linear percussion process and 
is used in many industrial applications (Arnold et al., 2009). With this 
application, cutting/slicing is a fairly new method to be used in the food 
industry and there are still many deficiencies that need to be studied. The 
selection of properties used in cheese technology depends on the type of 
cheese. In particular, composition properties such as total dry matter, fat 
and protein content of cheese affect the cut-off frequency (Myshkin et al., 
2005).

The effect of high-power ultrasonic sound waves on the quality 
parameters, nutritional and sensory characteristics of the oil was 
investigated. Oils obtained from sonicated olive pastes showed lower 
bitterness, while it was stated that they had higher values   in terms of 
tocopherol, chlorophyll and carotenoid content (Jiménez et al., 2007).

It has been shown that unwanted reactions between radicals and food 
components generated by ultrasonic sound waves can be minimized by 
selecting low ultrasonic frequencies in food processing. However, high 
frequency ultrasonic sound waves can be used in food processing, provided 
that a suitable radical scavenger is present in the solution (Ashokkumar et 
al., 2008). With the application of ultrasonic sound to liquids, free radicals 
emerge. It transforms into OH-, H+ or hydrogen peroxide. These compounds 
have significant bactericidal action. The first target of free radicals in the 
cell is DNA and they break the chain at various points (Earnshaw, 1998). 
Cavitational density largely reveals the mechanism of inactivation. It has 
been reported that this density is measured as the production rate of H2O2 
(O’Donnell et al., 2010).

The application of low frequency high power ultrasonic sound waves 
(<0.1 MHz, 10-1000 W/cm2) in the food industry has been widely researched 
in recent years. Ultrasonic sound waves technique alone or in combination 
with temperature has no effect on E. coli and L. monocytogenes (Baumann 
et al., 2005) found in fluid (Salleh-Mack & Roberts, 2007) and apple juice 
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(Ugarte-Romero et al., 2006). may have been reported. Inactivation of 
pathogenic and spoilage microorganisms and enzymes by sonication is 
mainly caused by physical (cavitation, mechanical effects) and/or chemical 
(formation of free radicals due to sonochemical reaction) processes. 
Inactivation of alcohol dehydrogenase, catalase and lysozyme enzymes 
was investigated by applying a 20 kHz ultrasonic sound wave into a model 
solution and it was determined that alcohol dehydrogenase and lysozyme 
enzymes were inactivated very well, but showed very low effects for 
catalase (Coakley et al., 1973). It has been stated that the inactivation 
mechanism of this application depends on the conformational mechanism 
and amino acid composition of the enzymes, and it varies according to 
the studies conducted (Özbek & Ülgen, 2000). Some enzymes, such as 
catalase, invertase or pepsin, are resistant to ultrasonic sound wave 
treatment (Sala et al., 1995). It has been shown that inactivation of the 
alpha amylase enzyme is achieved by thermosonication (Kadkhodaee 
& Povey, 2008). When sonication is combined with applications such as 
low temperature, low pressure and pH, it increases the effectiveness of 
ultrasonic sound wave technique (Feng, 2010). Generally, low frequencies 
of ultrasonic sound waves are used in food processing. This situation 
causes cavitation of sound waves with an intensity of 20-100 kHz and 10-
1000 W/cm2 (Feng & Yang, 2005). The application of these waves on the 
quality of some fruit juices such as orange (Valero et al., 2007), guava 
(Cheng et al., 2007) has minimal effect. It has been investigated whether 
ultrasonic sound wave technology is a potential force for inactivation of 
various foodborne pathogens (Jiranek et al., 2008).

Recently, the effect of thermosonication on the microstructure of fat 
globules in milk has been studied by electron microscopy. Treatment with 
ultrasonic sound wave; it causes small fat globules on the surface due to 
the interaction of some casein micelles, leading to the breakdown of the 
globular membrane of milk fat (Bermúdez-Aguirre et al., 2008). Compared 
to classical homogenization, it was stated that ultrasonic homogenization 
was more effective on the water holding capacity of yogurt, and the 
water holding capacity increased as the processing time and power level 
increased (Şengül et al., 2009).

CONCLUSION

Ultrasound technology has the potential to be a food preservation 
method that can be used a lot in the future in the food industry due to 
its features such as not damaging the product it is applied to, being easy 
to apply and being environmentally friendly. It is a development that the 
food industry dreams of replacing the thermal processes already applied in 
food preservation, such as pasteurization and sterilization, to non-thermal 
technologies such as ultrasound. Because the negativities that occur in 
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thermal processes can cause both material and moral damage to food 
businesses. Elimination of damages in such transactions is important in 
terms of nutrition, as well as in terms of advertising and market share of 
the business. Experiments show that ultrasound technology alone is not 
sufficient for the preservation of foods. On the other hand, when ultrasound 
is used together with heat, pressure or heat + pressure, it has been observed 
that the process efficiency increases too much. Although it is still widely 
used in laboratory studies, it has not been fully integrated into the industry 
stage. It is trying to develop the applications of ultrasound technology in 
instrument and equipment parts and to shift it to the industrial stage by 
following this development. However, the food industry prefers not to 
use this technology due to some problems encountered in applications. If 
such negativities can be prevented, ultrasound technology will become an 
application that both science and the food industry will benefit widely in 
the future.
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1. INTRODUCTION 
In this study, we investigate the effects of adopting a multi-period 

modeling approach in supply chain network design (SCND) problems. To 
this end, we consider a durable product supply chain network including 
suppliers, production plants, distribution centers and customers and 
propose two mixed-integer linear programming models, one of which 
adopts a single-period modeling approach and the other one adopts a multi-
period modeling approach. By making a comparison between them using 
the data of a real-life case, we derive several insights regarding the effects 
of adopting multi-period modeling approach in SCND problems.  

SCND problem is one of the well-known and widely addressed 
problems in the supply chain management literature. Some researchers 
deal with this problem by using a single-period modeling approach (i.e., 
Santoso et al., 2005; Bithandi et al., 2009; Wang et al., 2011; Yildiz et al., 
2016; Hasani et al., 2021; Kazancoglu et al., 2022; Vali-Siar et al., 2022; 
Foroozesh et al., 2022). Among these researchers, some of them propose 
exact solution approaches such as mixed-integer programming to address 
this problem, while some other consider the large-size instances of the 
problem and propose heuristic or metaheuristic approaches such as genetic 
algorithms.  

On the other hand, there are also some other researchers that consider 
a multi-period modeling approach for the SCND problem (i.e., Alumur et 
al., 2012, Correia et al., 2013, Keshavarz Ghorabaee et al., 2017, 
Savadkoohi et al., (2018), Wang et al., 2020; Govindan et al., 2020; 
Rabbani et al., 2020; Diabat and Jebali, 2021, Döngül et al., 2022; 
Boskabadi et al., 2022; Wang and Wan, 2022). These researchers use 
similar techniques or solution approaches with the researchers adopting a 
single-period modeling approach. However, the complexity of the problem 
of course increases as a result of the multiple periods considered.  

Adopting a single-period modeling approach may be beneficial in 
terms of simplifying the model and may give an opportunity to focus on 
other issues that cannot be addressed in multi-period models due to the 
complexity of those models. Considering the steady-state conditions, 
adopting a single-period modeling approach may give acceptable results 
that can be used in real-life cases. On the other hand, researchers adopting 
a multi-period modeling approach emphasize the importance of 
considering the dynamic structure of the problem to avoid from misleading 
results. 

Motivating the discussions above, this study presents a comparison 
between single-period and multi-period modeling approaches. As the 
literature above shows, both single-period modeling and multi-period 
modeling approaches are widely used in the SCND problems. However, to 

the best of our knowledge effect of adopting a multi-period modeling 
approach has not yet received enough attention from the researchers. In 
this regard, main motivation and contribution of this study can be stated as 
investigating and quantifying the effects of adopting a multi-period 
modeling approach in SCND problems. 

The rest of this chapter is organized as follows. Problem definition is 
presented in the following section. Section 3 is dedicated to the 
mathematical models for single-period and multi-period problem cases and 
section 4 is dedicated to the computational study. Finally, conclusion and 
some future work suggestions are presented in fifth section.   

2. PROBLEM DEFINITION 
A durable product supply chain consisting of suppliers, production 

plants (PPs), distribution centers (DCs) and customers is considered in this 
study. The product requires different raw materials in the manufacturing 
process and each raw material is manufactured by a subset of suppliers, 
i.e., all the suppliers do not manufacture all the raw materials. The raw 
materials are shipped from the suppliers to PPs and after the necessary 
operations carried in the PPs, they are shipped to DCs to be kept until a 
customer demand occurs. Finally, those products are shipped from DCs to 
customers based on their demands. Demands are assumed to be 
deterministic. The supply chain network considered in this study is 
illustrated below in Figure 1.  

 
Figure 1: Considered Supply Chain Network 

In the supply chain network considered, suppliers and customers have 
fixed locations, which cannot be changed. However, locations of the PPs 
and DCs are expected to be determined by the mathematical model. There 
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are candidate locations for PPs and DCs, each of which has a different fixed 
cost, i.e., opening a PP or DC yields to a fixed cost for the company 
charged per unit time. Moreover, minimum and maximum number of DCs 
that can be opened is also known. In line with these facts, the company 
aims to determine the PPs and the DCs that should be opened so as to 
minimize the total cost.   

Shipments between the actors in the supply chain can be carried by 
different types of vehicles. Each shipment yields to a fixed shipment cost 
independent from the shipment amount and a variable shipment cost 
depending on the amount of product shipped and distance. In line with 
these facts the company aims to determine the type of the vehicles that can 
be used for each of the shipments.  

Considering the problem setting above, in this study we focus on two 
modeling approach, single-period and multi-period. In the single period 
modeling approach, we consider a 12-month planning period and consider 
the annual supply capacities of the suppliers, annual demands of the 
customers and annual capacities of the PPs and DCs. On the other hand, in 
the multi-period setting, we consider the periodic (monthly) supply 
capacities of the suppliers, periodic demands of the customers and periodic 
capacities of the PPs and DCs. 

In both single-period and multi-period mathematical models, the 
models aim to minimize the total supply chain cost including the fixed 
costs of opening PPs and DCs, variable costs of shipments between the 
supply chain actors, fixed costs of shipments between the supply chain 
actors, and finally procurement costs of raw materials procured from 
different suppliers. In this regard, the model decisions include the amount 
of raw materials and products shipped between supply chain actors, the 
number and locations of the PPs opened and the number and locations of 
the DCs opened. Proposed models are presented in the next section.  

3. MATHEMATICAL MODELS 
Notation used in the proposed models is presented in Figure 2 below.  
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Figure 2: Notation 

4.1. Single-Period Model 
The objective function of the single-period model can be stated as in 

equation (1). 
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min 𝑧𝑧 = ∑ ∑ ∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑖𝑖

+
𝑖𝑖𝑖𝑖

∑ ∑ ∑ 𝑏𝑏𝑖𝑖𝑗𝑗𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑗𝑗𝑖𝑖

+ ∑ ∑ ∑ 𝑐𝑐𝑗𝑗𝑘𝑘𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑘𝑘𝑗𝑗

+ ∑ ∑ ∑ ∑ 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
∗ 𝑠𝑠𝑖𝑖

𝑖𝑖𝑖𝑖
+

𝑖𝑖𝑖𝑖
∑ ∑ ∑ 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖

∗ 𝑠𝑠𝑖𝑖
𝑖𝑖𝑗𝑗𝑖𝑖

+ ∑ ∑ ∑ 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖
∗ 𝑠𝑠𝑖𝑖

𝑖𝑖𝑘𝑘𝑗𝑗
+ ∑ 𝑔𝑔𝑗𝑗𝑦𝑦𝑗𝑗

𝑗𝑗
+ ∑ ℎ𝑖𝑖𝑦𝑦𝑖𝑖

𝑖𝑖

+ ∑ ∑ ∑ ∑ 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

 

(1) 

The objective of the single-period model is minimization of the total 
supply chain cost. In equation (1), first term is the shipment cost resulting 
from the shipments of the raw materials from suppliers to production 
plants. Second term is the shipment cost resulting from the shipments of 
products from  production plants to distribution centers. Third term is the 
shipment cost resulting from the shipment of products from distribution 
centers to customers. Fourth term is the fixed vehicle cost resulting from 
the shipments between suppliers and production plants. Fifth term is the 
fixed vehicle cost resulting from the shipments between production plants 
and distribution centers, sixth term is the fixed vehicle cost resulting from 
the shipments between distribution centers and customers. Seventh term is 
the fixed cost of opening production plants in candidate locations and 
eighth term is the fixed cost of opening distribution centers in candidate 
locations. Finally, the last term is the cost of acquiring the raw materials 
from the suppliers.  

∑ ∑ 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

 ≤ 𝑝𝑝𝑖𝑖𝑖𝑖   ∀𝑖𝑖, 𝑚𝑚
𝑖𝑖

 (2) 

The constraint above ensures that the amount of raw material shipped 
from a supplier to all production plants cannot exceed the capacity of the 
supplier for that raw material.  

∑ ∑ 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

≥ 𝑣𝑣𝑖𝑖 ∑ ∑ 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖
𝑖𝑖𝑗𝑗

   ∀𝑗𝑗
𝑖𝑖

, 𝑚𝑚 (3) 

Constraint (3) is the balance constraint for the raw materials and 
products manufactured in the production plants. It basically ensures that 
enough amount of raw materials to manufacture the products must be 
shipped from the suppliers to that production plant.  

∑ ∑ 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖
𝑖𝑖

≥ ∑ ∑ 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖
𝑖𝑖𝑘𝑘

   ∀𝑘𝑘
𝑖𝑖

 (4) 
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The constraint above is the balance constraint for the distribution 
centers. It ensures that the amount of products shipped from a distribution 
center to all customers cannot exceed the amount of products received by 
that distribution center.  

∑ ∑ 𝜙𝜙𝑘𝑘𝑘𝑘𝑘𝑘
𝑘𝑘

= 𝑑𝑑𝑘𝑘   ∀𝑙𝑙
𝑘𝑘

 (5) 

Constraint (5) is the demand satisfaction constraint ensuring that the 
amount of products received by a customer will be equal to the demand of 
that customer.  

∑ ∑ 𝜃𝜃𝑗𝑗𝑘𝑘𝑘𝑘
𝑘𝑘

≤ 𝑥𝑥𝑗𝑗𝑓𝑓𝑗𝑗   ∀𝑗𝑗
𝑘𝑘

 (6) 

The constraint above is the capacity constraint. It ensures that if a 
production plant is opened in a candidate location, at most 𝑓𝑓𝑗𝑗 units of 
products can be manufactured in that production plant. On the other hand, 
if a production plant is not opened in a candidate location, no 
manufacturing can be made in that location.   

∑ ∑ 𝜙𝜙𝑘𝑘𝑘𝑘𝑘𝑘
𝑘𝑘

≤ 𝑦𝑦𝑘𝑘𝑒𝑒𝑘𝑘   ∀𝑘𝑘
𝑘𝑘

 (7) 

Similar to the constraint (6), constraint (7) is the capacity constraint 
for the distribution centers. It ensures that if a distribution center is opened 
in a candidate location, at most 𝑒𝑒𝑘𝑘 units of products can be kept in that 
production plant. On the other hand, if a distribution center is not opened 
in a candidate location, not any product can be kept in that location.   

∑ 𝑦𝑦𝑘𝑘 ≥ 𝑢𝑢−

𝑘𝑘
  (8) 

This constraint guarantees that at least 𝑢𝑢− of the 𝑦𝑦𝑘𝑘 variables must 
take the value of 1, which means that at least 𝑢𝑢− distribution centers must 
be opened.  

∑ 𝑦𝑦𝑘𝑘 ≤ 𝑢𝑢+

𝑘𝑘
 (9) 

Constraint (9) ensures that at most 𝑢𝑢+ of the 𝑦𝑦𝑘𝑘 variables must take 
the value of 1, which means that at most 𝑢𝑢+ distribution centers must be 
opened.  
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𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑜𝑜𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
∗    ∀𝑖𝑖, 𝑗𝑗, 𝑚𝑚, 𝑛𝑛 (10) 

The constraint above creates a relationship between the binary and 
continuous variables regarding the shipments between suppliers and 
production plants. It ensures that, if at least 1 unit of products is shipped 
from a supplier to a production plant via a vehicle type, then the binary 
variable, 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

∗  must take the value of 1 for those facilities.  

𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖 ≤ 𝑜𝑜𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖
∗     ∀𝑗𝑗, 𝑘𝑘, 𝑛𝑛 (11) 

Constraint (11) creates a relationship between the binary and 
continuous variables regarding the shipments between production plants 
and distribution centers. It ensures that, if at least 1 unit of products is 
shipped from a production plant to a distribution center via a vehicle type, 
then the binary variable, 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖

∗  must take the value of 1 for those facilities. 

𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖 ≤ 𝑜𝑜𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖
∗   ∀𝑘𝑘, 𝑙𝑙, 𝑛𝑛 (12) 

Similar to the previous two constraints, the constraint above creates a 
relationship between the binary and continuous variables regarding the 
shipments between distribution centers and customers. It ensures that, if at 
least 1 unit of products is shipped from a distribution center to a customer 
via a vehicle type, then the binary variable, 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖

∗  must take the value of 1 
for those facilities.  

𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖, 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖 ≥ 0, 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
∗ , 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖

∗ , 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖
∗ , 𝑥𝑥𝑖𝑖, 𝑦𝑦𝑗𝑗 ∈ {0,1} (13) 

Finally, the last constraint in the model sets the types and signs of the 
decision variables. It ensures that 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝜃𝜃𝑖𝑖𝑗𝑗𝑖𝑖, 𝜙𝜙𝑗𝑗𝑘𝑘𝑖𝑖 are positive continuous 
variables, whereas the other variables are binary variables taking the value 
of either 0 or 1.  

 
4.2. Multi-Period Model 
The objective function of the multi-period model can be stated as 

follows. 
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min 𝑧𝑧 = ∑ ∑ ∑ ∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

+ ∑ ∑ ∑ ∑ 𝑏𝑏𝑖𝑖𝑗𝑗𝜓𝜓𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑖𝑖𝑗𝑗𝑖𝑖

+ ∑ ∑ ∑ ∑ 𝑐𝑐𝑗𝑗𝑘𝑘𝜇𝜇𝑗𝑗𝑘𝑘𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖
𝑖𝑖𝑖𝑖𝑘𝑘𝑗𝑗

+ ∑ ∑ ∑ ∑ ∑ 𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

+ ∑ ∑ ∑ ∑ ∑ 𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
∗ 𝑠𝑠𝑖𝑖

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

+ ∑ ∑ ∑ ∑ 𝜓𝜓𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖
∗ 𝑠𝑠𝑖𝑖

𝑖𝑖𝑖𝑖𝑗𝑗𝑖𝑖

+ ∑ ∑ ∑ ∑ 𝜇𝜇𝑗𝑗𝑘𝑘𝑖𝑖𝑖𝑖
∗ 𝑠𝑠𝑖𝑖

𝑖𝑖𝑖𝑖𝑘𝑘𝑗𝑗
+ ∑ 𝑔𝑔𝑗𝑗𝑦𝑦𝑗𝑗

𝑗𝑗
+ ∑ ℎ𝑖𝑖𝑦𝑦𝑖𝑖

𝑖𝑖
 

(14) 

The objective of the multi-period model is minimization of the total 
supply chain cost. In equation (14), the first term is the shipment cost 
resulting from the shipments of the raw materials from suppliers to 
production plants. Second term is the shipment cost resulting from the 
shipments of products from production plants to distribution centers. Third 
term is the shipment cost resulting from the shipment of products from 
distribution centers to customers. Fourth term is the cost of acquiring the 
raw materials from the suppliers. Fifth term is the fixed vehicle cost 
resulting from the shipments between suppliers and production plants. 
Sixth term is the fixed vehicle cost resulting from the shipments between 
production plants and distribution centers, seventh term is the fixed vehicle 
cost resulting from the shipments between distribution centers and 
customers. Eighth term is the fixed cost of opening production plants in 
candidate locations and finally nineth term is the fixed cost of opening 
distribution centers in candidate locations. It should be noted that here 
different from the previous model we sum the costs over all periods.  

∑ ∑ 𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

 ≤ 𝑝𝑝𝑖𝑖𝑖𝑖   ∀𝑖𝑖, 𝑚𝑚, 𝑡𝑡
𝑖𝑖

 (15) 

The constraint above ensures that the amount of raw material shipped 
from a supplier to all production plants cannot exceed the capacity of the 
supplier for that raw material. Different from the previous model here the 
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periodic capacity is considered and thus the constraint works for each 
period.  

∑ ∑ 𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖

≥ 𝑣𝑣𝑖𝑖 ∑ ∑ 𝜓𝜓𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖
𝑖𝑖𝑗𝑗

   ∀𝑗𝑗
𝑖𝑖

, 𝑚𝑚, 𝑡𝑡 (16) 

The constraint above is the balance constraint for the raw materials 
and products manufactured in the production plants. It basically ensures 
that enough amount of raw materials to manufacture the products must be 
shipped from the suppliers to that production plant. Different from the 
previous model, in this model periodic shipments are considered. Hence, 
the constraint works for each period.  

∑ ∑ 𝜓𝜓𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖
𝑖𝑖

≥ ∑ ∑ 𝜇𝜇𝑗𝑗𝑘𝑘𝑖𝑖𝑖𝑖
𝑖𝑖𝑘𝑘

   ∀𝑘𝑘, 𝑡𝑡
𝑖𝑖

 (17) 

Constraint (17) is the balance constraint for the distribution centers. It 
ensures that the amount of products shipped from a distribution center to 
all customers cannot exceed the amount of products received by that 
distribution center. Different from the previous model, in this model 
periodic shipments are considered. Hence, the constraint works for each 
period. 

∑ ∑ 𝜇𝜇𝑗𝑗𝑘𝑘𝑖𝑖𝑖𝑖
𝑖𝑖

≥ �̅�𝑑𝑘𝑘𝑖𝑖   ∀𝑙𝑙
𝑗𝑗

, 𝑡𝑡 (18) 

Constraint (18) is the demand satisfaction constraint ensuring that the 
amount of products received by a customer will be equal to the demand of 
that customer. Different from the previous model, here we consider the 
periodic demands of the customers. Hence, the constraint works for each 
period. 

∑ ∑ 𝜓𝜓𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖
𝑖𝑖

≤ 𝑥𝑥𝑖𝑖𝑓𝑓�̅�𝑖   ∀𝑗𝑗
𝑗𝑗

, 𝑡𝑡 (19) 

The constraint above is the capacity constraint. It ensures that if a 
production plant is opened in a candidate location, at most 𝑓𝑓𝑖𝑖 units of 
products can be manufactured in that production plant. On the other hand, 
if a production plant is not opened in a candidate location, no 
manufacturing can be made in that location.  Different from the previous 
model, here we consider the periodic capacities of the production plants. 
For this reason, the constraint works for each period.  
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∑ ∑ 𝜇𝜇𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑘𝑘

≤ 𝑦𝑦𝑘𝑘�̅�𝑒𝑘𝑘   ∀𝑘𝑘, 𝑡𝑡
𝑘𝑘

 (20) 

Similar to the constraint (19), constraint (20) is the capacity constraint 
for the distribution centers. It ensures that if a distribution center is opened 
in a candidate location, at most 𝑒𝑒𝑘𝑘 units of products can be kept in that 
production plant. On the other hand, if a distribution center is not opened 
in a candidate location, not any product can be kept in that location. 
Different from the previous model, here we consider the periodic capacities 
of the distribution centers. For this reason, the constraint works for each 
period.    

∑ 𝑦𝑦𝑘𝑘 ≥ 𝑢𝑢−

𝑘𝑘
  (21) 

This constraint guarantees that at least 𝑢𝑢− of the 𝑦𝑦𝑘𝑘 variables must 
take the value of 1, which means that at least 𝑢𝑢− distribution centers must 
be opened.  

∑ 𝑦𝑦𝑘𝑘 ≤ 𝑢𝑢+

𝑘𝑘
 (22) 

Constraint (22) above guarantees that at most 𝑢𝑢+ of the 𝑦𝑦𝑘𝑘 variables 
must take the value of 1, which means that at most 𝑢𝑢+ distribution centers 
must be opened. Notice that constraints (21) and (22) are same in both 
models, i.e., they do not change based on the modeling approach (single-
period or multi-period) used.  

𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘 ≤ 𝑜𝑜𝜂𝜂𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘
∗    ∀𝑖𝑖, 𝑗𝑗, 𝑚𝑚, 𝑛𝑛 (23) 

The constraint above creates a relationship between the binary and 
continuous variables regarding the shipments between suppliers and 
production plants. It ensures that, if at least 1 unit of products is shipped 
from a supplier to a production plant via a vehicle type, then the binary 
variable, 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘

∗  must take the value of 1 for those facilities. It should be 
emphasized that here we consider the periodic shipments, which 
constitutes the main difference between constraints (23), (24) and (25) and 
their single-period counterparts.   

𝜓𝜓𝑖𝑖𝑘𝑘𝑘𝑘𝑘𝑘 ≤ 𝑜𝑜𝜓𝜓𝑖𝑖𝑘𝑘𝑘𝑘𝑘𝑘
∗     ∀𝑗𝑗, 𝑘𝑘, 𝑛𝑛 (24) 

Constraint (24) creates a relationship between the binary and 
continuous variables regarding the shipments between production plants 
and distribution centers. It ensures that, if at least 1 unit of products is 



Mehmet Alegöz 236 .

shipped from a production plant to a distribution center via a vehicle type, 
then the binary variable, 𝜃𝜃𝑗𝑗𝑗𝑗𝑗𝑗

∗  must take the value of 1 for those facilities.  

𝜇𝜇𝑗𝑗𝑘𝑘𝑗𝑗𝑘𝑘 ≤ 𝑜𝑜𝜇𝜇𝑗𝑗𝑘𝑘𝑗𝑗𝑘𝑘
∗   ∀𝑘𝑘, 𝑙𝑙, 𝑛𝑛 (25) 

Similar to the previous two constraints, the constraint above creates a 
relationship between the binary and continuous variables regarding the 
shipments between distribution centers and customers. It ensures that, if at 
least 1 unit of products is shipped from a distribution center to a customer 
via a vehicle type, then the binary variable, 𝜙𝜙𝑗𝑗𝑘𝑘𝑗𝑗

∗  must take the value of 1 
for those facilities.  

𝜂𝜂𝑖𝑖𝑗𝑗𝑖𝑖𝑗𝑗𝑘𝑘, 𝜓𝜓𝑗𝑗𝑗𝑗𝑗𝑗𝑘𝑘, 𝜇𝜇𝑗𝑗𝑘𝑘𝑗𝑗𝑘𝑘 ≥ 0, 𝜂𝜂𝑖𝑖𝑗𝑗𝑖𝑖𝑗𝑗𝑘𝑘
∗ , 𝜓𝜓𝑗𝑗𝑗𝑗𝑗𝑗𝑘𝑘

∗ , 𝜇𝜇𝑗𝑗𝑘𝑘𝑗𝑗𝑘𝑘
∗ , 𝑥𝑥𝑗𝑗, 𝑦𝑦𝑗𝑗 ∈ {0,1} (26) 

Finally, the last constraint in the model sets the types and signs of the 
decision variables. It ensures that 𝜂𝜂𝑖𝑖𝑗𝑗𝑖𝑖𝑗𝑗𝑘𝑘, 𝜓𝜓𝑗𝑗𝑗𝑗𝑗𝑗𝑘𝑘, 𝜇𝜇𝑗𝑗𝑘𝑘𝑗𝑗𝑘𝑘 are positive 
continuous variables, whereas the other variables are binary variables 
taking the value of either 0 or 1.  

4. COMPUTATIONAL RESULTS 
In order to test the applicability of the model, we consider a supply 

chain of a real-life firm selling household goods to its customers. The 
product we consider includes six components that can be procured from 
thirteen different suppliers. Seven candidate locations are determined as 
the locations of production plants and nine candidate locations are 
determined as the locations of distribution centers. The company serves 20 
major customers located in different cities. As the first task, distances 
between the supply chain members are obtained by using the Google Map. 
As an example, we present the distances between the distribution centers 
and customers in Table 1.  

Table 1: Distances Between the Distribution Centers and Customers 
C\DC 1 2 3 4 5 6 7 8 9 

1 8 256 345 328 169 277 343 223 100 
2 256 21 597 536 421 385 342 258 311 
3 291 543 339 507 122 540 606 322 363 
4 345 597 104 296 269 445 573 532 408 
5 328 536 296 96 395 151 279 551 228 
6 169 421 269 395 113 418 484 314 241 
7 277 385 445 151 418 98 132 490 177 
8 526 656 452 198 593 271 399 749 426 
9 453 452 683 389 594 242 110 662 353 
10 326 578 126 176 374 325 453 549 332 
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11 343 342 573 279 484 132 101 552 243 
12 223 258 532 551 314 490 552 142 323 
13 100 311 408 228 241 177 243 323 117 
14 310 562 155 141 358 290 418 533 316 
15 367 619 99 395 241 544 672 554 430 
16 306 305 605 311 447 160 37 515 206 
17 115 367 273 223 172 308 382 338 139 
18 336 369 641 664 419 603 665 119 436 
19 339 75 680 619 504 468 420 253 394 
20 375 236 674 380 516 229 106 501 275 

Moreover, supply capacities of the suppliers for each component are 
determined as another input of the model. As an example, we present the 
supply capacities of suppliers for Component 5 in Table 2. Notice that 
some suppliers do not supply Component 5.  

Table 2: Supply Capacities of the Suppliers for Component 5 
M\S 1 2 3 4 5 6 7 8 9 10 11 

1 3000 0 5000 4000 15000 0 0 1000 5000 4000 2000 

2 300 0 5000 4000 15000 0 0 1000 5000 4000 2000 

3 300 0 5000 4000 15000 0 0 750 5000 4000 4000 

4 300 0 5000 4000 15000 0 0 750 5000 4000 4000 

5 300 0 5000 4000 15000 0 0 750 5000 4000 4000 

6 300 0 5000 4000 10000 0 0 750 5000 4000 4000 

7 300 0 5000 4000 10000 0 0 750 5000 4000 4000 

8 300 0 5000 4000 10000 0 0 1000 5000 4000 4000 

9 300 0 5000 5000 10000 0 0 1000 5000 4000 4000 

10 300 0 5000 5000 15000 0 0 1000 5000 4000 4000 

11 300 0 5000 5000 15000 0 0 1000 5000 4000 4000 

12 300 0 5000 4000 15000 0 0 1000 5000 4000 4000 

Agg. 6300 0 60000 51000 160000 0 0 10750 60000 48000 44000 

Finally, by using the data regarding the five previous years, a demand 
forecast is made and monthly and total demands of customers are obtained 
as presented in Table 3.  
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Table 3: Demands of Customers 

M\C 1 2 3 4 5 

1 5000 8000 10000 8000 7500 

2 5000 8000 10000 8000 7500 

3 5000 8000 10000 8000 7500 

4 5000 8000 10000 8000 7500 

5 5000 8000 10000 8000 7500 

6 7000 10000 12000 9000 10000 

7 7000 10000 12000 9000 10000 

8 7000 10000 12000 9000 10000 

9 5000 8000 10000 8000 7500 

10 5000 8000 10000 8000 7500 

11 5000 8000 10000 8000 7500 

12 5000 8000 10000 8000 7500 

Aggregate 66000 102000 126000 99000 97500 

 Both single-period and multi-period models are solved with this data 
by using GAMS optimization software CPLEX solver on a computer 
including AMD Ryzen 7 processor and 16 GB of RAM.  Computational 
results reveal that the single period model yields to an optimal cost of 
$718,801.29, while the multi-period model yields to an optimal cost of 
$791,522,41. This shows that adopting a multi-period model brings about 
10% higher cost compared to adopting a single-period model. The reason 
of this result can be explained with two facts as follows.  

In single-period model aggregate demands and aggregate shipments 
are considered. For instance, if a customer requests 100 units of product in 
month 1 and 200 units of product in month 2, in single period model, the 
model considers the aggregate demand of 300 units and assumes that only 
one shipment is made to the customers to satisfy the demand. As a result, 
the fixed shipment cost is applied just one time in the single-period model. 
On the other hand, in multi-period model, 100 units of products are shipped 
in month 1 and 200 units of products are shipped in month 2. As a result, 
fixed shipment cost is applied two times. This difference in the fixed 
shipment costs yields to an increase in the total cost in multi-period 
modeling approach.  
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When it comes to real-life practices, it is generally not possible to 
consolidate the demands of a customer in different periods, firstly because 
the customers may not want to pay the product that will be needed later 
and secondly the customers may not have enough space to keep the 
products that will be needed in future. In those instances, adopting a single-
period modeling approach may yield to misleading results, i.e., the costs 
obtained from model may be lower than that in the real-life.  

The second reason of the fact that the multi-period modeling approach 
yields to a higher cost is the opened facilities. In single-period modeling, 
aggregate capacities of the facilities are considered, whereas in multi-
period modeling monthly capacities are considered. It is obvious that 
although the aggregate capacity of a set of facility may be enough to satisfy 
the demand, monthly capacities may not be enough. Due to this fact, in 
multi-period modeling approach the model decides to open three 
distribution centers as opposed to two distribution centers in single-period 
modeling approach.  

In the real-life practices where the demands of customers are satisfied 
with the warehoused products, i.e., in the cases where the company has the 
ability to keep inventory in the warehouses, considering the aggregate 
capacities and adopting a single-period modeling approach may be 
beneficial. However, in the cases where the manufacturing is made in 
response to demands of customers, adopting a multi-period modeling 
approach is necessary to avoid from capacity-related infeasibilities.  

5. OVERALL DISCUSSIONS AND CONCLUSION 
This study investigates the effects of adopting a multi-period 

modeling approach in the supply chain network design problems and 
proposes single-period and multi-period mixed-integer linear 
programming models to make a comparison between them.  

Computational results reveal that using a single-period modeling 
approach may firstly be misleading in some instances, i.e., the total supply 
chain cost obtained from the single-period mathematical model may be 
lower than that in the real-life. Moreover, it may also yield to capacity 
infeasibilities in real-life situations, i.e., the facilities that are suggested by 
the single-period model may not be enough in real-life instances. At this 
point, our suggestion to practitioners is that they should understand the 
underlying assumptions in the single-period modeling approach. If those 
assumptions are applicable for them in real-life cases, they can avoid from 
the additional complexity of multi-period modeling approach and can 
simply use the single-period modeling approach. In other cases, however, 
using a multi-period modeling approach is essential despite the additional 
complexity it brings.  
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This study can be extended in the future in the following ways. First, 
in this study, we consider a purely deterministic problem environment in 
which all the parameters such as demands, and supply capacities are 
assumed to be known. Extension of the models to a case in which some 
parameters, (especially demand) are uncertain may bring important 
insights regarding the effects of adopting a multi-period modeling 
approach in an uncertain environment. Stochastic programming or fuzzy 
programming may be good candidates for this extension. Second, in this 
study only the economic aspect of the supply chains is considered. 
Consideration of the environmental aspect such as greenhouse gas 
emissions may again yield to significant insights regarding the benefit of 
multi-period modeling approach in those instances.  
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Introduction 

Air pollution which happens in any urban district is a local 
environmental problem which is mainly related to industrial emissions and 
domestic heating. Because the developments in engine and fuel 
technologies, atmospheric environment in provinces is affected by 
emissions orginated from traffic. Estimating of the index of air quality is 
an important environmental topic in evaluating impacts of pollutants on 
humans and environment in urban regions. Rapid improvement and 
industrilization, increment in population cause some problems associated 
with environment i.e., air pollution, land use, deforestation, etc. As the 
result of anthropogenic activities such as the exhausts of motor vehicles, 
coal combustion, industrial productions, and power plants, air pollutants 
which include particulate matter and gaseous release into the atmosphere. 
These activities lead to adversely impacts such as several diseases on 
human health, especially on sensitive groups i.e. adult and young (Hu and 
Guo, 2021; Li et al., 2018a; Shubham et al., 2022; Usmani et al., 2020; 
Almetwally et al., 2020; Bazyar et al., 2019; Zhang et al., 2021, Wei et al., 
2021).  

The adversely impacts of pollutants on people wellness are evaluated 
by the term Air Quality Index (AQI) which is defined by using the 
monitoring air pollution data that consist of criteria pollutants e.g, 
particulate matter (PM10 and PM2.5), ground level ozone (O3), sulfur 
dioxide (SO2), carbon monoxide (CO), and nitrogen dioxide (NO2). The air 
quality’s present scenario is defined by the AQI tool. An AQI is determined 
as a communication instrument and a normalized information scale of air 
pollution utilized to determine the health risk’s grade associated with 
gaseous and particulate air pollution, expressing the ambient air quality in 
a comprehensible and basic way. High values of AQI indicate that many 
people’s health is affected because of the air pollution. To provide the air 
quality’s information which is real-time and accurate has a significant role 
in controlling air pollution and protecting the people wellness due to 
negative impacts of air pollution.   

Many factors have influences on air pollutants. Commonly, air 
pollution is originated from two parameters such as meteorological 
circumstances and air pollutant emissions. Meteorological circumstances 
control pollutants in atmospheric periphery over transportation and 
diffusion of them. The emissions of pollutants, from natural and 
anthropogenic activities, are the air pollution sources. Climate variables 
affect the concentrations of air pollutants and play an important role on 
their fluctuations. The statistical relationships and associations between the 
pollutants and climate parameters have been demonstrated in many studies 
(Elminir, 2005; Haddad and Vizakos, 2021; Wang et al., 2015; Bose and 

Roy Chowdhury, 2023; Radaideh, 2017; Camalier et al., 2007; Akpinar et 
al., 2009; Luvsan et al., 2012; Pearce et al., 2011; Tai et al., 2010; Ilten and 
Selici, 2008; Turalıoglu et al., 2005; Witz and Moore, 1981; Zateroglu, 
2021a-d). 

There are several techniques e.g., artificial neural network (ANN), 
different regression models, grey model, autoregressive integrated moving 
average (ARIMA), hybrid models, weather research and forecasting 
(WRF) model, and fuzzy models, have been developed to evaluate air 
pollution. Various methods about air quality estimation have been 
introduced by many researchers (Baklanov et al., 2016; Byun, 1999; Chan 
and Hanna, 2004; Chen et al., 2022; Suarez Sanchez et al., 2011; Xu et al., 
2021; Dominick et al., 2012; Xu et al., 2023b; Zateroglu, 2022). 
Additionally, Janarthanan et al. (2021) have used the deep learning 
technique to forecast the index of air quality (Janarthanan et al., 2021). Al-
Alola et al. (2022) have employed the GIS-spatial method and the remote 
sensing to predict the air quality. To estimate the air pollution, a novel 
spatiotemporal multigraph convolutional network model has presented by 
Chen et al. (2023). 

As air pollution is globally environmental issue around the world, it 
is important to analyze and control air pollution. Studies focus on the 
investigations about the sources, implications, and characteristics of air 
pollutants in urban atmosphere and also air quality (Cincinelli et al., 2019; 
Zhu et al., 2020; Hu et al., 2015; Maribelli et al., 2020; Mason et al., 2019; 
Masiol et al., 2017; Viana et al., 2014; Amato et al., 2014: Bo et al., 2019; 
Zhan et al., 2018). The endeavurs to advance the quality of urban air are 
carried out by developing different approaches and techniques (Cairncross 
et al., 2007; van den Elshout et al., 2008; Cheng et al., 2007; Cogliani, 
2001; Ai et al., 2016; Gibergans-Baguena et al., 2020) 

There are some AQIs which are used extensively around the world 
e.g., United States Environmental Protection Agency (USEPA), UK Daily 
AQI (DAQI), China AQI. The term AQI is a quantitative scale utilized to 
make uniform reporting on the air quality of dissimilar components in 
terms of human health. At first, the USEPA has constructed a pollution 
index value named as Pollutant Standard Index (PSI) to ambient air quality 
over an interval (0 to 500) depended on National Ambient Air Quality 
Standards (NAAQS) in 1976. Afterwards, PSI has arranged and called as 
AQI (Zateroglu, 2022). Furthermore, all AQIs have also some limitations.  

Since USEPA AQI formula depends on the only one pollutant with 
highest sub-index value, and does not take into account the contributions 
of other pollutants and factors. Additionally, this formula is not sensitive 
to changes in the pollutants’ sub-indexes. So, if any variation happens in 
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the other pollutants except the pollutant with greatest sub-index, it is not 
included in the total index (Ott, 1978). To overcome these limitations, 
some novel or revised methods are developed to build up the AQI. This 
work demonstrates different AQI methodologies and extended studies 
around the world (Barjoee et al., 2023; Bishoi et al., 2009; Payus et al., 
2022; Mason et al., 2020; Dai et al., 2015; Du et al., 2020; Xu et al., 2017; 
Li et al., 2017a; Ni et al., 2023; Shen et al., 2023; Huang et al., 2017; Li et 
al., 2018b; Xu et al., 2023a; Tan et al., 2023). Singh et al. used the satellite 
data to predict AQI via deep learning methods (2023). Fang et al. utilized 
the Vanilla Long Short Term Memory (LSTM) model to construct 
prediction models for AQI (2023). Li et al. (2019) developed a modified 
AQI by employing an improved least squares Support Vector Machine 
(SVM) method. Wong et al. (2013) have improved an AQI with health 
impact, called as AQHI, which is risk-based. Additionally, Li et al. (2017b) 
built up an AQHI model which is dependent on the relations between air 
pollution and mortality by oprated time series method. Sowlat et al. (2011) 
designed a new AQI that is fuzzy-based, referred as FAQI. Wang and Tang 
(2023) designed a combined model, which consists of fuzzy entropy, 
LSTM, empirical mode decomposition (EMD), and extreme learning 
machine method, in estimating AQI. Zhu et al. (2017) proposed a hybrid 
model which is a combination of support vector regression (SVR), EMD, 
intrinsic mode functions (IMFs) and seasonal ARIMA (S-ARIMA) to 
improve the accuracy in predicting AQI. Gupta et al. (2023) have used 
three machine learning methods viz., catboost regression, random forest 
regression, and support vector regression  to estimate AQI. Additionally, 
Mustakim et al. (2023) operated several machine learning techniques such 
as gradient boosted trees, random forest, and decision tree in predicting the 
concentrations of air pollutants and then computed the air pollution index 
value. 

Methods 

AQI Using USEPA Method (AQIEPA)  

AQI indicates the pollution indice value of pollutants created by 
USEPA according to National Ambient Air Quality Standards (NAAQS). 
The term AQI is dependent on not only wellness impacts but also long 
period impacts on materials and nature. Sub-indexes are computed for all 
air pollutants, and then the sub-indice with the biggest result is determined 
as AQI. The pollution index value for each air pollutant is computed by a 
mathematical formula shown in Equation 1 (EPA, 1999), 

𝐼𝐼𝑝𝑝 =  [
(𝐼𝐼𝐻𝐻𝐻𝐻 − 𝐼𝐼𝐿𝐿𝐿𝐿)

(𝐵𝐵𝐵𝐵𝐻𝐻𝐻𝐻 − 𝐵𝐵𝐵𝐵𝐿𝐿𝐿𝐿 )] (𝐶𝐶𝑝𝑝 − 𝐵𝐵𝐵𝐵𝐿𝐿𝐿𝐿 ) +  𝐼𝐼𝐿𝐿𝐿𝐿                                                          (1) 
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where Ip denotes the pth pollutant’s sub-indice, Cp indicates the pth 
pollutant’s concentration, BPHi, determines the breakpoint which is equal 
to or bigger than Cp, BPLo demonstrates the breakpoint which is equal to or 
smaller than Cp, IHi shows the index value defining to BPHi in Table 1, and 
ILo denotes the index value defining to BPLo in Table 1. Then, AQI is 
defined in the following formula (Bishoi et al., 2009), 

AQIEPA = Max(Ip),   p = 1, 2, ….,n                                                     (2) 

 
Table 1. Breakpoints of air pollutants for AQI (EPA, 1999) 

Breakpoints             
AQI 

   Category 

O3 (ppm) 
8-hour 

O3 
(ppm) 

1-
hour1 

PM10 
(µg/m3) 

PM2.5 
(µg/m3) 

CO 
(ppm) 

SO2 
(ppm) 

NO2 
(µg/m3) 

  

0.000-0.064 - 0-54 0.0-15.4 0.0-
4.4 

0.000-
0.034 

(2) 0-50 Good 

0.065-0.084 - 55-154 15.5-
40.4 

4.5-
9.4 

0.035-
0.144 

(2) 51-
100 

Moderate 

0.085-0.104 0.125-
0.164 

155-254 40.5-
65.4 

9.5-
12.4 

0.145-
0.224 

(2) 101-
150 

Unhealty 
for 

sensitive 
groups 

0.105-0.124 0.165-
0.204 

255-354 65.5-
150.4 

12.5-
15.4 

0.225-
0.304 

(2) 151-
200 

Unhealty 

0.125-0.374 0.205-
0.404 

355-424 150.5-
250.4 

15.5-
30.4 

0.305-
0.604 

0.65-
1.24 

201-
300 

Very 
unhealty 

(3) 0.405-
0.504 

425-504 250.5-
350.4 

30.5-
40.4 

0.605-
0.804 

1.25-
1.64 

301-
400 

Hazardous 

(3) 0.505-
0.604 

505-604 350.5-
500.4 

40.5-
50.4 

0.805-
1.004 

1.65-
2.04 

401-
500 

Hazardous 

1 Commonly, 8-hour ozone values are reported for AQI. But, in sev-
eral places, the greater of 8-h and 1-h O3 levels is expressed as the AQI 
value. 

2 The value of NO2 does not have short-period NAAQS and produces 
any AQI while it has value bigger than 200. 

3 The values of 8-h O3 concentrations cannot describe bigger AQI val-
ues (bigger than 301), 1-h O3 concentrations are more appropirate. 

 

Since AQIEPA formula does not contain the effects of all pollutants 
and the other factors i.e. spatial effect. Thus, researhers have rearranged 
the AQIEPA formula and/or built up new models by using some statistical 
methods as alternative to improve the accuracy.  

Zateroglu (2022) presented estimating method for AQI employing a 
combined model, principal component regression (PCR), which consist of 
multiple regression model (MLR) and principal component analysis 
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(PCA). AQI has been estimated via two steps: Firtsly, sub-indexes for each 
pollutant were computed using USEPA formula. In next step, the value 
AQI has been statistically estimated for explanatory variables viz., 
meteorological parameters and appropirate air pollutants via PCR method 
with varimax and also promax rotation. The findings of USEPA formula 
were compared with statistical analysis’ results. It has been demonstrated 
that both methods were consistent each other and AQI could be also 
statistically calculated by using PCR with varimax rotation.         

Cheng et al. (2007, 2004) introduced a revision of AQIEPA 
(RAQIEPA) formula. The entropy fuction is used to reflect the other 
pollutants’ influences expect the pollutant with highest sub-indice. The 
RAQIEPA is computed by using the formula illustrated below: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
= 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅1, 𝑅𝑅2, … 𝑅𝑅𝑛𝑛) ×

𝑅𝑅𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 × ∑ 𝑅𝑅𝑑𝑑
𝑛𝑛
𝑑𝑑=1

𝑅𝑅𝐴𝐴𝐴𝐴𝑑𝑑𝑛𝑛𝑛𝑛𝑎𝑎𝑑𝑑𝑑𝑑 × (∑ 𝑅𝑅𝑑𝑑
𝑛𝑛
𝑑𝑑=1 )

×
𝑅𝑅𝐴𝐴𝐴𝐴𝑑𝑑𝑛𝑛𝑛𝑛𝑎𝑎𝑑𝑑𝑑𝑑 [𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 × 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅1, 𝑅𝑅2, … 𝑅𝑅𝑛𝑛)]

𝑅𝑅𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 × 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅1, 𝑅𝑅2, … 𝑅𝑅𝑛𝑛)                                     (3) 

In revised formula, the novel two terms are added to original formula 
to simplify in adding the effects of all pollutants indexes. The second part 
of the formula determines the ratio of daily mean total indexes over annual 
mean of daily mean total indexes. The third part demonstrates the ratio of 
annual mean of daily entropy model of indexes over daily entropy model 
of indexes. 

Air Quality Health Index 

The term Excess Risk (ER) is used in estimating the value of Air 
Quality Health Index and determined as the percentage increment in daily 
mortality for each 10 mikrogram per cubic meter increment in each air 
pollutant and is computed employing the formula shown below (Stieb et 
al., 2008): 

𝑅𝑅𝑅𝑅𝑑𝑑𝑖𝑖 = 100 × [𝑒𝑒𝑀𝑀𝐸𝐸(𝛽𝛽𝑑𝑑 × 𝑀𝑀𝑑𝑑𝑖𝑖)] − 1                                                      (4) 

where 𝑅𝑅𝑅𝑅𝑑𝑑𝑖𝑖 determines the exceedance deaths percent for pollutant i 
and day t, 𝛽𝛽𝑑𝑑 denotes the coefficient of regression provided from the time 
series model of single pollutant, 𝑀𝑀𝑑𝑑𝑖𝑖 indicates the concentration of pollutant 
i for day t. 

To predict the term Air Quality Health Index (AQHI), the formula, 
that is constructed using the calculation of excess risk (ER), is indicated as 
follows: 
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𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑡𝑡 = 10 ×  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑 𝐸𝐸𝐸𝐸𝑡𝑡
𝑚𝑚𝑑𝑑𝑚𝑚(𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑 𝐸𝐸𝐸𝐸1,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑 𝐸𝐸𝐸𝐸2,…,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑 𝐸𝐸𝐸𝐸𝑛𝑛)        (5) 

where, daily total ERt denotes the sum of 𝐸𝐸𝐸𝐸𝑑𝑑𝑡𝑡 for pollutant i and day 
t. For daily AQHI values, a time series model is produced on a numerical 
scale from 0 to 10 (Stieb et al., 2008). 

Common Air Quality Index (CAQI) 

This index takes into account the differentiating between province 
backround and traffic situations. Van den Elshout etal. (2008) have 
proposed Common Air Quality Index (CAQI) with CITEAIR project. The 
value CAQI is computed by using a grid shown in a table which includes 
five categories occured according to EU legislation. The CAQI has 
suggested to simplify the air quality’s comparison in real-time in cities of 
Europe (Elshout et al., 2014). van den Elshout et al. (2014) have evaluated 
CAQI by updating with PM2.5 for 27 street station and 31 urban 
backgorund data in Europe.  

Novel Air Quality Index (NAQI) 

The Novel Air Quality Index (NAQI) is suggested by Bishoi et al. 
(2009). This method is operated to interpret the air quality in urban areas 
regarding all pollutants’ effects, but not taking into account spatial 
situation. The NAQI is constructed by using factor analysis which is 
depend on the principal components that lead to changes in AQI. These 
principal factors is constructed as a linear structure to define the any 
pollutant’s concentration. In this method, only three principal components 
are taken into account because their contributions are approximately 
percent sixty fort he AQI’ variaiton, the other factors are disregarded 
(Duntemann, 1994). The formula for NAQI is indicated as below: 

𝑁𝑁𝐴𝐴𝐴𝐴𝐴𝐴 =
∑ 𝑃𝑃𝑑𝑑 × 𝐸𝐸𝑑𝑑

𝑛𝑛
𝑑𝑑=1
∑ 𝐸𝐸𝑑𝑑

𝑛𝑛
𝑑𝑑=1

                                                                                   (6) 

where 𝑃𝑃𝑑𝑑 demonstrates the principal components, 𝐸𝐸𝑑𝑑 indicates the 
initial eigenvalues. Lohani (1984) determined the principal components as 
follows: 

𝑃𝑃𝑑𝑑 = ∑
𝑎𝑎𝑗𝑗𝑑𝑑 × 𝑋𝑋𝑗𝑗

𝛽𝛽𝑑𝑑

𝑛𝑛

𝑗𝑗=1
                                                                                          (7) 

where 𝛽𝛽𝑑𝑑 define the eigenvalue related to 𝑃𝑃𝑑𝑑. 𝑋𝑋𝑗𝑗 expresses the ith 
pollutant’ concentration and is calculated by the formula indicated below: 
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𝑋𝑋𝑗𝑗 = ∑ 𝑎𝑎𝑗𝑗𝑗𝑗 × 𝑃𝑃𝑗𝑗

𝑛𝑛

1
                                                                                                       (8) 

Oak Ridge Air Quality Index (ORAQI) 

The Oak Ridge National Laboratory improved the term Oak Ridge 
Quality Index (ORAQI) which has been recommended by Thom and Ott 
(1975). In urban regions, this technique can be operated to evaluate the air 
quality disregarding spatial impact, but regarding wellness impacts. 

𝑂𝑂𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = (𝑎𝑎 ∑ 𝐶𝐶𝑗𝑗
𝐶𝐶𝑠𝑠

)
𝑏𝑏

                                                                                  (9) 

Where 𝐶𝐶𝑗𝑗 denotes the measured/estimated values of ith pollutant 
concentration, 𝐶𝐶𝑠𝑠 defines the value for ith pollutant from NAAQS, the terms 
a and b indicate the contants for pollutants. 

Hong Kong Air Quality Index (HKAQI) 

Thach et al. (2018) built up a novel model of AQI which estimates 
health impacts in Hong Kong. In this method, there are three steps to 
improve the HKAQI: At first, relevant pollutants are chosen; in second 
step, all chosen pollutants are normalized into related sub-indexes; in final 
step, all sub-indexes are formed into total AQI, named as HKAQI. The 
term HKQAI is computed by the following formula:  

𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅 = (1
𝑛𝑛 ∑ 𝑠𝑠𝑗𝑗

𝑝𝑝
𝑛𝑛

𝑗𝑗=1
)

1
𝑝𝑝

                                                                               (10) 

where, p denotes power, n defines number of pollutants, 𝑠𝑠𝑗𝑗 determines 
the sub-index of ith pollutant.    

𝑠𝑠𝑗𝑗 = 100 × (𝑞𝑞𝑗𝑗
𝑅𝑅𝑗𝑗

)                                                                                                       (11) 

where, 𝑞𝑞𝑗𝑗 shows the concentration of pollutant i, 𝑅𝑅𝑗𝑗 indicates the 
suggested short time value according to Air Quality Guidelines by World 
Health Organization which depend on the associations between adverse 
health impacts and air quality. If the value of sub-index becomes higher 
than the reference value, 100, it demonstrates that the exceedance of the 
guide value is occured. 
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Conclusion 

Today, air quality that affects people wellness, the environment and 
the ecosystem is accepted as the main issue in urban regions. So authorities 
and agencies who work and concern with health and environmental studies 
commonly need the prediction of pollutants’ concentrations. The 
estimation generally depends on the statistical associations between air 
pollutants and numerous situations.  

The idea in the present work is to introduce various models in 
forecasting the index of air quality. In prediction, several parameters such 
as atmospheric elements, that consist of air pollutants and climate 
variables, and other parameters are used as estimators in methods. To 
diminish urban pollution, the implementation and specification of 
modeling technique plays a key role in offering management tactics. It is 
very important that to gain a reliable and accurate air quality prediction 
model which helps decision makers take the precautions for air pollution’s 
reduction, and environmental deterioration’s solution. 
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Modeling the spread of disease, different mathematical models have 
been used in the literature like mathematical modeling using ordinary 
differential equations (ODEs) to multi-agent systems with high 
computational demand (Bajer, Martinović, and Brest, 2016). ODEs models 
(compartment models) were limited by the idea that individuals in different 
stages of disease should be well mixed and homogeneously distributed 
throughout the space (Roy and Pascual, 2006). A mass-action assumption 
is made in ODEs assumes that all susceptible individuals have the same 
likelihood to be infected. If this assumption is violated, inaccurate 
estimates may result or estimates that do not apply to the whole population. 
There is considerable variation in the spread of some infectious diseases, 
where in some cases a small number of individuals may be responsible for 
a large percentage of transmission. Consider the following two situations: 
a community where each entity has a relatively equal number of contacts 
compared with communities where a few individuals have a large number 
of contacts while the rest have only one or a few contacts. The resulting 
epidemiology will differ significantly for both communities, although 
some basic epidemiological characteristics (e.g., reproduction number) can 
be the same. Mathematical epidemiologists have developed several 
methods in case spatial factors are important or contact patterns are 
heterogeneous including contact network epidemiological (Albert and 
Barabási, 2002) 

The contact networks consist of nodes that represent individuals or 
locations and edges that represent the appropriate connection among them, 
Definition 1.1.1. Using a set of nodes and edges, a contact network can 
capture the interaction patterns that cause disease transmission. A contact 
network can be more complex, it may contain multiple types of nodes or 
edges, and nodes or edges may have a variety of properties, numerical or 
otherwise. When considering a social network of people, for example, the 
nodes may be men or women, individuals with different characteristics. 
The edges of a graph may represent friendship, but they may also represent 
sexual behavior, business relationship, or proximity to a location (Schimit 
PHT, 2017). A network normally has undirected and unweighted edges, 
although directed networks are sometimes required to model certain 
asymmetrical structures, it can be defined as adjacency matrix 𝐴𝐴 = (𝑎𝑎𝑢𝑢,𝑣𝑣), 
where 𝑎𝑎𝑢𝑢,𝑣𝑣 = 1 if there is a link from 𝑣𝑣 to 𝑢𝑢 and 0 otherwise.  

Definition 1.1.1 𝐺𝐺 = (𝑉𝑉, 𝐸𝐸) is a network. 𝑉𝑉 is the set of nodes and 𝐸𝐸 
is the set of edges. ∀𝑒𝑒 ∈ 𝐸𝐸, if e joins 𝑢𝑢, 𝑣𝑣 ∈ 𝑉𝑉, we write 𝑒𝑒 = ⟨𝑢𝑢, 𝑣𝑣⟩. Nodes 
𝑢𝑢 and 𝑣𝑣 in this case are considered adjacent. Edge 𝑒𝑒 is incident with 
vertices u and v, respectively 
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The main topological parameters used to identify the properties of the 
network are: 

 Density: It is defined as the ratio between the number of edges in 
a network and its potential number of edges, Equation 1.1. A network 
with a density of one indicates that all potential connections have been 
established (PINTO et al., 2020). 

𝑑𝑑 =
∑  𝑁𝑁
𝑖𝑖=1  ∑  𝑁𝑁

𝑗𝑗=1  (𝑎𝑎𝑖𝑖,𝑗𝑗)
𝑁𝑁(𝑁𝑁−1)

 

where 𝑎𝑎𝑖𝑖,𝑗𝑗 are the elements of the adjacency matrix A. 

 Degree: It is the number of edges that connect a node to another 
node. For undirected, unweighted networks it can be expressed as 
(PINTO et al., 2020): 

𝐾𝐾𝑖𝑖 = ∑  
𝑁𝑁

𝑖𝑖=1
(𝑎𝑎𝑖𝑖,𝑗𝑗) = ∑  

𝑁𝑁

𝑗𝑗=1
(𝑎𝑎𝑗𝑗,𝑖𝑖), 

and the average degree can be computed as: 

⟨𝐾𝐾⟩ =
∑  𝑁𝑁
𝑖𝑖=1  𝑘𝑘𝑖𝑖
𝑁𝑁  

 Clustering Coefficient: It measures the degree of interconnection 
which may exist between nodes (PINTO et al., 2020). 

𝐶𝐶𝐶𝐶𝑖𝑖 =
∑  𝑖𝑖≠𝑗𝑗  ∑  ℎ≠𝑖𝑖,𝑗𝑗  (𝑎𝑎𝑖𝑖,𝑗𝑗)(𝑎𝑎𝑖𝑖,ℎ)(𝑎𝑎𝑗𝑗,ℎ)

1
2 𝑘𝑘𝑖𝑖(𝑘𝑘𝑖𝑖 − 1)

, 

the global clustering coefficient CC represents the overall clustering 
level, which can be computed as the average of the local clustering 
coefficients of all the nodes.  

 Average Shortest Path (𝐿𝐿) : it is defined as the average number of 
steps along the shortest paths for all possible pairs of network nodes, with 
a small 𝐿𝐿 ensuring that information is easily distributed throughout the 
network. It can be computed as follows (PINTO et al., 2020): 

𝐿𝐿 = 1
𝑁𝑁(𝑁𝑁 − 1)∑  

𝑖𝑖≠𝑗𝑗
𝑑𝑑(𝑖𝑖, 𝑗𝑗), 
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where 𝑁𝑁 is the number of nodes in the graph and 𝑑𝑑(𝑖𝑖, 𝑗𝑗) is the 
shortest path length between nodes 𝑖𝑖 and 𝑗𝑗 respectively. 

Many epidemiological studies have begun to utilize complex 
networks as an effective way of modeling the population (Albert and 
Barabási, 2002) (Boccaletti et al., 2006). Studies of this type have 
developed networks with different complex connection structures, such as 
small-world and scale-free models. 

Contact Network Models 

In order to replicate the connections found in real networks, several 
contact network models have been proposed. The simplest form of the 
contact network is the undirected network represented in Figure 1a, 
considering that two individuals are connected, then both individual has 
the same probability to infect each other. The other form is semi-directed 
networks, Figure 1 b. This form of contact network can capture situations 
where an individual may infect another individual, but the converse is not 
true. 

 

                

                  (a)                                                                                   (b) 

Figure 1: Contact networks. (a) Undirected network; (b) Semi-directed 
network 

 

It is important to note that realistic contact networks do not 
necessarily fall into one of these families. More complex contact network 
models can be as follows: 
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Small World Networks 

A small-world network is a network in which the majority of nodes 
do not have neighbors, but are reached via a limited number of links from 
one node to another. Two characteristics distinguish a small-world network 
from other networks. Firstly, it has a high clustering coefficient, and 
secondly, it has short path lengths, which are also characteristic of random 
networks. Small values of short paths ensure that information or resources 
are easily dispersed throughout the network. In order to construct a small 
world network, a random rewiring procedure is applied to the regular 
network. The procedure begins with a ring topology consisting of n nodes 
and k edges per node. Nodes are randomly selected and the edges that 
connect them to their nearest neighbors are connected to one of their other 
neighbors with probability 𝑝𝑝. This process is repeated over all the network 
nodes until all edges are rewired, Figure 2. As a result of this process, the 
graph can be tuned between regularity (𝑝𝑝 = 0) and totally random (𝑝𝑝 =
1) (Watts and Strogatz, 1998). 

 
Figure 2: Random rewiring procedure (Watts and Strogatz, 1998) 

Scale-Free Networks (SF) 

The scale-free network was first proposed by Barabasi and Albert 
(Barabási and Albert, 1999), based on random networks. Based on the 
mapping of connections between World Wide Web pages, they found that 
only a few nodes in the network, termed hub points, have a high number 
of connections, while most nodes have a smaller number of connections. 
In particular, links to highly connected nodes have a greater probability of 
being established in succession, Figure 3. As a general rule, on the Internet 
and other social networking sites, it is more likely that new individuals will 
establish connections with individuals who are already well-known and 
highly connected. 
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Figure 3: Representation of a scale-free network. Black nodes represent 

"hubs", (Schneider et al., 2014) 

 Contact Networks in Epidemiology 

Diseases and networks are closely interconnected. The contact 
networks of two diseases with different modes of transmission may be 
extremely different within the same population. A highly transmitted 
disease involving coughing and sneezing transmission is expected to have 
a dense contact network structure because the network will have a large 
number of connections in which any pair of individuals (such as in 
transportation) will create a link between each other. For non-highly 
transmissible diseases in which close contact is required, fewer people are 
connected by links, resulting in a sparser contact network. 

The use of contact networks in epidemiology involves three steps. 
First, construct a realistic network model of the contact patterns. The 
second step involves the use of mathematical epidemic models (e.g., SIR, 
SEIR) in order to predict the spread of disease through populations based 
on the underlying characteristics of the disease and the structural 
characteristics of the network. The third step involves manipulating the 
network in order to model containment strategies and analyzing their 
epidemiological impact (David and Jon, 2010). 

The mathematical epidemic models can be applied to any contact 
network model, by considering the compartmental SIR model (Kermack, 
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McKendrick, and Walker, 1927), there are three possible states for a node 
in the contact network: susceptible, infectious, and recovered. The 
susceptible individuals are at risk of getting infected by the disease; 
infectious individuals have the disease and can transmit it to other 
susceptible individuals by close contact; recovered individuals are cured of 
the disease. A model for epidemics on the contact networks can be 
developed by utilizing the three-stage described above. If there is an edge 
between 𝑢𝑢 and 𝑣𝑣 in the network, the disease has the potential to spread 
directly to 𝑣𝑣 with a probability of 𝛽𝛽𝑢𝑢𝑢𝑢 if 𝑢𝑢 becomes infected at some point. 
In order to represent a symmetric contact, individuals can be potentially 
infected in either direction. The transmission of the disease in the contact 
network can be summarized as follows: 

 A set of random nodes will be in the I state while all remaining 
nodes will be in S 

 Nodes in I state remain infected for a period of time 𝜏𝜏 

 During infected time 𝜏𝜏, nodes can transmit the disease to their S 
neighbors with probability 𝛽𝛽 

 After spending 𝜏𝜏 nodes will transmit to state R, which can not 
receive or transmit the disease 

In statistical physics, this process is known as percolation models 
and has been developed into a framework to predict infectious diseases in 
contact networks (Newman, 2002). The transmissibility 𝑇𝑇 of the disease 
is computed by: 

𝑇𝑇 = 1 − (1 − 𝛽𝛽)𝜏𝜏 

which is an indicator of disease severity, i.e., the likelihood that the 
disease will spread across any given edge. 

The percolation process is controlled by the probability of disease 
transmission 𝛽𝛽, length of infected period 𝜏𝜏, and network structure are 
three factors that control the spread of the disease in the network (David 
and Jon, 2010). 

The Basic Reproductive Number 

The basic reproduction number 𝑅𝑅0 is crucial to understanding the 
dynamics of epidemics. It is defined as the average number of cases of an 
infectious disease caused by transmission from a single individual. In 
contact networks, 𝑅𝑅0 is computed as follows (Meyers, 2007): 
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𝑅𝑅0 = 𝑇𝑇 (
⟨𝑘𝑘2⟩ − ⟨𝑘𝑘⟩

⟨𝑘𝑘⟩ ) 

where 𝑇𝑇 represents the transmissibility of disease, ⟨𝑘𝑘⟩ and ⟨𝑘𝑘2⟩ are the 
mean degree and mean square degree respectively. It is worth mentioning 
that 𝑅𝑅0 is highly dependent on the structure of the network represented by 
⟨𝑘𝑘⟩ and ⟨𝑘𝑘2⟩. Consequently, two different structured populations may 
experience different transmission dynamics for the same disease. In case 
of two populations have the same ⟨𝑘𝑘⟩, the population with a greater degree 
variance ⟨𝑘𝑘2⟩ − ⟨𝑘𝑘⟩ will be more vulnerable to disease transmission. The 
𝑅𝑅0 value is considered to be a critical epidemiological value. The disease 
will spread through the population if 𝑅𝑅0 > 1, which indicates that each 
infected individual will transmit the disease to at least one other susceptible 
individual at some point during the infection period. If 𝑅𝑅0 < 1, the disease 
is expected to disappear before affecting a large portion of the population. 

Percolation can be used to predict the size of an outbreak, namely the 
number of nodes that are reached because of disease transmission along 
the edges of the network. There is generally an epidemic threshold (𝑇𝑇𝑐𝑐) in 
fixed contact networks below which there will be only small outbreaks, 
and above which there may be large outbreaks relative to the size of the 
entire network (Meyers, 2007). 

𝑇𝑇𝑐𝑐 =
⟨𝑘𝑘⟩

⟨𝑘𝑘2⟩ − ⟨𝑘𝑘⟩ 

When the transmissibility of a disease reaches the epidemic 
threshold (𝑇𝑇 = 𝑇𝑇𝑇𝑇), then 𝑅𝑅0 = 1 

 

Disease Containment Strategies in Contact Networks 

Healthcare systems face numerous challenges in controlling the 
spread of epidemics and preventing the overburden of the health system. 
A set of pharmaceutical and non-pharmaceuticals can be implemented to 
contain the spread of the disease through the population by reducing the 
prevalence of the disease from levels above an epidemic threshold to levels 
below that threshold (𝑇𝑇 ≤ 𝑇𝑇𝑐𝑐). Vaccination, contact reduction, and 
transmission reduction are three commonly used interventions used for this 
purpose (Pourbohloul et al., 2005). 

Vaccination is one of the most used pharmaceutical interventions 
which refers to the vaccination of a large proportion of the population. A 
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wide variety of vaccination strategies can be used (e.g., random, targeted 
population, age groups, and ring). Vaccination strategies can be modeled 
in the contact network by removing all vaccinated nodes or moving them 
directly to the recovery state. 

Contact reduction intervention includes reducing the number of 
contacts between infected and susceptible individuals in the population 
(e.g., quarantine, school closure, business closure). To model this 
intervention the contact networks, a set of edges that represent contact 
between targeted nodes can be removed. 

Transmission reduction intervention can be implemented by a set of 
procedures that aim to introduce physical barriers between individuals in 
the community (e.g., face masking). In contact networks, this intervention 
can be studied by reducing the transmissibility of the disease for the contact 
between node 𝑢𝑢 and node 𝑣𝑣. A set of epidemiologically relevant objectives 
can be used to evaluate the containment interventions. As an example, the 
time and size of an outbreak can be identified after modeling an 
intervention and used as an indicator of the effectiveness of the 
intervention (Meyers, 2007). 

Agent-Based Modeling 

Agent-based simulation models (ABM) are commonly used in place 
of equation-based models when many scenarios need to be implemented 
and the assumption of homogenous populations has to be violated. Agent-
based models enable individuals to interact with the environment through 
predefined rules. In epidemiology, it is often used to model the progression 
of the disease when experiments cannot be conducted. It is possible for 
individuals in ABM to behave differently and make different decisions, 
which adds flexibility to the model and enables realistic modeling at the 
global, national, and community levels. ABMS does not have a universal 
definition of the term "agent"; agents may be human, or organizational, 
characterized by diverse and dynamic attributes and behaviors, and having 
the following properties (Hunter, Mac Namee, and Kelleher, 2017): 

 An agent is self-directed: The agent can interact with its 
environment and with other agents independently. 

 Agents are self-contained: An agent is a distinct, recognizable 
individual possessing a particular set of characteristics and attributes, as 
well as the ability to behave, make decisions, and, in some cases, learn 
from its experiences and adapt their behaviors accordingly. 



Amera Al-Amery, Zeynep Ertem270 .

 An agent is social, interacting with other agents according to 
protocols or mechanisms which describe how they interact. 

There are three steps involved in ABM: identification of agents, 
specifying their behaviors accurately, and representing their interactions 
appropriately. 

Agent-Based in Epidemiology  

ABMs have become increasingly significant in the epidemiology of 
infectious diseases, as they capture both the dynamics of disease 
transmission and the heterogeneous mixing of agents. For an ABM to be 
useful in real-world situations, it must represent both the characteristics of 
the disease (such as infection rates), as well as the characteristics of the 
agents and their environment, all at a sufficient level of detail. The SIR 
model is commonly used in ABMs addressing infectious disease 
transmission, which incorporate extensions in order to represent individual 
heterogeneity and more complex network interactions within these 
compartmental models, providing valuable insight into the transmission of 
infectious diseases in real-life settings, it is possible to categorize 
infectious disease ABM into those that simulate a specific disease or 
specific outbreak, and those that simulate general disease dynamics (Tracy 
and Keyes, 2018). An epidemiological agent-based model of four main 
components must be considered: disease, society, transportation, and the 
environment. In modeling the disease two main parts should be 
determined: between host transmission and within-host progression; 
between host transmission determines how the infectious disease is 
transmitted between agents while the within-host progression determines 
how the disease progresses in an infected agent. 

A society's structure can have an impact on the development of an 
outbreak. A simulation of a specific society requires consideration of the 
number of agents, household structure, as well as many other factors. 

The process of modeling transportation involves determining the 
movement of agents between different locations. A model of the 
environment is an important part of an agent-based model, since it 
represents the environment in which agents move and interact, and its 
complexity will depend on the model's needs and the dynamics of disease 
transmission (Hunter, Mac Namee, and Kelleher, 2017). 

In designing any model, validation is a crucial part, as a model that 
has not been validated cannot be fully trusted if any unexpected results 
occur. To date, there is no exact definition or methodology for testing the 
validity of agent-based models. Epidemiological models can be used to 
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simulate historical outbreaks of infectious diseases. As a result of this, 
validation can be performed by comparing the simulation outbreak to the 
real outbreak, which allows the researcher to assume that the model will 
accurately simulate future outbreaks, providing insight into the behavior of 
the disease. However, if the model is not simulating a past outbreak or 
epidemic cross validation can be used as an alternative in which the agent-
based model results can be compared to another widely used model such 
as an equation-based SIR model (Hunter, Mac Namee, and Kelleher, 
2017). 
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1. Introduction 

Electrocardiography (ECG) is defined as the recording of electrical 
activities in the heart muscle for the purpose of examining and interpreting. 
The data obtained from the ECG signals are recorded as a time series and 
it is possible to diagnose many diseases by examining and interpreting 
these recorded data. For the correct diagnosis of the disease, the 
examination and interpretation of ECG signals should be performed by 
specialist doctors. However, with the rapid developments in the field of 
artificial intelligence in recent years, it allows the interpretation of this data 
to be done by a machine. Although artificial intelligence models created in 
current studies are used to give an idea to doctors for the diagnosis of 
diseases, the opinion that it will be the definitive decision mechanism for 
the diagnosis of diseases in the near future is quite common among 
researchers. 

In recent years, the use of machine learning methods is very common 
in the detection of anomalies in data in ecg signals, as it has been used in 
solving many problems in the literature (Chakraborty et. al, 2018; Chauhan 
and Vig, 2015; Chauhan et. al, 2019; Kumar and Chakrapani, 2022; Li and  
Boulanger, 2020; Noor et. al, 2021; Serhal et. al, 2022; Sun et. al, 2020; 
Wang et. al, 2020). In the study carried out by Chauhan and Vig in 2015, 
a method using the Long-Short Term Memory (LSTM) model was 
proposed to detect anomalies in ECG signals. The reason for choosing the 
LSTM network in the study is that preprocessing is not required before the 
ECG signal is given to the model, and it is shown that the parts with high 
errors can be detected as anomalies in the predictions made with an LSTM 
model trained with healthy ECG data (Chauhan and Vig, 2015). The results 
of the study showed that the predictions made by the LSTM model are 
sufficient to detect ECG anomalies. In another study conducted by 
Chauhan and Vig, the LSTM model trained with ECG signals of 1 minute 
length was used to detect 7 different ECG anomalies (Chauhan et. al, 
2019). Besides, in stage 2, Multilayer Perceptron (MLP), Support Vector 
Machine (SVM) and Logistic Regression (LR) are used for the same 
anomaly detection. The results obtained as a result of the study, in which 
the advantages and disadvantages of these four methods for ECG anomaly 
detection are examined, are promising for real-time ECG anomaly 
detection. In the method proposed by Chakraborty et al. in 2018, in order 
to detect abnormalities in semi-periodic signals such as ECG signal, firstly 
to create a "Mother Signal" based on the average data obtained from 
normal ECG data, and then to compare the data obtained from the sensors 
with this mother signal. Regions with deviations higher than the threshold 
value determined as a result of the comparison were determined as 
anomalies (Chakraborty et. al, 2018). 
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In the survey study carried out by Li and Boulanger in 2020, the 
methods found in the literature were investigated in detail on the detection 
of anomalies using the Ambulatory Electrocardiogram (Li and  Boulanger, 
2020). In the survey, general information is given about the common 
methods used for noise removal, feature extraction and classification, 
which are important steps of ECG signal processing studies, and the results 
obtained with the MIT-BIH Database (Goldberger et. al, 2000; Moody and 
Mark, 2001)   in simulation studies using these methods are given. In the 
study performed by Noor et al, classification of ECG signals as normal, 
abnormal and risky was performed using recurrent neural networks (Noor 
et. al, 2021). In the study using 5000 ECG data, it was shown in the loss 
charts that normal ECG data can be predicted much more successfully, and 
it was determined that there was a connection between the risk of 
depression and ECG signals. Kumar and Chakrapani used Fast Fourier 
Transform (FFT) for feature extraction and AlexNet for classification 
process in their study to classify ECG signals (Kumar and Chakrapani, 
2022). The simulation results showed that the proposed method in the 
detection of 4 different types of ECG anomalies performed 20% higher 
deviation detection compared to traditional methods.  

Sun et al. carried out a study using stacked LSTM architecture to 
predict Atrial fibrillation (AF), one of the ECG anomalies (Sun et. al, 
2020). The aim of the developed architecture is to prevent the gradient 
exploitation problem experienced in traditional RNN networks. The 
prediction performance of 92% obtained in the simulation studies using the 
long-term AF database (Li et. al, 2017) and the AF terminal challenge 
database showed that the proposed method provides sufficient 
performance for the prediction of Atrial fibrillation (AF). Another study 
that performed Arrhythmia prediction using DNN from ECG data was 
carried out by Wang et al. In the study, the method called ECG Anomaly 
Prediction DNN (EAPD) classified the type of ECG segment before the 
heartbeat, instead of classifying the heartbeat itself, to predict the types of 
heartbeats that have not yet occurred (Wang et. al, 2020). In order for 
researchers to learn about studies that perform atrial fibrillation prediction, 
classification and detection from ECG signals, A detailed review of the 
studies of the last 10 years was carried out by Serhal et. al (Serhal et. al, 
2022). 

Within the scope of this study, an autoencoder architecture that 
classifies ECG data as normal and abnormal was proposed and after the 
training of the proposed architecture was completed, it was embedded in a 
low-power and low-memory microcontroller. In the sections below, 
detailed information about the method used in the study is given under the 
title of "Methodology", in the next section "Experimental Setup" both 
information about the data set used in the training of the proposed method 
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and the test process, as well as the test results and graphics obtained are 
given respectively. In the last section, "Conclusion and Discussion", the 
simulation results obtained were interpreted and brief information about 
future studies was given. 

2. Methodology 

The block diagram in which the main steps of the processes within the 
scope of the study are given is given in Figure 1.  

 

Figure 1. The block diagram of the proposed method 
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In the proposed method, firstly, the data editing process was carried 
out. In the data set used, there are ECG data, each consisting of 140 
dimensional time series and labeled as "normal" and "abnormal" in binary. 
Before using this data in the training of the network, feature reduction was 
performed using the Principal Component Analysis (PCA) algorithm 
(Wold et. al, 1987). The purpose of this process is to ensure that the 
computational cost is as low as possible by giving less data as input for the 
trained model deployed to the microcontroller. After the feature reduction 
process, the training of the model was carried out and the obtained model 
was tested using data that was not used in the training before, and the ECG 
classification performance of model was measured. After it was 
determined that the model achieved sufficient performance, the process of 
deploying the model to the microcontroller was carried out and the 
performance of the model in the microcontroller was tested. 

 

2.1. Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) method is one of the commonly 
used methods for feature reduction in signal processing problems (Wold 
et. al, 1987).  The main purpose of the method is to detect and store features 
that carry more information in data represented in multidimensional space, 
and to create a new representation that does not contain features that carry 
less information. Although there is usually data loss in the use of the PCA 
algorithm, the main purpose is to reduce the computational cost as much 
as possible while keeping this data loss as minimal as possible.  

Within the scope of this study, the PCA algorithm was used to avoid 
computational cost of the data to be sent to the microcontroller. ECG data, 
each of which is represented by a 140-dimensional time series in the data 
set, has been reduced to 10 dimensions. The 10-dimensional vector 
obtained as a result of reduction contains 93.33% of the information in the 
whole data. The computational cost gain obtained is at an acceptable level 
when compared to 6.66% lost data. 

 

2.2.  Stacked Autoencoder 

Autoencoder(AE) structures are one of the unsupervised neural 
network structures that were proposed in the late 1980s and whose basic 
structure consists of 3 layers (input layer, hidden layer and output layer) 
(Rumelhart et. al, 1986; Baldi and Hornik, 1989). The structure of auto 
encoders basically consists of two different parts; Decoder and encoder. 
While the input layer and hidden layer inside the structure create the 
decoder structure, the hidden layer and output layer create the encoder 
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structure (Zhang et. al, 2020). The reason why autoencoder structures are 
widely used in the literature is their success in extracting non-linear 
features. In addition, autoencoder structures are also widely used in the 
denoising process. After the first proposed basic AE structure in the late 
1980s, many different AE variations have been proposed in the literature 
over the years to solve different problems; Stacked AE, Denoising AE, 
Stack denoising AE, Variational AE etc. The Autoencoder structure that 
will be used in this study is the Stacked AE structure. Stacked AE is 
defined as having more than one hidden layer inside an autoencoder 
structure. The Stacked AE structure used in this study consists of 5 layers. 
Stacked AE architecture used in this study is given in Figure 2. 

 

Figure 2. Stacked AE architecture used in the proposed method 

3. Experimental Setup 

After deciding on the methods for this study, first of all, the process 
of organizing the data for the training of the model was carried out. After 
the data set was separated as test and train, the training process of the 
stacked AE architecture was carried out. In order to examine the 
classification performance of the model after the training process, model 
performence tests was carried out for various evaluation metrics. 
Afterwards, the model, which achieved sufficient test performance, was 
deployed to ESP32 microcontroller using various tinyML libraries. After 
model deployement, the results for the AE model and the deployed model 
were shared with the researchers in the following subsections. 

 



 . 281Current Research in Engineering

3.1.  Dataset 

The ECG data that will be used for the training of the Stacked 
Autoencoder architecture in the study were obtained from the BIDMC 
Congestive Heart Failure Database in PhysioNet (Baim et. al,1986; 
Goldberger et. al, 2000). The ECG5000 dataset in the BIDMC Congestive 
Heart Failure Database was used for training and testing the model in this 
study. There are time series obtained from approximately 5000 ECG 
signals in the ECG5000 data set. Each ECG signal consists of 140 steps 
and these data are labeled as "normal" and "abnormal". The ECG data for 
normal and abnormal labels are can be seen in Figure 3. While 3498 out of 
4998 data in the data set were used for training and validation of the model, 
1500 data were reserved as test data. 20% of 3498 data is also reserved as 
validation data. As a result of these processes, the ratios of training, 
validation and test data in the data set were 56%, 14% and 30%, 
respectively.  

 
(a) 

 

 
(b) 

Figure 3. ECG data. (a) normal ECG, (b) anomalous ECG. 
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Within the scope of the study, it is aimed to represent the ECG data 
with a smaller size feature vector in order to reduce the computational cost 
on the microcontroller. Since the model whose training is completed will 
be embedded in the ESP32, the PCA algorithm is used to reduce the feature 
dimension. After the features in the whole data set were normalized 
between 0 and 1, the representation of each ECG data was reduced from 
140 dimensions to 10 by PCA algorithm. The reason for obtaining a 10-
dimensional vector as a result of this feature reduction process is that this 
10-dimensional vector contains 93.33% of whole data information. Thus, 
a great gain from computational cost has been achieved without a great loss 
of data. 

3.2.  Experimental Results 

After editing the data and completing the feature reduction process, 
the training process of the 5-layer Stacked Autoencoder architecture was 
carried out. During the training of the model, a single dense neuron was 
used with the sigmoid activation function as the Output neuron. The 
threshold value used for the separation of classes in the binary 
classification training was chosen as 0.5. During the training, the "Adam" 
algorithm was used as the optimizer and "binary cross-entropy" was used 
as the loss function. For training, epoch number was selected as 100, the 
batch size was determined as 512 and patience was determined as 25 to 
avoid overfitting during model training.  

A confusion matrix was used to examine the classification 
performance of the trained model, and various evaluation metrics were 
obtained by using this matrix. Calculations of the evaluation metrics used 
in the classification performance of the model from Equation 1 to Equation 
4.  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇                         (𝐸𝐸𝐸𝐸. 1) 

 

               𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇                                (𝐸𝐸𝐸𝐸. 2) 

 

                   𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇                                   (𝐸𝐸𝐸𝐸. 3) 

 

               𝐹𝐹1𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2 𝑥𝑥 𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅
𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅                     (𝐸𝐸𝐸𝐸. 4) 
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Below, in Figure 4, the graph showing the change of the model's loss 
during training according to epochs, the confusion matrix obtained in Table 
1 and the values of the evaluation metrics obtained in Table 2 are given 
respectively. 

 
Figure 4. The change graph of the loss values obtained during the 

training process according to the number of epochs. 

 

Table 1. Confusion matrix of trained stacked AE model 

 Predicted Label 
Abnormal Normal 

Actual Label Abnormal 633 7 
Normal 6 854 

 

Table 2. Evaluation metric values obtained from stacked AE model tests 

 Evaluation Metric Results 
Accuracy 99.13% 
Precision 99.19% 

Recall 99.30% 
F1-Score 99.24% 

AUC (Area Under 
Curve) 

99.10% 
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After observing that the model has achieved sufficient classification 
success, it is first converted to TFLite model and the same tests are 
performed in the Python environment. 

Confusion matrix and evaluation metrics obtained from the model that 
was converted to TFLite are given in Table 3 and Table 4, respectively. 

Table 3. Confusion matrix of TFLite model 

 Predicted Label 
 Abnormal   Normal 

Actual 
Label 

  Abnormal        633        7 
  Normal        6        854 

 

Table 4. Evaluation metric values obtained from TFLite model tests  

 Evaluation Metric Results 
Accuracy 99.13% 
Precision 99.19% 

Recall 99.30% 
F1-Score 99.24% 

AUC 99.10% 
 

The TFLite model, which was found to be successful after the tests 
carried out in the Python environment, was then deployed to an ESP32 
microcontroller. ESP32 is a microcontroller unit (MCU) that can be used 
for  wide variety of applications. ESP32 is a small size MCU with ultra-
low power consumption, and due to these features, it is widely preferred 
especially for mobile and IoT applications. 

The stacked AE model, whose training is completed in the Python 
environment, is converted to the TFLite model before being deployed into 
ESP32 (Esspressif Systems, 2023). The model obtained after this 
conversion was converted to a HEX file to be used as a C header file in 
order to run on the microcontroller. After the conversion was carried out 
in the Python environment, the source code was prepared using the 
Arduino IDE (Fezari and Al Dahoud, 2018) environment, which could call 
the header file containing the model and obtained the output label from the 
input data with the model inference. After the prepared source code is 
loaded into ESP32 with the header file, the classification performance of 
the deployed AE model was then tested on ESP32 board and the results for 
these performance tests are given in Table 5 and Table 6, respectively. 
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Table 5. Confusion Matrix of the model deployed to microcontroller 

 Predicted Label 
 Abnormal   Normal 

Actual 
Label 

  Abnormal        633        7 
  Normal        6        854 

 

Table 6. Evaluation metric values obtained from the model deployed 
to microcontroller 

 Evaluation Metric Results 
Accuracy 99.13% 
Precision 99.19% 

Recall 99.30% 
F1-Score 99.24% 

AUC 99.10% 
 

4. Conclusion and Discussion 

This study is aimed to train a stacked AE architecture that classifies 
ECG signals as normal and abnormal, and then deploy the trained model 
to the ESP32 microcontroller to create a system that consumes low power 
and low memory. Stacked AE, which was trained with the data in the 
ECG5000 data set, was tested with the ECG signals in the same data set 
and this process confirmed that model is ready to be deployed to the ESP32 
microcontroller. After the completed model was deployed to ESP32, tests 
were carried out to measure the classification performance and it was 
observed that the model performed the classification with the same 
performance in ESP32. The accuracy value of 99.13%, obtained both in 
the simulation environment and in the tests performed with 
microcontrollers, clearly showed that the system performs classification 
with high performance. In addition, the number of incorrectly classified 
data from each class was shared with the researchers, along with the 
confusion matrix created according to the obtained test results. Thus, the 
aim of creating a system in which abnormalities in ECG signals can be 
detected with the help of a microcontroller with low power consumption 
and low memory, which was aimed at the beginning of the study, was 
achieved. 

Today, the trend of wearable health technologies and telemedicine 
applications using IoTs are rapidly becoming widespread. In addition, the 
rapid development of artificial intelligence applications in the field of 
medicine has created a need for a new research field to combine these two 
disciplines. The future aim of this new research field is to develop systems 
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that perform real-time self-diagnosis with wearable sensors. The most vital 
part of these systems is artificial intelligence models that run on 
microcontrollers with ultra-low power, low response time, low memory 
and have small size. As demonstrated within this study, health data 
obtained from sensors as sequential data such as ECG can be instantly 
diagnosed and classified on the MCU.  

In future studies, in addition to the instant diagnosis of health data and 
the detection of abnormal conditions with wearable sensors, the main goals 
of the researchers will be to create warning systems to prevent fatal 
consequences by informing the patient himself, patient relatives or 
emergency teams about the abnormalities in the patient's vital signs. 
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With the substantial developments in imaging and communication 
technologies in recent years, the number of digital images continues to 
increase. Because users and online smart devices frequently need images, 
it becomes difficult to find a searched image in large databases. This 
situation increases the importance of image retrieval, and a new approach 
is added every day to existing Content-Based Image Retrieval (CBIR) 
(Flickner et al., 1995; Pentland et al., 1994; Smith & Chang, 1997) 
approaches developed to find a searched image in databases using various 
features. 

CBIR systems try to identify the images that are the most similar to 
the query image in a database. To determine similarity, feature vectors of 
both the images in the database and the query image are created, and these 
vectors are compared. The representation of various features obtained from 
the image with vector sizes renders the dimensions of the images 
unimportant. Thus, comparison operations are performed at the vector 
level, not at the pixel level, and images of different sizes can be compared 
to each other. Additionally, the comparison process is made faster, and the 
computational cost is reduced. 

The main subject of CBIR studies, which have been popular for a long 
time, is the extraction of features that enable the objects in the image to be 
distinguished. While one of the features (Hejazi & Ho, 2007; Kiliçaslan et 
al., 2020; Liu & Yang, 2013; Murala et al., 2012; Plataniotis & 
Venetsanopoulos, 2000; Singha & Hemachandran, 2012), such as color, 
texture, pattern, or shape of the image, used to be employed in the first 
CBIR approaches, these features have been used together (Dey et al., 2016; 
Liu, 2016; Verma et al., 2015) in the following years. Additionally, it is 
striking that techniques such as local binary patterns (LBP) (Ojala et al., 
2002), Gist (Oliva & Torralba, 2001), scale-invariant feature transform 
(SIFT) (Lowe, 2004), and Speeded Up Robust Features (SURF) (Bay et 
al., 2008), which are local, replaced the Histogram (Swain & Ballard, 
1991) and Color Moments (Stricker & Orengo, 1995) methods, which used 
to be global features in the early days. It is also seen that studies in which 
color information and edge information obtained from the image have been 
used together have achieved successful results. 

In 2018, Ashraf et al. (Ashraf et al., 2018) developed a new CBIR 
approach using the Canny edge detection and Discrete Wavelet Transform 
(DWT) methods in the YCbCr color space. In their study, after the Y 
channel was replaced with the results of the Canny edge operator, the 
YCbCr space was converted back to RGB, and DWT was applied to the 
histogram of each color channel. Thus, a total of 128 bins were obtained, 
including 64 for the R channel and 32 for each of the G and B channels. 
Results were obtained by testing with the Corel-1k dataset. In another 
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study in 2018, Nazir et al. (Nazir et al., 2018) presented an approach in 
which they obtained a feature vector of 310 bins using the Edge Histogram 
Descriptor (EHD) (Park et al., 2000) and DWT in the HSV color space. 
While 150 and 32 features were obtained from the RGB space with EHD 
and DWT, respectively, 128 features were obtained through HSV 
quantization. The Corel-1k dataset was also used in their study. Moreover, 
in 2018, Singh et al. obtained a feature vector of 542 bins consisting of 
LBP and color histograms for CBIR (Singh et al., 2018). 

In 2019, Raza et al. developed a new feature descriptor called Square 
Texton Histogram (STH) developed a new feature descriptor called Square 
Texton Histogram (STH) (Raza et al., 2019) for image retrieval by using 
the Sobel edge operator in the RGB color space. While horizontal, vertical, 
and diagonal edges were obtained with the Sobel operator, a total of 172 
features were used, including features obtained by quantizing the RGB 
color space. In 2019, Hua et al. developed a new feature descriptor for 
CBIR in the HSV color space, which they named the color volume 
histogram (Hua et al., 2019). They tested their technique, which included 
104 features, respectively 72 and 32 features for color information and 
edge information, on the Corel-1k dataset. Thusnavis Bella and Vasuki 
performed a CBIR operation with the help of a 49-bin vector they obtained 
using color moments in the HSV color space and texture and shape features 
in the RGB color space (Thusnavis Bella & Vasuki, 2019). 

In 2020, Chen et al. developed a new CBIR approach using the edge-
based quantization (EQBTC) technique and the Canny edge operator in the 
RGB color space (Chen et al., 2020). The number of features of the 
technique was not fixed, and it varied based on the local block size 
selected. In the tests performed using the Corel-1k dataset, it was observed 
that the highest results were achieved when the selected block size was 
4×4, while the level of success decreased considerably in 32x32 blocks. 
Bhunia et al. obtained a feature vector of 348 bins by combining the 
quantized histograms of the H and S channels in the HSV color space with 
the gray-level co-occurrence matrix (GLCM) (Haralick et al., 1973) 
obtained from the V channel and used it for CBIR (Bhunia et al., 2020). 
Furthermore, in 2020, Yuan and Liu developed a new feature extraction 
approach for CBIR in the HSV color space, which they named gradient-
structures histogram (GSH), which is also the basis of this study. By 
quantizing the horizontal, vertical, and diagonal edge information obtained 
using the Sobel edge operator, a vector of 130 features was obtained for 
CBIR (Yuan & Liu, 2020). 

In 2021, Singhal et al. proposed a CBIR approach (DLTCoP-CH) 
using histogram features that also contained local ternary patterns and 
color information in the HSV color space (Singhal et al., 2021). The study 
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using a feature vector of 4864 bins achieved a very high CBIR 
performance. 

The most important common point of these studies, in which various 
local features have been used in different color spaces, is that they have 
used the edges obtained from the image. While obtaining edges, techniques 
that generate gray-level edges, such as the Sobel or derivative operators, or 
those that generate binary edge maps, such as the Canny edge detector, 
have been utilized. It is seen that the common dataset in which all 
aforementioned CBIR approaches have been tested is Corel-1k.  

In this study, a new CBIR method is proposed to increase retrieval 
success. The proposed method performs the retrieval operation with the 
help of relatively few features, using both edge and color information. In 
addition to the HSV color space, the Sobel edge detection approach and 
the color features quantized by FCM are used by coding with the help of 
Block Truncation Code (BTC). The proposed method was compared with 
the techniques in the literature using the Corel-1k database and similar 
features. The remainder of this article is as follows: The proposed CBIR 
method is presented in Chapter 2. Chapter 3 includes the detailed 
experimental results of the proposed method and performance 
comparisons. The last section contains conclusions. 

2. Proposed method  

In this study, edge and color features are used together in the feature 
extraction process for CBIR, similar to many studies in the literature. The 
proposed feature extraction method, whose block diagram is shown in 
Figure 1, uses the HSV color space and Gray Level values obtained from 
the RGB color space. From the images converted to HSV color space, five 
images were randomly selected from each of the ten categories in the 
Corel-1k database, and these images were clustered with FCM (64 
clusters). All images in the Corel-1k database are then quantized so that 
their pixel values are closest to the centers of 64 clusters. After the 
quantization process, all images are subjected to the color consistency 
process, which is explained in detail in section 2.2. 

On the other hand, the edges of gray-level images are determined by 
the Sobel edge detector. Sobel edge results obtained as gray-level are first 
quantized uniformly (Liu & Yang, 2013; Yuan & Liu, 2020). In the next 
step, the consistent edges are determined by analyzing the directions of the 
quantized edge images. Then, the edges of the edge consistency image 
quantized with the Sobel edge detector are detected again. Edge and Color 
Consistency Histogram is determined by combining color and color 
consistency information. 



 . 293Current Research in Engineering

In another step, the Sobel edge images, obtained from gray-level 
images, are converted to binary images to obtain a binary edge map. An 
edge code book is created by reducing the edge patterns obtained from 4×4 
blocks of 50 randomly selected images to 64 with FCM. All images are 
divided into 4×4 blocks, and each block is assigned the closest value in this 
codebook. A histogram of these values is created and added to the feature 
vector. 

 

Figure 1. Block diagram of the proposed method. 

2.1. Quantization and Edge detection 

HSV color space and gray-level values are used in the proposed 
feature extraction method. First, all images are converted to HSV color 
space. In addition, 50 images, 5 for each category, are reduced to 64 
colors with FCM, and cluster centers are determined for each cluster. 
Then, all 1000 images in the Corel-1k dataset are quantized by assigning 
the cluster number of the color closest to these cluster values. Thus, the 
color quantization process is completed. Quantized images are expressed 
as QC(x, y) = q, with q  {0, 1, 2, …, 62, 63}. 

The edge detection process is performed with the Sobel operator on 
gray-level images. Each edge image has a gray level value between 0-
255. As seen in Figure 2(c), prominent edge pixels have gray level values 
close to 255, and non-edge pixels have gray level values close to 0. The 
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edge images are then uniformly reduced to 16 different values. Hence, the 
quantized edge matrices can be expressed as QE(x, y) = p, with p  {0, 1, 
2, …, 14, 15}. Also, the binary map is obtained for all edge images 
obtained with the Sobel operator. For this process, the edge function in 
the Matlab program is used. A binary edge image example is shown in 
Figure 2(d). 

 

  
 (a)             (b) 

  
 (c)             (d) 

Figure 2. Edge detection results of an image in Corel-1k dataset. (a) 
Original image, (b) Gray-level image, (c) Sobel result, (d) Sobel Edge 

Map result 

2.2. Edge and color consistency 

Consistency can be expressed as pixels with the same gray level value 
as the center pixel in a certain direction in an image patch (Yuan & Liu, 
2020). In this study, consistency control was performed on 3×3 patches of 
quantized edge and color matrices, including vertical, horizontal, left 
diagonal, and right diagonal. Examples of 4-way consistency control seen 
in Figure 3(a) are given in Figures 3(b) and 3(c). It is seen that the pixels 
have the same value in the right diagonal angle shown with orange in 
Figure 3(b). In this case, the consistency value for the corresponded patch 
is used as 9. In Figure 3(c), there is no consistency status and the 
consistency value of this patch is 0. 
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Edge consistency matrix CE is calculated for the edge matrix QE, 
together with the consistency control. With the help of Equation 1, the CE 
matrix is obtained by controlling the consistency of the QE matrix patches. 
Color consistency control is also provided for the quantized color matrix 
QC. For quantized color matrix, color consistency matric CC is obtained 
with the help of Equation 1 in accordance with the structure given in Figure 
3. 

 
     (a)         (b)   (c) 

Figure 3. Edge consistency control, (a) Consistency directions for 3×3 
image patch, (b) An example patch with result 9, (c) An example patch 

with result 0. 

2.3. Edge and color consistency histograms 

Consistency histograms are created using edge consistency (CE) and 
color consistency (CC) matrices. First, the consistency is checked in the 
vertical, horizontal, and left-right diagonal directions of each 3×3 patch of 
the QC matrix. Hence, a control as in Figure 3 is used again, but this time 
the value of each patch can be 0 or 1. For example, the LC value indicating 
the presence of color consistency for a patch in the CC matrix will be 1 for 
a patch as in Figure 3(b) and 0 for a patch as in Figure 3(c). Histograms are 
created by checking the color consistency in 3×3 patches for all pixels. 
Equations 2, 3, and 4 are used when calculating the consistency histogram 
HC for the quantized image.  

( , )

( ( , )) (1 ) ( , )
EC x yX Y
avg

C C C
x y

H C x y e L x y


     (2) 

( , )1
( , )

( , )0
C

C
C

if consistency=true for C x y
L x y

if consistency=false for C x y


 


  (3) 

( )Eavg mean C       (4) 

In the quantized color values of an image of X×Y size, the color 
consistency control value LR in 3×3 patches for all pixels and the average 
edge consistency value avg are calculated, and the consistency histogram 
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HC with 64 bins is created. In addition, the HC histogram with 16 bins is 
calculated with the help of the edge image obtained from the CE with the 
Sobel operator. 

2.4. Edge block quantization 

Finally, binary edge maps obtained from gray-level images are 
determined. Edge patterns obtained from 4×4 blocks are created for 50 
previously selected images. Also, the pattern value P(i, j) is calculated for 
each block. For an image of mxn size, i=1, 2, … m/4 and j=1, 2, …, n/4, 
each block is denoted by B(i, j). For ep  B(i, j) (p  {0, 1, 2, …, 14, 15}) 
elements in a 4×4 block, the block's pattern value P(i, j) is calculated by 
Equation 5. 

2 p
pP e         (5) 

 
     (a)          (b)             (c) 

Figure 4. Example of edge blocks, (a) all of the pixels are non-edge, (b) 
all of the pixels are edge, (c) two of the pixels are edge. 

Since an ep value in a block is binary, it can take only 0 or 1. As can 
be seen in Figures 4(a) and 4(b), for a block with no edges, P(i, j)=0, and 
for a block with all 16 pixels as edges, P(i, j)=65535. For the block in 
Figure 4(c), P(i, j)=5. 

The P(i, j) values calculated for each 4×4 block in the previously 
selected 50 images are quantized to 64 by FCM. By determining the closest 
cluster for each P(i, j) in all 1000 images in the dataset, quantized blocks 
are expressed as QP(i, j) = q, with q  {0, 1, 2, …, 62, 63} using BTC. The 
histogram of the quantized pattern values is created HP and added to the 
feature vector. 

3. Experimental results and discussion 

The success of the proposed method was measured with different 
metrics and compared with various techniques. The tests and comparisons 
were performed on Corel-1k, which is the most frequently used dataset in 
image retrieval. All 1000 images in the Corel-1k dataset, which includes 
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10 categories with 100 images in each, consist of 384×256 (or 256×384) 
pixels.  

Precision and Recall performance metrics were used to measure the 
success of the proposed method and to compare it with other methods. 
Precision and Recall metrics are the most commonly used metrics in CBIR 
studies in the literature and are common to all studies. Precision and Recall 
values were calculated with the help of Equations 6 and 7 (Kayhan & 
Fekri-Ershad, 2021). 

R

T

Precisio Nn
N

       (6) 

R

C

Precisio Nn
N

       (7) 

where NR is the number of images in the same category as the query image 
among the retrieved images. NT shows the total number of images retrieved 
in the query. NC shows the total number of images in a category. 

The retrieval results are obtained using the Canberra metric. To 
compare the results correctly, the Canberra metric is used as the distance 
metric in this study. The Canberra metric, which is used commonly in 
almost all CBIR studies developed in recent years, is also used as the 
distance metric in this study. 

Table 1. Comparing Precision and Recall Results (%) of CBIR methods 
on Corel-1k dataset for top 10 images 

Method 
(Verma 
et al., 
2015) 

(Dey 
et al., 
2016) 

(Hua et 
al., 

2019) 

(Chen 
et al., 
2020) 

(Singh 
et al., 
2018) 

(Bhunia 
et al., 
2020) 

(Yuan 
& Liu, 
2020) 

(Kayhan 
& Fekri-
Ershad, 
2021) 

(Singh
al et 
al., 

2021) 

Prop
osed 

Precision(%) 77.86 80.20 79.89 79.42 74.39 80.56 82.80 82.50 85.51 86.41 

Recall(%) 7.79 8.02 7.99 7.94 7.44 8.06 8.28 8.25 8.55 8.64 
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Figure 5. Average precision (%) performances for Corel-1k dataset 

Precision and recall performances are given in Table 1 for N=10 (the 
number of retrieved images). It is seen that the proposed method is more 
successful than other techniques. The success of the proposed method 
continues when more images are retrieved. It is clear from the graph in 
Figure 5 that the success of the techniques in the literature drops 
dramatically as the number of retrieved images N increases. However, the 
success of the proposed method is significantly high compared to other 
techniques. The closest results to the proposed method are obtained with 
the technique (Singhal et al., 2021). 

The images taken for some query images in the Corel-1k dataset are 
given in Figure 6. As can be seen from the results, not only the color but 
also the edge information significantly affects the retrieval results. For 
example, in 2nd row where the blue bus image is queried, the first image 
taken is in pink, white, and red colors but has almost the same edge angles. 
Similarly, the first image taken for the query image in row 3 is a dinosaur 
standing at a similar angle. 
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Query 
Image Retrieved Images 

        

        

        

        

        

        
Figure 6. Examples of query images and retrieved images for Corel-1k. 

In the CBIR process, the number of features used is also very 
important, as well as the success. Of course, considering all pixels 
individually to express the image will increase success, but reducing 
various information with approaches such as quantization is very 
considerable for the usability of a CBIR technique. In addition to the 
successful retrieval performance of the proposed method, an important 
advantage is that the number of features used is quite low compared to the 
techniques in the literature. As seen in Table 2, achieving an effective 
retrieval success with 144 bins, which can be considered quite low, 
especially compared to other techniques with similar results (Singhal et al., 
2021), also shows the usefulness of the proposed method. 

Table 2. Feature vector size of some CBIR techniques 

Method (Hua et al., 
2019) 

(Chen et 
al., 2020) 

(Singh et 
al., 2018) 

(Bhunia et 
al., 2020) 

(Yuan & 
Liu, 2020) 

(Kayhan & 
Fekri-Ershad, 

2021) 

(Singhal et 
al., 2021) Proposed 

Bins 104 58 542 348 130 104 4064 144 

 

Another important advantage of the proposed method is that it does 
not require any parameter selection. Thus, the user does not need to select 
parameters. For example, selecting different parameters in (Kayhan & 
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Fekri-Ershad, 2021) causes significant changes in the results. However, 
linear measurement of these features with the help of relatively simple 
metrics is seen as an important obstacle to achieving higher success. 
Improving retrieval performance of the proposed method using machine 
learning techniques will be studied in the future. 

4. Conclusions 

In this study, a new CBIR approach is proposed in which FCM 
quantization and edge detection are used together. In the tests, quite 
successful retrieval results were obtained with very few features extracted 
from both color channels and edge detection. Compared to many state-art 
techniques, the proposed method is very successful on images containing 
general scenes, showing that it can be used in many different imaging 
fields. The fact that the number of features used is quite low compared to 
many techniques in the literature also emerges as one of the advantages of 
the proposed method. In the future, it is planned to use the features 
extracted by the proposed method, together with machine learning and 
especially deep learning techniques, in studies on classification as well as 
CBIR. 
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1. Introduction 
 

   Road transport is the most widely used mode of transport among 
the transport types. The road transport has many advantages compared to 
other means of the transport. Some of the advantages of the road transport 
are: loading and unloading operations can be done more easily than other 
transportation types, almost all types of cargo can be transported, the 
initial investment cost is lower than other transportation modes. The 
reasons such as traffic congestion, capacity limitation of the volume to be 
loaded, bad weather conditions and being affected by environmental 
factors are the disadvantages of road transport (Ozceylan, 2021). 

   All food prepared for meal distribution must be transported in 
vehicles suitable for its purpose. For this purpose, frigorific vehicles with 
insulated refrigeration units are used (Tas and Gunduz, 2021). The 
process of transporting foodstuffs from processing centers to retail outlets 
by refrigeration or freezing according to the product characteristics is 
considered a cold chain. Many frigorific vehicles (FV) are used in cold 
chain logistics. These are; frigorific ships, frigorific trucks and frigorific 
urban distribution vehicles. The development of international trade 
between countries located far from each other and the increase in the 
variety of products traded accelerated the development of the frigorific 
transportation market. Thanks to specially equipped frigorific vehicles, 
the properties of the products do not change during transportation. Thus, 
damage and loss of property are prevented. This type of transport is in 
great demand in the food, cosmetic, chemical, pharmaceutical industry, 
agriculture and some other industries. The walls, ceiling, floor and doors 
of the section reserved for product transport are insulated to minimize the 
heat transfer between the indoor and outdoor environment, and this 
section is equipped with a device that has a vapour compression 
mechanical refrigeration cycle with heat absorption capability (MEGEP, 
2013).  
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Figure 1.    Frigorific vehicle 

 

A wide variety of frigorific vehicles (2-60 m3) have been developed 
according to product type, quantity, transportation temperature, and 
transportation time. For example, in the frigorific boxes with a frame 
length of 5 m to 13.60 m, the refrigeration compressors of these devices 
are driven by the diesel engine of the refrigeration system itself (Figure 
1). Environmentally friendly refrigerants R-134A and R-404A are used in 
the refrigeration system. In Figure 2, the refrigeration capacity values are 
given for the corresponding unit volume (1m3) to the desired transport 
temperatures for a standard frigorific vehicle. By using these values, the 
required refrigeration device can be selected for various products 
(MEGEP, 2013). 

 
Figure 2. Required capacity values for the unit volume at different 

temperatures in the frigorific vehicle 

   

The lift system should be used in the frigorific vehicles to save time 
and reduce the need for loading and unloading ramps. Another important 
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issue is the necessity of having side doors in addition to the rear door for 
product loading and unloading. The frigorific vehicles with a "double 
deck" system are also used to transport different products with each other 
without odor and heat transfer. On the other hand, air and plastic curtain 
systems are also used in the frigorific vehicles to minimize heat loss 
during loading and unloading. Some vehicles may also have more than 
one compartment. It is very common, especially in products that have to 
be shipped at different temperature levels and at the same time. In case of 
need, products that do not harm each other physiologically or that are 
close to the required temperatures can be preferred. The insulated 
container is used to transport sensitive products that need to be 
transported within a certain temperature range without deterioration in the 
cold chain. For thermal insulation performance, the inside of the case is 
covered with homogeneous polyurethane material and foam is placed 
inside the case walls. It is used for frozen foods or cargo and frozen foods 
produced at a certain temperature and must be transported at the same 
temperature (Ozceylan, 2021). 

   One of the most important features of the frigorific vehicles used 
in the cold chain is that they are designed in such a way that repair and 
service services are carried out on-site, quickly and easily. For this, steel 
or copper pipes prepared in flexible standard design are used in a 
significant part of the refrigeration circuit (MEGEP, 2013).  

 

2. Analysis of energy reduction methods in the refrigeration 
system of the frigorific vehicles 

 
   The vapor compression mechanical refrigeration systems are used 

in the frigorific vehicles. One of the energy reduction methods in the 
refrigeration system of these vehicles is the selection of refrigerants with 
high performance and the possibility of refrigeration without damaging 
the ozone layer for the refrigeration system. In another method, it can be 
said that refrigeration systems that can be an alternative to the mechanical 
refrigeration system should be preferred. After determining the 
appropriate fluid and refrigeration system, analyzes should be made to 
improve the cycle by determining exactly where the real losses are and 
how they can be reduced in order to increase efficiency. In this context, 
the thermodynamic analysis of the system elements of the mechanical 
refrigeration system has been carried out at different condenser 
temperatures depending on the outdoor temperatures. In the study, R-
407C, R-600, R-600A, R-423A, R-1234zd(E) and R-1234yf refrigerants, 
which can be alternatives to R-134-A and R-410A refrigerants used in the 
frigorific vehicles, have been selected. Also, detailed exergy analysis of 
the system elements of the mechanical refrigeration system has been 
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made according to different condenser temperatures. The working 
conditions accepted for analysis; Teva= 253 K and refrigeration capacity 
10 kW. 50 m3 can be taken for the vehicle body volume of 190 W/m3.  

   The mechanical refrigeration systems of the frigorific vehicles 
consist of two parts (Figure 3). In the vapor compression mechanical 
refrigeration system, the refrigerant coming out of the evaporator as 
saturated vapor is compressed to high pressure in the compressor and sent 
to the condenser in the superheated vapor phase. The refrigerant 
condensed in the condenser comes to the evaporator by being throttled in 
the throttling valve. In the evaporator, the refrigerant enters the saturated 
vapor phase with the heat it receives from the cooling medium and is 
absorbed by the compressor and the cycle is completed (Yamankaradeniz 
et al., 2022). 
 

 
Figure 3.    The vapour compression mechanical refrigeration system 

 

Equations used in the thermodynamic analysis: 

 

Energy and mass balance equations and the coefficients of the 
performance for the vapour compression refrigeration cycle can be 
written as follows:  

∑ �̇�𝑚in= ∑ �̇�𝑚out            (1)       

1 4 

 Evaporator 

 

 

Condenser 

 

2 
3 

Wnet 

Qeva 

Qcon 
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∑ Q̇-∑ Ẇ=∑ Hout  -∑ Hin                                                                  (2) 

𝐶𝐶𝐶𝐶𝐶𝐶𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣−𝑐𝑐𝑣𝑣𝑐𝑐𝑣𝑣 = 𝑄𝑄𝑒𝑒𝑣𝑣𝑣𝑣/𝑊𝑊𝑐𝑐𝑣𝑣𝑐𝑐𝑣𝑣                                                                (3) 

    The exergy balance, applied to a fixed control volume is given as a 
general rule by the following equation (Bejan et al., 1996):    

∑ 𝑚𝑚𝑖𝑖𝑖𝑖 𝑒𝑒𝑖𝑖𝑖𝑖 − ∑ 𝑚𝑚𝑣𝑣𝑣𝑣𝑜𝑜 𝑒𝑒𝑣𝑣𝑣𝑣𝑜𝑜 + ∑ 𝑄𝑄(1 − 𝑇𝑇 𝑇𝑇0⁄ − ∑ 𝑊𝑊 − 𝐸𝐸𝐷𝐷 = 0            (4) 

specific exergy (e) is stated as: 

e = (h − h0) − T0(s − s0)                (5) 

     The exergy efficiency of the vapour compression refrigeration cycle:        

ɳ𝑒𝑒𝑒𝑒 = 𝐸𝐸𝑒𝑒𝑒𝑒𝑣𝑣𝐸𝐸𝐸𝐸 𝑖𝑖𝑖𝑖 𝑣𝑣𝑣𝑣𝑣𝑣𝑝𝑝𝑣𝑣𝑐𝑐𝑜𝑜 𝐸𝐸𝑒𝑒𝑒𝑒𝑣𝑣𝐸𝐸𝐸𝐸 𝑣𝑣𝑜𝑜 𝑜𝑜𝑣𝑣𝑒𝑒𝑓𝑓⁄                                                        (6)          

      

2.1. Analysis of alternative refrigerants in the mechanical 
refrigeration system of the frigorific vehicles   

 

    In the study carried out according to different condenser temperatures, 
it has been concluded that as the condenser temperature increased, the 
COP value decreased (Keven and Karaali, 2022). While the highest COP 
value belonged to R-1233zd(E) fluid among the analyzed fluids, it is seen 
that the lowest COP value belonged to R-407C fluid (Figure 4).  

 

 

 

 

 

 

 

 

       

 

Figure 4. COP variation with condenser temperatures of refrigerants 
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Figure 5 illustrates how mass flow rate ratio behaves due to 
increased condenser temperature. The highest and lowest mass flow rate 
ratios throughout the rising condenser temperature range occur when R-
423A and R-600 are used.      

 
Figure 5.    Exchange of refrigerants with mass flow rate ratio 

The detailed exergy analysis has been made according to different 
condenser temperatures in the use of different refrigerants in the 
mechanical refrigeration system. In Figure 6, the second law efficiency of 
R-134A, R-410A, R-407C, R-600, R-600A, R-423A, R-1234yf and R-
1233zd(E) refrigerants according to different condenser temperatures is 
given. It has been seen that the second highest efficiency value belonged 
to the R-1233zd(E) fluid, while the lowest efficiency value belonged to 
the R-407C fluid.     

 

 

 

 

 

 

 

 

Figure 6.  ηex change of refrigerants with condenser temperatures 
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The total exergy destruction value of system in the analysis 
performed at different condenser temperatures has been shown in Figure 
7. Accordingly, while the highest exergy destruction values belonged to 
R-407C, the lowest values have been obtained for R-1233zd(E). 

 

 

 

 

 

 

 

 

    Figure 7.  Total the exergy destruction according to the condenser 
temperatures of the refrigerants 

 

In the analysis, the total exergy destruction value of each system 
element performed at different condenser temperatures has been shown in 
from Figure 8 to Fig. 11. The highest exergy destruction values belonged 
to R-407C,  the lowest values have been obtained for R-134A in the 
evaporator (Figure 8).  

 
 

Figure 8.  Total the exergy destruction according to the condenser 
temperatures of the refrigerants in the evaporator 
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Figure 9 shows that the highest exergy and lowest destruction values 
in the condenser belong to R-407C and R-600, respectively. The highest 
exergy destruction values belonged to R-423A, while the lowest values 
have been obtained for R-1233zd(E) in the compressor (Figure 10).  

 

 
Figure 9.  Total the exergy destruction according to the condenser 

temperatures of the refrigerants in the condenser 

 

 
Figure 10.  Total the exergy destruction according to the condenser 

temperatures of the refrigerants in the compressor 

     

Figure 11 shows that the highest and lowest exergy destruction 
values have been obtained at R-1234yf and R-1233zd(E), respectively in 
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the valve. It is seen that the highest exergy destruction values belong to 
R-423A and R-407C fluid after R-1234yf.      

 

 
Figure 11.   Total the exergy destruction according to the condenser 

temperatures of the refrigerants in the valve 

 

2.2.  Alternative Refrigeration Technologies for the 
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The frigorific vehicles, in which vapor compression refrigeration 
systems are used, operate their refrigeration systems with the power they 
receive from their own engine. For bigger refrigeration capacities, an 
extra diesel engine system is used. 

There are also systems in which different technologies are used for 
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Figure 12. Eutectic plate transport cooling unit   

 

   In this section, alternative refrigeration technologies have been 
presented to reduce energy dependency in the frigorific vehicles. As an 
alternative to mechanical refrigeration, cryogenic freezing/chilling 
systems are available that use cryogenic liquids such as liquid nitrogen or 
carbon dioxide. This system uses a large refillable, vacuum-insulated tank 
with a capacity ranging from 420-700 kg, mounted under the trailer, to 
store LN2 or LCO2. In addition to the alternative refrigeration system 
mentioned above, solar and hydrogen fuel refrigeration systems are also 
available. In solar-powered photovoltaic transport refrigeration systems, 
silicone solar photovoltaic (PV) panels can be mounted on the trailer’s 
roof to capture solar irradiation and convert it to direct current (DC) 
electricity. The DC can then be converted to alternating current (AC) 
using an inverter to power the refrigeration unit. An on-board battery is 
used to store the additional power generated from the PV for use by the 
refrigeration unit during hours of low or no solar radiation. The 
hydrogen-fuel-cell powered TRUs are currently in the demonstration 
phase of commercialization. The current system design includes electric 
standby option that allows the compressor to run either on a diesel 
auxiliary engine or with an external 80V or 460 V AC motor powered 
using hydrogen fuel cells (Rai and Tassou, 2017). 

   Also, as an alternative to the refrigeration systems used in the 
frigorific vehicles, absorption and absorption-vapor compression cascade 
refrigeration cycles can be considered. In these systems, the thermal 
energy required for the generator of the system can be obtained from the 
exhaust of the diesel engine. Thus, with these systems, both energy 
savings will be achieved and the exhaust gas temperature at high 
temperatures will be reduced and it will be prevented from being 
discharged to the environment.  
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3. Conclusions 

Many frigorific vehicles are used in the process of transporting 
foodstuffs from processing centers to retail outlets by refrigeration or 
freezing. This type of transport is in great demand in the food, cosmetic, 
chemical, pharmaceutical industry, agriculture and some other industries. 
In the frigorific vehicles, the compressor is driven by the vehicle engine. 
This process both affects engine performance and increases fuel 
consumption.  

In this study, different refrigerants that may be suitable for vapour 
compression refrigeration systems used in the frigorific vehicles have 
been analyzed. These refrigerants are R-407C, R-600, R-600A, R-423A, 
R-1234zd(E) and R-1234yf, which can be alternatives to R-134-A and R-
410A refrigerants. The detailed exergy analysis of the system elements of 
the mechanical refrigeration system has been made according to different 
condenser temperatures. The aim of the detailed exergy analysis in the 
frigorific vehicles in this study is to improve the cycle by finding exactly 
where the actual losses occur and how these losses can be reduced. As the 
total exergy destruction values increase at increasing condenser 
temperatures, the second law efficiency values of the system also 
decrease. It has been concluded that the highest second law efficiency 
values belong to the refrigerant R-1234zd(E). In contrast, the lowest 
second law efficiency values belong to the R-407C refrigerant. Also, 
alternative refrigeration technologies have been presented to reduce 
energy dependency in the frigorific vehicles.  

Selection of high-performance refrigerants in the vapor compression 
refrigeration system, determination of suitable alternative refrigeration 
systems, and improvement of the cycle by determining exactly where the 
actual losses are and how they can be reduced can be listed as energy 
reduction methods in the frigorific vehicles. The application of energy 
reduction methods in the frigorific vehicles will make these vehicles even 
more advantageous.   
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1. INTRODUCTION 

In this study we consider a manufacturer manufacturing a product 
such as household goods, technological devices etc. There is a base market 
and a demand for this product depending on the utilities of the customers 
derived from this product and selling price the manufacturer sets.  

In Phase 1, the manufacturer manufactures and sells these products to 
the customers. In Phase 2, another manufacturer starts to manufacture and 
sell Product 2, a similar product to Product 1. Hence, a competition occurs 
between Product 1 and Product 2. Due to this competition, both the 
manufacturers of Product 1 and Product 2 determine new prices and 
production quantities for their own products and reach to an equilibrium.   

In this problem environment, this study proposes customer utility-
based models for one-product case (the case observed before the launch of 
Product 2) and two-product case (the case observed after the launch of 
Product 2). By making a comparison between them under various 
parameter settings, the study presents several managerial insights that are 
valuable both from the theoretical and practical points of view.  

New product development and launch is widely addressed in the 
existing literature. Di Benedetto (1999) focus on the determination of the 
critical success factors in new product launch and state that the timing of 
the launch and the logistics operations need the specicial attentions of the 
managers. Lee et al. (2003) discuss the new product launch strategies for 
the products that yields to network effects. Ernst et al. (2010) focus on the 
cooperation between various departments in the new product development 
phase and indicate that existing literature generally focuses on the 
cooperation between the marketing department and Research and 
Development (R&D) department. Through a systematic analysis they state 
that cooperation between sales and R&D, and sales, and sales and 
marketing are also very important for the success of new product 
development. Chang and Taylor (2016) investigate the effect of customer 
participation in the idea and launch phases of new product development 
process and indicate that the participations of customers has a positive 
impact n the financial performance of the new product. Cooper (2019) 
focus on the critical success factors in new product development. Through 
an extensive review of the existing literature, he determine several factors 
such as innovation strategy and R&D investment decisions.  

Moreover, competition between the products is also received the 
attentions of numerous researchers. Hafezalkotob (2015) consider the 

competition of two green supply chains under the government tariffs and 
report that there are boundaries for the government tariffs to ensure the 
stable competition in the market. Zhu and He (2017) focus on the effect of 
green product design on the competition between actors and report that the 
greenness competition in fact negatively affect the greenness levels of the 
actors in equilibrium.  Li et al. (2020) focus on the sourcing decisions under 
a quality competition between the products manufactured by different 
manufacturers and develop game theory-based models to obtain the 
equilibrium decisions considering different sourcing cases. Chai et al. 
(2020) propose mathematical models to investigate the effect of carbon 
cap-and-trade policy on the product competition and report that if the 
allocated carbon cap to the original equipment manufacturer is less, the 
carbon cap-and-trade policy significantly affects the original equipment 
manufacturer in this competition.   

In this study, different from the studies above, we focus on the pricing 
and production decisions before and after the launch of a competing 
product and compare them with each other. The rest of the chapter is 
organized as follows. In section 2, we derive the demand functions for one-
product and two-product cases. Section 3 is dedicated to the models and 
equilibrium results, and section 4 is dedicated to the computational study 
and discussions. Finally, we conclude the study in Section 5.  

2. DERIVATION OF DEMAND FUNCTIONS 

Before the launch of the product there will be only one-product in the 
market and that product will have a demand function as follows (Huang et 
al., 2013). Here, the first term is the base market, and the second term is 
leaving customers depending on the price of the product.   

𝑑𝑑1(𝑝𝑝1) = 𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 (1) 

On the other hand, when there are two competing products in the 
market, demand functions will be as presented below. Different from one-
product case here, the price of the competing product has also an effect on 
the demand.  

𝑑𝑑1(𝑝𝑝1, 𝑝𝑝2) = 𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 

𝑑𝑑2(𝑝𝑝1, 𝑝𝑝2) = 𝑞𝑞2 − 𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1 
(2) 

It should be noted that the 𝑞𝑞1 values in one-product case and two-
product case might not be the same, i.e., some of the base customers may 
prefer to buy Product 2 instead of Product 1 due to low price of Product 2. 
Moreover, some new customers, which cannot buy the Product 1 due to its 
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competition of two green supply chains under the government tariffs and 
report that there are boundaries for the government tariffs to ensure the 
stable competition in the market. Zhu and He (2017) focus on the effect of 
green product design on the competition between actors and report that the 
greenness competition in fact negatively affect the greenness levels of the 
actors in equilibrium.  Li et al. (2020) focus on the sourcing decisions under 
a quality competition between the products manufactured by different 
manufacturers and develop game theory-based models to obtain the 
equilibrium decisions considering different sourcing cases. Chai et al. 
(2020) propose mathematical models to investigate the effect of carbon 
cap-and-trade policy on the product competition and report that if the 
allocated carbon cap to the original equipment manufacturer is less, the 
carbon cap-and-trade policy significantly affects the original equipment 
manufacturer in this competition.   

In this study, different from the studies above, we focus on the pricing 
and production decisions before and after the launch of a competing 
product and compare them with each other. The rest of the chapter is 
organized as follows. In section 2, we derive the demand functions for one-
product and two-product cases. Section 3 is dedicated to the models and 
equilibrium results, and section 4 is dedicated to the computational study 
and discussions. Finally, we conclude the study in Section 5.  

2. DERIVATION OF DEMAND FUNCTIONS 

Before the launch of the product there will be only one-product in the 
market and that product will have a demand function as follows (Huang et 
al., 2013). Here, the first term is the base market, and the second term is 
leaving customers depending on the price of the product.   

𝑑𝑑1(𝑝𝑝1) = 𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 (1) 

On the other hand, when there are two competing products in the 
market, demand functions will be as presented below. Different from one-
product case here, the price of the competing product has also an effect on 
the demand.  

𝑑𝑑1(𝑝𝑝1, 𝑝𝑝2) = 𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 

𝑑𝑑2(𝑝𝑝1, 𝑝𝑝2) = 𝑞𝑞2 − 𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1 
(2) 

It should be noted that the 𝑞𝑞1 values in one-product case and two-
product case might not be the same, i.e., some of the base customers may 
prefer to buy Product 2 instead of Product 1 due to low price of Product 2. 
Moreover, some new customers, which cannot buy the Product 1 due to its 
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high price, may buy the Product 2. Similarly, the 𝑎𝑎1 values in one-product 
case and two-product case may also be different, i.e., the demand function 
may be more price sensitive based on the intensity of the competition.  

Briefly, it is important to determine the demand parameters carefully 
in one-product case and two-product case to create the correct relationships 
between them. In this section, by using an analytical model, we determine 
the values of these parameters. In their study, Huang et al. (2013) present 
a demand model where two firms compete in a market, and each produces 
a differentiated good. Parameters for this model can be presented as 
follows. 

Table 1: Notation for the Utility Model 

𝜓𝜓1, 𝜓𝜓2, 𝜙𝜙1, 𝜙𝜙2 Impact of the price of Product 1 and Product 2 on the 
demands of these products 

𝜂𝜂 The substitutability measure for products 
𝛿𝛿1, 𝛿𝛿2 Quantities purchased by a representative consumer.  
𝑢𝑢(𝛿𝛿1, 𝛿𝛿2) Consumers’ utility function 

Based on the notation in Table 1, consumer’s utility function can be 
presented as in equation (3) 

𝑢𝑢(𝛿𝛿1, 𝛿𝛿2) = 𝜓𝜓1𝛿𝛿1 + 𝜓𝜓2𝛿𝛿2 − 𝜙𝜙1𝛿𝛿1
2 + 2𝜂𝜂𝛿𝛿1𝛿𝛿2 + 𝜙𝜙2𝛿𝛿2

2

2  (3) 

Here both 𝜓𝜓𝑖𝑖, 𝜙𝜙𝑖𝑖 > 0 and 𝜓𝜓𝑖𝑖𝜙𝜙𝑗𝑗 − 𝜂𝜂𝜓𝜓𝑖𝑖 > 0 for 𝑖𝑖 = 1, 2 and 𝑖𝑖 ≠ 𝑗𝑗. To 
ensure the strict concavity of the utility function, the parameters must also 
satisfy 𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 > 0.  In order to determine the 𝛿𝛿 values, we will use the 
following problem 

max
𝛿𝛿

 ∧ (𝜹𝜹) ≡ 𝑢𝑢(𝜹𝜹) − 𝒑𝒑𝑇𝑇𝜹𝜹 (4) 

where 𝑢𝑢(𝜹𝜹) is a representative consumer’s utility, which is smooth and 
strictly concave. If there is only one-product the function will be as 
follows; 

max
𝛿𝛿1

= 𝜓𝜓1𝛿𝛿1 − 𝜙𝜙1𝛿𝛿1
2

2 − 𝑝𝑝1𝛿𝛿1 (5) 

As a result, optimal value of 𝛿𝛿1 can be obtained as follows.  

𝛿𝛿1 = 𝜓𝜓1
𝜙𝜙1

− 1
𝜙𝜙1

𝑝𝑝1 (6) 



 . 323Current Research in Engineering

If there are two competitive products the function will be as follows.  

max
𝛿𝛿1,𝛿𝛿2

= 𝜓𝜓1𝛿𝛿1 + 𝜓𝜓2𝛿𝛿2 −
𝜙𝜙1𝛿𝛿12 + 2𝜂𝜂𝛿𝛿1𝛿𝛿2 + 𝜙𝜙2𝛿𝛿22

2 − 𝑝𝑝1𝛿𝛿1
− 𝑝𝑝2𝛿𝛿2 

(7) 

As a result, optimal values of 𝛿𝛿1 and 𝛿𝛿2 can be obtained as follows.  

𝛿𝛿1 =
𝜓𝜓1𝜙𝜙2 − 𝜓𝜓2𝜂𝜂
𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 − 𝜙𝜙2

𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝1 +
𝜂𝜂

𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝2 

𝛿𝛿2 =
𝜓𝜓2𝜙𝜙1 − 𝜓𝜓1𝜂𝜂
𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 − 𝜙𝜙1

𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝2 +
𝜂𝜂

𝜙𝜙1𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝1 
(8) 

In order to simplify the above functions, if we assume 𝜙𝜙1 = 𝜙𝜙2, the 
functions can be written as follows for one-product. 

𝛿𝛿1 =
𝜓𝜓1
𝜙𝜙 − 1

𝜙𝜙 𝑝𝑝1 (9) 

Moreover, the function can be presented as in equation (10)  

𝛿𝛿1 =
𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 − 𝜙𝜙

𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝1 +
𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝2 

𝛿𝛿2 =
𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 − 𝑏𝑏

𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝2 +
𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2 𝑝𝑝1 
(10) 

Note that in one-product case, the demand function is denoted as;  𝑑𝑑1 =
𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1. Since for one-product 𝛿𝛿1 =

𝜓𝜓1
𝜙𝜙 − 1

𝜙𝜙 𝑝𝑝1, we assume that 𝑞𝑞1 =
𝜓𝜓1
𝜙𝜙  

and 𝑎𝑎1 =
1
𝜙𝜙. 

Moreover, in two-product case, the demand function for Product 1 is 
denoted as 𝑑𝑑1 = 𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 and the demand function for Product 2 
is denoted as 𝑑𝑑2 = 𝑞𝑞2 − 𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1. By considering 𝛿𝛿1 and 𝛿𝛿2 above, 
𝑞𝑞1 =

𝜓𝜓1𝜙𝜙−𝜓𝜓2𝜂𝜂
𝜙𝜙2−𝜂𝜂2 , 𝑞𝑞2 =

𝜓𝜓2𝜙𝜙−𝜓𝜓1𝜂𝜂
𝜙𝜙2−𝜂𝜂2 ,  𝑎𝑎1 =

𝜙𝜙
𝜙𝜙2−𝜂𝜂2 and 𝑎𝑎2 =

𝜂𝜂
𝜙𝜙2−𝜂𝜂2 can be 

obtained.  Based on these discussions, demand functions can be presented 
as in Table 2.  

 

 

 



Arzu Keven, Canan Cimşit324 .

Table 2: Derived Demand Functions 

 Demand 
Product 1 in One-Product 
Case  

𝑑𝑑𝑚𝑚 = 𝜓𝜓1
𝜙𝜙 − 1

𝜙𝜙 𝑝𝑝1  

Product 1 in Two-Product 
Case 

𝑑𝑑1 = 𝜓𝜓1𝜙𝜙−𝜓𝜓2𝜂𝜂
𝜙𝜙2−𝜂𝜂2 − 𝜙𝜙

𝜙𝜙2−𝜂𝜂2 𝑝𝑝1 + 𝜂𝜂
𝜙𝜙2−𝜂𝜂2 𝑝𝑝2  

Product 2 in Two-Product 
Case 

𝑑𝑑2 = 𝜓𝜓2𝜙𝜙−𝜓𝜓1𝜂𝜂
𝜙𝜙2−𝜂𝜂2 − 𝜙𝜙

𝜙𝜙2−𝜂𝜂2 𝑝𝑝2 + 𝜂𝜂
𝜙𝜙2−𝜂𝜂2 𝑝𝑝1  

 

3. EQUILIBRIUM DECISIONS 

For one-product case demand function of the manufacturer can be 
presented as in equation (11). 

Π1 = 𝑝𝑝1(𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1) (11) 

In the above model, the first term is the selling price of the manufacturer, 
and the second term is the demand depending on the selling price. First 
derivative of this function with respect to 𝑝𝑝 can be obtained as follows. 

Π1′ = 𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 (12) 

Moreover, second derivative of the function with respect to 𝑝𝑝1 can be 
obtained as follows. 

Π1′′ = −2𝑎𝑎1 (13) 

Since the second derivative is negative, the function is concave in 𝑝𝑝1. As a 
result, the profit maximizing selling price can be determined by solving the 
following equation. 

𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 = 0 (14) 

As a result, optimal selling price can be obtained as 𝑝𝑝1 = 𝑞𝑞1
2𝑎𝑎1

 . Since in the 

previous section we have found 𝑞𝑞1 = 𝜓𝜓1
𝜙𝜙  and 𝑎𝑎1 = 1

𝜙𝜙, all in all the selling 
price can be presented as in equation (15) for the one-product case. 

𝑝𝑝1 = 𝜓𝜓1𝜙𝜙
2𝜙𝜙 = 𝜓𝜓1

2  (15) 

Finally, by using the equilibrium value of the selling price, equilibrium 
demand for Product 1 in the one-product case can be presented as in 
equation (16). 

𝑑𝑑𝑚𝑚 = 𝜓𝜓1
𝜙𝜙 − 1

𝜙𝜙 (
𝜓𝜓1
2 ) (16) 

We next focus on the two-product case. Profit function for the Product 1 
can be stated as follows. 

Π1 = 𝑝𝑝1(𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2) (17) 

In the above model, first term is the selling price, and second term is the 
demand depending on the prices of the competing products. First derivative 
of this function can be obtained as in eq. 7. 

Π′1 = 𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 (18) 

Moreover, second derivative of this function can be obtained as in equation 
(19). 

Π′1 = −2𝑎𝑎1 (19) 

Since second derivative is negative, the function is concave in its own 
selling price. Hence, we can find the optimal selling price by using the 
equation below. 

𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 = 0 (20) 

As a result, optimal selling price for Product 1 can be obtained as 𝑞𝑞1+𝑎𝑎2𝑝𝑝22𝑎𝑎1
. 

Moreover, profit function for the Product 2 can be presented as follows. 

Π1 = 𝑝𝑝2(𝑞𝑞2 − 𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1) (21) 

In the above model, first term is the selling price, and second term is the 
demand depending on the prices of the competing products. First derivative 
of this function can be obtained as in equation (22). 

Π′1 = 𝑞𝑞2 − 2𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1 (22) 

Moreover, second derivative of this function can be obtained as presented 
in equation (23). 
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Finally, by using the equilibrium value of the selling price, equilibrium 
demand for Product 1 in the one-product case can be presented as in 
equation (16). 

𝑑𝑑𝑚𝑚 = 𝜓𝜓1
𝜙𝜙 − 1

𝜙𝜙 (
𝜓𝜓1
2 ) (16) 

We next focus on the two-product case. Profit function for the Product 1 
can be stated as follows. 

Π1 = 𝑝𝑝1(𝑞𝑞1 − 𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2) (17) 

In the above model, first term is the selling price, and second term is the 
demand depending on the prices of the competing products. First derivative 
of this function can be obtained as in eq. 7. 

Π′1 = 𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 (18) 

Moreover, second derivative of this function can be obtained as in equation 
(19). 

Π′1 = −2𝑎𝑎1 (19) 

Since second derivative is negative, the function is concave in its own 
selling price. Hence, we can find the optimal selling price by using the 
equation below. 

𝑞𝑞1 − 2𝑎𝑎1𝑝𝑝1 + 𝑎𝑎2𝑝𝑝2 = 0 (20) 

As a result, optimal selling price for Product 1 can be obtained as 𝑞𝑞1+𝑎𝑎2𝑝𝑝22𝑎𝑎1
. 

Moreover, profit function for the Product 2 can be presented as follows. 

Π1 = 𝑝𝑝2(𝑞𝑞2 − 𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1) (21) 

In the above model, first term is the selling price, and second term is the 
demand depending on the prices of the competing products. First derivative 
of this function can be obtained as in equation (22). 

Π′1 = 𝑞𝑞2 − 2𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1 (22) 

Moreover, second derivative of this function can be obtained as presented 
in equation (23). 
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Π′1 = −2𝑎𝑎1 (23) 

Since second derivative is negative, the function is concave in its own 
selling price. Hence, we can find the optimal selling price by using the 
equation below. 

𝑞𝑞2 − 2𝑎𝑎1𝑝𝑝2 + 𝑎𝑎2𝑝𝑝1 = 0 (24) 

By solving the equation above, optimal selling price for Product 2 can be 
obtained as 𝑞𝑞2+𝑎𝑎2𝑝𝑝12𝑎𝑎1

. 

Notice that optimal selling price for Product 1 includes the selling price of 
Product 2. Similarly, optimal selling price for Product 2 includes the selling 
price of Product 1. In this regard, we can obtain the equilibrium prices by 
jointly solving the following two equations. 

𝑝𝑝1 =
𝑞𝑞1 + 𝑎𝑎2𝑝𝑝2

2𝑎𝑎1
 

𝑝𝑝2 =
𝑞𝑞2 + 𝑎𝑎2𝑝𝑝1

2𝑎𝑎1
 

(25) 

Solving the above equations yields to the following values for the selling 
prices. 

𝑝𝑝1 =
2𝑎𝑎1𝑞𝑞1 + 𝑎𝑎2𝑞𝑞2
4𝑎𝑎12 − 𝑎𝑎22

 

𝑝𝑝2 =
2𝑎𝑎1𝑞𝑞2 + 𝑎𝑎2𝑞𝑞1
4𝑎𝑎12 − 𝑎𝑎22

 
(26) 

Since in the previous section we have found 𝑞𝑞1 =
𝜓𝜓1𝜙𝜙−𝜓𝜓2𝜂𝜂
𝜙𝜙2−𝜂𝜂2 , 𝑞𝑞2 =

𝜓𝜓2𝜙𝜙−𝜓𝜓1𝜂𝜂
𝜙𝜙2−𝜂𝜂2 ,  

𝑎𝑎1 =
𝜙𝜙

𝜙𝜙2−𝜂𝜂2 and 𝑎𝑎2 =
𝜂𝜂

𝜙𝜙2−𝜂𝜂2, we can rearrange the prices as presented in 
equation (27). 

𝑝𝑝1 =
2 ( 𝜙𝜙

𝜙𝜙2 − 𝜂𝜂2) (
𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2) (
𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 )

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2)
2  

𝑝𝑝2 =
2 ( 𝜙𝜙

𝜙𝜙2 − 𝜂𝜂2) (
𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2)
𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2)
2  

(27) 
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By using these equilibrium values for selling prices, demand of Product 1 
in the equilibrium can be stated as follows. 

𝑑𝑑1
= 𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂𝜙𝜙2 − 𝜂𝜂2

− 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2

(

 
2( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2) (

𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2) (
𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 )

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2)

2

)

 

+ 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2

(

 
2( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2) (

𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2)
𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2)

2

)

  

(28) 

Similarly, demand of Product 2 in the equilibrium can be obtained as in 
equation (29).below by using the equilibrium values of the selling prices.  

𝑑𝑑2
= 𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂𝜙𝜙2 − 𝜂𝜂2

− 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2

(

 
2( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2) (

𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2)
𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2)

2

)

 

+ 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2

(

 
2( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2) (

𝜓𝜓1𝜙𝜙 − 𝜓𝜓2𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 ) + ( 𝜂𝜂

𝜙𝜙2 − 𝜂𝜂2) (
𝜓𝜓2𝜙𝜙 − 𝜓𝜓1𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2 )

4 ( 𝜙𝜙
𝜙𝜙2 − 𝜂𝜂2)

2
− ( 𝜂𝜂
𝜙𝜙2 − 𝜂𝜂2)

2

)

  

(29) 

4. COMPUTATIONAL STUDY 

In this section, we present a computational study to test the models and 
derive managerial insights regarding the one-product case and two-
product case. Utility parameters of the base case problem is determined 
as in Table 3. 

Table 3: Base Case Utility Parameters 

𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 
90 80 2 1 

Computational results corresponding to this base case instance is 
presented in Table 4 below. 
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Table 4: Computational Results Corresponding to Base Case 

𝑞𝑞1 𝑝𝑝1 𝑑𝑑1 Π1 𝑞𝑞1 𝑞𝑞2 𝑝𝑝1 𝑝𝑝2 𝑑𝑑1 𝑑𝑑2 Π1 Π2 Total 

45.
0 

45.
0 

22.
5 

101
2 

33.
3 

23.
3 

31.
3 

25.
3 

20.
9 

16.
9 

654.
5 

427.
9 

1082.
4 

Table 2 shows that as the Product 2 starts to be sold by the competing firm, 
market size of the Product 1 decreased from 45 to about 33, which means 
that 12 people that normally plans to purchase Product 1 started to purchase 
Product 2 after the launch of Product 2. Moreover, the table reveals that 
after the launch of Product 2, manufacturer of Product 1 decreased the price 
of Product 1 due to the competition Product 2 created. By decreasing the 
price, the manufacturer of Product 1 becomes able to keep the decrease in 
demand very limited, i.e., decreased from 22.5 to 20.9. Third, we observe 
from the computational results that the profit of the manufacturer 
substantially decreases as a result of the launch of Product 2. In this base 
case instance, this decrease is about 35%. Finally, the total supply chain 
profit in the market increased from 1012.5 to 1082.4 as a result of the 
launch of Product 2. This is mainly a result of the attendance of new people 
to the market as a result of the competition obtained after the launch of 
Product 2. 

It should be noted that the results above are based on the specific 
parameters we consider. In order see the effects of parameters and test the 
models in different parameter settings, we also made a sensitivity analysis. 
First, we focus on the change in the market size as a result of the launch of 
Product  and present the computational results in Table 5.   

Table 5: Sensitivity Analysis on the Market Sizes 

  𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 𝑞𝑞1 𝑞𝑞1 𝑞𝑞2 

0 90 80 2 1 45.0 33.3 23.3 

1 95 80 2 1 47.5 36.7 21.7 

2 100 80 2 1 50.0 40.0 20.0 

3 105 80 2 1 52.5 43.3 18.3 

4 110 80 2 1 55.0 46.7 16.7 

5 115 80 2 1 57.5 50.0 15.0 

6 120 80 2 1 60.0 53.3 13.3 

7 125 80 2 1 62.5 56.7 11.7 

8 130 80 2 1 65.0 60.0 10.0 

9 90 50 2 1 45.0 43.3 3.3 

10 90 55 2 1 45.0 41.7 6.7 

11 90 60 2 1 45.0 40.0 10.0 

12 90 65 2 1 45.0 38.3 13.3 
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13 90 70 2 1 45.0 36.7 16.7 

14 90 75 2 1 45.0 35.0 20.0 

15 90 80 2 1 45.0 33.3 23.3 

16 90 85 2 1 45.0 31.7 26.7 

17 90 80 1.25 1 72.0 57.8 17.8 

18 90 80 1.5 1 60.0 44.0 24.0 

19 90 80 1.75 1 51.4 37.6 24.2 

20 90 80 2 1 45.0 33.3 23.3 

21 90 80 2.25 1 40.0 30.2 22.2 

22 90 80 2.5 1 36.0 27.6 21.0 

23 90 80 2.75 1 32.7 25.5 19.8 

24 90 80 3 1 30.0 23.8 18.8 

25 90 80 2 0.2 45.0 41.4 35.9 

26 90 80 2 0.4 45.0 38.5 32.3 

27 90 80 2 0.6 45.0 36.3 29.1 

28 90 80 2 0.8 45.0 34.5 26.2 

29 90 80 2 1 45.0 33.3 23.3 

30 90 80 2 1.2 45.0 32.8 20.3 

31 90 80 2 1.4 45.0 33.3 16.7 

32 90 80 2 1.6 45.0 36.1 11.1 

Table x reveals that, in all the instances considered, the launch of the 
Product 2 brings a decrease in the market size of Product 1. However, the 
numerical results reveal that in higher values of 𝜓𝜓1 and lower values of 𝜓𝜓2, 
the decrease in the market size of Product 1 is pretty limited compared to 
other cases. This happens because in higher values of 𝜓𝜓1, or in lower values 
of 𝜓𝜓2, the customers derive a substaintially higher utility from Product 1 
as opposed to Product 2. Hence, in those instances, most of them do not 
leave the Product 1 after the launch of Product. On the other hand, when 
𝜓𝜓1 is low but 𝜓𝜓2 is high, the customers derive similar utilities from Product 
1 and Product 2. Thus, in those instances, they prefer to shift from the 
expensive one to a cheaper one, i.e., from Product 1 to Product 2. Hence, 
the market size of Product 1 substantially decreases.  

Moreover, when we focus on the market size of Product 2, we observe that 
Product 2 attains the highest market size when 𝜓𝜓1 is low or 𝜓𝜓2 is high or 
𝜂𝜂 is high. As explained before, when 𝜓𝜓1 is low but 𝜓𝜓2 is high, customers 
derive similar utilities from Product 1 and Product 2, and thus they shift 
from Product 1 to Product 2 which increases the market size of Product 2. 
Moreover, when  𝜂𝜂 is high, the preferences or valuations of customers for 
Product 2 increases and thus the market size of Product 2 increases 
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accordingly.  Next, we focus on the selling price differences in one-product 
and two-product models and present the computational results in Table 6.   

Table 6: Sensitivity Analysis on the Selling Prices 

  𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 𝑝𝑝1 𝑝𝑝1 𝑝𝑝2 
0 90 80 2 1 45.0 31.3 25.3 
1 95 80 2 1 47.5 33.7 24.7 
2 100 80 2 1 50.0 36.0 24.0 
3 105 80 2 1 52.5 38.3 23.3 
4 110 80 2 1 55.0 40.7 22.7 
5 115 80 2 1 57.5 43.0 22.0 
6 120 80 2 1 60.0 45.3 21.3 
7 125 80 2 1 62.5 47.7 20.7 
8 130 80 2 1 65.0 50.0 20.0 
9 90 50 2 1 45.0 35.3 11.3 
10 90 55 2 1 45.0 34.7 13.7 
11 90 60 2 1 45.0 34.0 16.0 
12 90 65 2 1 45.0 33.3 18.3 
13 90 70 2 1 45.0 32.7 20.7 
14 90 75 2 1 45.0 32.0 23.0 
15 90 80 2 1 45.0 31.3 25.3 
16 90 85 2 1 45.0 30.7 27.7 
17 90 80 1.25 1 45.0 17.4 11.0 
18 90 80 1.5 1 45.0 24.4 18.1 
19 90 80 1.75 1 45.0 28.6 22.4 
20 90 80 2 1 45.0 31.3 25.3 
21 90 80 2.25 1 45.0 33.3 27.4 
22 90 80 2.5 1 45.0 34.8 29.0 
23 90 80 2.75 1 45.0 35.9 30.2 
24 90 80 3 1 45.0 36.9 31.1 
25 90 80 2 0.2 45.0 42.9 37.6 
26 90 80 2 0.4 45.0 40.5 35.1 
27 90 80 2 0.6 45.0 37.8 32.2 
28 90 80 2 0.8 45.0 34.8 29.0 
29 90 80 2 1 45.0 31.3 25.3 
30 90 80 2 1.2 45.0 27.4 21.2 
31 90 80 2 1.4 45.0 22.8 16.5 
32 90 80 2 1.6 45.0 17.4 11.0 
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Table x shows that launch of Product 2 substantially decreases the price of 
Product 1, due to the competition created by Product 2.  As the utility of 
the customers derived from Product 1, 𝜓𝜓1, increases, manufacturer of 
Product 1 increases the selling price of Product 1 in both one-product and 
two-product cases. Similarly, as the utility of the customers derived from 
Product 2, 𝜓𝜓2, increases the manufacturer of Product 2 increases the selling 
price of Product 2 to derive higher profits. 

At this point, another interesting result is that as the valuations of 
customers for Product 2 compared to Product 1 increases, both the 
manufacturer of Product 1 and Product 2 decrease the selling prices. This 
happens since as the valuations of customers for Product 2 compared to 
Product 1 increases, the intensity of competition between Product 1 and 
Product 2 also increases. As a result, both manufacturers decrease the 
selling prices to obtain more customers from the market. As a result, both 
manufacturers profits significantly decrease in those instances.  After 
analyzing the selling prices in on-product and two-product cases, we next 
focus on the demand in one-product and two-product models and present 
the computational results in Table 7.   

Table 7: Sensitivity Analysis on the Demands 

  𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 𝑑𝑑1 𝑑𝑑1 𝑑𝑑2 
0 90 80 2 1 22.5 20.9 16.9 
1 95 80 2 1 23.8 22.4 16.4 
2 100 80 2 1 25.0 24.0 16.0 
3 105 80 2 1 26.3 25.6 15.6 
4 110 80 2 1 27.5 27.1 15.1 
5 115 80 2 1 28.8 28.7 14.7 
6 120 80 2 1 30.0 30.2 14.2 
7 125 80 2 1 31.3 31.8 13.8 
8 130 80 2 1 32.5 33.3 13.3 
9 90 50 2 1 22.5 23.6 7.6 
10 90 55 2 1 22.5 23.1 9.1 
11 90 60 2 1 22.5 22.7 10.7 
12 90 65 2 1 22.5 22.2 12.2 
13 90 70 2 1 22.5 21.8 13.8 
14 90 75 2 1 22.5 21.3 15.3 
15 90 80 2 1 22.5 20.9 16.9 
16 90 85 2 1 22.5 20.4 18.4 
17 90 80 1.25 1 36.0 38.6 24.3 
18 90 80 1.5 1 30.0 29.3 21.8 
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19 90 80 1.75 1 25.7 24.2 19.0 
20 90 80 2 1 22.5 20.9 16.9 
21 90 80 2.25 1 20.0 18.4 15.2 
22 90 80 2.5 1 18.0 16.6 13.8 
23 90 80 2.75 1 16.4 15.1 12.6 
24 90 80 3 1 15.0 13.8 11.7 
25 90 80 2 0.2 22.5 21.7 19.0 
26 90 80 2 0.4 22.5 21.1 18.3 
27 90 80 2 0.6 22.5 20.8 17.7 
28 90 80 2 0.8 22.5 20.7 17.2 
29 90 80 2 1 22.5 20.9 16.9 
30 90 80 2 1.2 22.5 21.4 16.6 
31 90 80 2 1.4 22.5 22.3 16.1 
32 90 80 2 1.6 22.5 24.1 15.2 

Following inferences can be made for the demand change in one-product 
and two-product cases. First, the table reveals that demand for Product 1 
prominently decreases as a result of the launch of Product 2 mainly due to 
the competition between Product 1 and Product 2. Highest demand for 
Product 1 is observed when the utility of customers derived from Product 
1 is high. Moreover, although an increase in the utility of customers from 
Product 2 decreases the demand for Product 1 in two-product case, this 
decrease is pretty limited, i.e., Product 1 is less sensitive to the utility of 
the competing product compared to its own utility.  

When it comes to Product 2, computational results reveal that highest 
demand for Product 2 is observed when the utility of customers for Product 
1 is low or when the utility of customers for Product 2 is high. In both 
cases, the customers derive similar utilities from Product 1 and Product 2, 
an thus some of the customers that normally purchase Product 1 shifts to 
Product 2, which increases the demand for Product 2. After analyzing the 
demand change, we next focus on profits of the actors in one-product and 
two-product models. Computational results are presented in Table 8.   

Table 8: Sensitivity Analysis on the Profits 

  𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 Π1 Π1 Π2 Π1 + Π2  

0 90 80 2 1 1012.5 654.5 427.9 1082.4 

1 95 80 2 1 1128.1 755.6 405.6 1161.3 

2 100 80 2 1 1250.0 864.0 384.0 1248.0 

3 105 80 2 1 1378.1 979.6 363.0 1342.6 

4 110 80 2 1 1512.5 1102.5 342.5 1445.0 
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5 115 80 2 1 1653.1 1232.7 322.7 1555.3 

6 120 80 2 1 1800.0 1370.1 303.4 1673.5 

7 125 80 2 1 1953.1 1514.7 284.7 1799.5 

8 130 80 2 1 2112.5 1666.7 266.7 1933.3 

9 90 50 2 1 1012.5 832.3 85.6 917.9 

10 90 55 2 1 1012.5 801.2 124.5 925.7 

11 90 60 2 1 1012.5 770.7 170.7 941.3 

12 90 65 2 1 1012.5 740.7 224.1 964.8 

13 90 70 2 1 1012.5 711.4 284.7 996.1 

14 90 75 2 1 1012.5 682.7 352.7 1035.3 

15 90 80 2 1 1012.5 654.5 427.9 1082.4 

16 90 85 2 1 1012.5 627.0 510.3 1137.3 

17 90 80 1.25 1 1620.0 671.3 266.6 937.9 

18 90 80 1.5 1 1350.0 713.0 394.2 1107.2 

19 90 80 1.75 1 1157.1 691.9 427.4 1119.3 

20 90 80 2 1 1012.5 654.5 427.9 1082.4 

21 90 80 2.25 1 900.0 614.6 415.9 1030.5 

22 90 80 2.5 1 810.0 576.4 399.3 975.7 

23 90 80 2.75 1 736.4 541.3 381.5 922.7 

24 90 80 3 1 675.0 509.4 363.7 873.1 

25 90 80 2 0.2 1012.5 928.7 715.7 1644.4 

26 90 80 2 0.4 1012.5 854.5 639.9 1494.4 

27 90 80 2 0.6 1012.5 786.2 568.8 1354.9 

28 90 80 2 0.8 1012.5 720.5 499.2 1219.7 

29 90 80 2 1 1012.5 654.5 427.9 1082.4 

30 90 80 2 1.2 1012.5 584.9 351.4 936.3 

31 90 80 2 1.4 1012.5 508.0 265.9 773.9 

32 90 80 2 1.6 1012.5 419.6 166.6 586.2 

Table x reveals that the manufacturer of Product 1 obtains the highest profit 
when the utility of the customers derived from Product 1 is high or the 
utility of customers derived from Product 2 is low or the valuations of 
customers for Product 2 compared to Product 1 is low. Particularly, in those 
instances the number of customers preferring Product 1 becomes higher 
and thus the manufacturer derives a higher profit. On the other hand, the 
manufacturer of Product 2 derives a higher profit when the utilities of the 
customers derived from Product 2 is high, when the utilities of customers 
derived from Product 1 is low, or when the valuations of customers for 
Product 2 compared to Product 1 is high. In those instances, the customers 
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basically see the Product 1 and Product 2 almost identical and thus a strong 
competition occurs between them, which yields to a decrease in the profit 
of Product 1 manufacturer and an increase in the profit of Product 2 
manufacturer.  

At this point, a discussion regarding the total supply chain profit may also 
be beneficial. Computational results show that there are instances in which 
the supply chain profit increases or decreases as a result of the launch of 
Product 2. Particularly, when the utility of customers derived from Product 
1 is high or when the utility of customers derived from Product 2 is low, 
total supply chain profit decreases as a result of the launch of Product 2. 
On the other hand, when the utility of customers derived from Product 1 is 
low, when the utility of customers derived from Product 2 is high, or when 
the valuations of customers for Product 2 compared to Product 1 is low, 
total supply chain profit increases as a result of the launch of Product 2. 
The reason of all above outcomes can be explained with the intensify of 
the competition between Product 1 and Product 2 and resulting selling 
price decisions of the actors.  Next, we focus on the selling price 
differences in one-product and two-product models and present the 
computational results in Table 9.   

Table 9: Sensitivity Analysis on the Price Sensitivities 
  𝜓𝜓1 𝜓𝜓2 𝜙𝜙 𝜂𝜂 𝑎𝑎1 𝑎𝑎1 𝑎𝑎2 
0 90 80 2 1 0.5 0.7 0.3 
1 95 80 2 1 0.5 0.7 0.3 
2 100 80 2 1 0.5 0.7 0.3 
3 105 80 2 1 0.5 0.7 0.3 
4 110 80 2 1 0.5 0.7 0.3 
5 115 80 2 1 0.5 0.7 0.3 
6 120 80 2 1 0.5 0.7 0.3 
7 125 80 2 1 0.5 0.7 0.3 
8 130 80 2 1 0.5 0.7 0.3 
9 90 50 2 1 0.5 0.7 0.3 
10 90 55 2 1 0.5 0.7 0.3 
11 90 60 2 1 0.5 0.7 0.3 
12 90 65 2 1 0.5 0.7 0.3 
13 90 70 2 1 0.5 0.7 0.3 
14 90 75 2 1 0.5 0.7 0.3 
15 90 80 2 1 0.5 0.7 0.3 
16 90 85 2 1 0.5 0.7 0.3 
17 90 80 1.25 1 0.8 2.2 1.8 
18 90 80 1.5 1 0.7 1.2 0.8 
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19 90 80 1.75 1 0.6 0.8 0.5 
20 90 80 2 1 0.5 0.7 0.3 
21 90 80 2.25 1 0.4 0.6 0.2 
22 90 80 2.5 1 0.4 0.5 0.2 
23 90 80 2.75 1 0.4 0.4 0.2 
24 90 80 3 1 0.3 0.4 0.1 
25 90 80 2 0.2 0.5 0.5 0.1 
26 90 80 2 0.4 0.5 0.5 0.1 
27 90 80 2 0.6 0.5 0.5 0.2 
28 90 80 2 0.8 0.5 0.6 0.2 
29 90 80 2 1 0.5 0.7 0.3 
30 90 80 2 1.2 0.5 0.8 0.5 
31 90 80 2 1.4 0.5 1.0 0.7 
32 90 80 2 1.6 0.5 1.4 1.1 

Table x shows that the price sensitivity in both one-product and two-
product cases is independent from the utility of the customers derived from 
Product 1 and Product 2. This is actually a result we have analytically 
shown before. As shown in equation (9), the price sensitivity in single-
product case depends only on the 𝜙𝜙, i.e., negative utility of the customers 
and the price sensitivities in two-product case depends only on two 
parameters, 𝜙𝜙 and 𝜂𝜂, i.e., the negative utility and valuation.  

The results reveal that as the valuations of customers increases, demand 
becomes much more sensitive to the product’s own price and competing 
product’s price. Main reason of this fact is that as this parameter increases, 
the intensity of the competition between the Product 1 and Product 2 also 
increases. Hence, in those instances, the customers become much more 
sensitive to the prices of the products.  

5. CONCLUSION 

In this study, we propose customer-utility based models to obtain the 
pricing and production decisions of the manufacturers before and after a 
new competing product launch. By making a comprehensive sensitivity 
analysis, we derive several managerial insights as follows.  

Customer behavior and attuite plays a crucial role on the effect of pricing 
and production decisions of the manufacturers before and after the product 
launch. Particularly, in the cases where the customers derive similar 
utilities from the old product and newly launched product, launch of the 
new product yields to a substantial decrease in the profit of the Product 1 
manufacturer. This happens due to the strong competition between Product 
1 and Product 2 in those instances. On the other hand, in the cases where 
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the customers derive a significantly higher utility from Product 1 compared 
to Product 2, launch of Product 2 has a very limited effect on Product 1. In 
fact, this case corresponds to the case in which Product 2 is not exactly as 
beneficial as Product 2 for the customers. In such a case, shift from Product 
1 to Product 2 becomes very limited.  

This study can be extended in various ways in the future. First, in this study 
we consider a single-tier supply chain to clearly observe the effect of the 
new product launch. Consideration of a multi-tier supply chain may bring 
important insights regarding the effects of this launch to each actor. 
Another issue can be considering the uncertainties in the system. However, 
such a consideration may yield to complex newsvendor models that are 
difficult to solve and additional assumptions regarding the system may be 
needed. 
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